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Abstract
File systems must allocate space for files without

knowing what will be added or removed in the future.
Over the life of a file system, this may cause subopti-
mal file placement decisions which eventually lead to
slower performance, or aging. Traditional file systems
employ heuristics, such as collocating related files and
data blocks, to avoid aging, and many file system imple-
mentors treat aging as a solved problem.

However, this paper describes realistic as well as syn-
thetic workloads that can cause these heuristics to fail,
inducing large performance declines due to aging. For
example, on ext4 and ZFS, a few hundred git pull op-
erations can reduce read performance by a factor of 2;
performing a thousand pulls can reduce performance by
up to a factor of 30. We further present microbenchmarks
demonstrating that common placement strategies are ex-
tremely sensitive to file-creation order; varying the cre-
ation order of a few thousand small files in a real-world
directory structure can slow down reads by 15− 175×,
depending on the file system.

We argue that these slowdowns are caused by poor lay-
out. We demonstrate a correlation between read perfor-
mance of a directory scan and the locality within a file
system’s access patterns, using a dynamic layout score.

In short, many file systems are exquisitely prone to
read aging for a variety of write workloads. We show,
however, that aging is not inevitable. BetrFS, a file sys-
tem based on write-optimized dictionaries, exhibits al-
most no aging in our experiments. BetrFS typically out-
performs the other file systems in our benchmarks; aged
BetrFS even outperforms the unaged versions of these
file systems, excepting Btrfs. We present a framework
for understanding and predicting aging, and identify the
key features of BetrFS that avoid aging.

1 Introduction
File systems tend to become fragmented, or age, as
files are created, deleted, moved, appended to, and trun-

cated [18, 23].
Fragmentation occurs when logically contiguous file

blocks—either blocks from a large file or small files from
the same directory—become scattered on disk. Read-
ing these files requires additional seeks, and on hard
drives, a few seeks can have an outsized effect on perfor-
mance. For example, if a file system places a 100 MiB
file in 200 disjoint pieces (i.e., 200 seeks) on a disk with
100 MiB/s bandwidth and 5 ms seek time, reading the
data will take twice as long as reading it in an ideal lay-
out. Even on SSDs, which do not perform mechanical
seeks, a decline in logical block locality can harm per-
formance [19].

The state of the art in mitigating aging applies best-
effort heuristics at allocation time to avoid fragmenta-
tion. For example, file systems attempt to place related
files close together on disk, while also leaving empty
space for future files [7,17,18,25]. Some file systems (in-
cluding ext4, XFS, Btrfs, and F2FS among those tested
in this paper) also include defragmentation tools that at-
tempt to reorganize files and file blocks into contiguous
regions to counteract aging.

Over the past two decades, there have been differing
opinions about the significance of aging. The seminal
work of Smith and Seltzer [23] showed that file systems
age under realistic workloads, and this aging affects per-
formance. On the other hand, there is a widely held view
in the developer community that aging is a solved prob-
lem in production file systems. For example, the Linux
System Administrator’s Guide [26] says:

Modern Linux file systems keep fragmentation at a
minimum by keeping all blocks in a file close to-
gether, even if they can’t be stored in consecutive
sectors. Some file systems, like ext3, effectively al-
locate the free block that is nearest to other blocks
in a file. Therefore it is not necessary to worry about
fragmentation in a Linux system.

There have also been changes in storage technology



and file system design that could substantially affect ag-
ing. For example, a back-of-the-envelope analysis sug-
gests that aging should get worse as rotating disks get
bigger, as seek times have been relatively stable, but
bandwidth grows (approximately) as the square root of
the capacity. Consider the same level of fragmentation
as the above example, but on a new, faster disk with
600MiB/s bandwidth but still a 5ms seek time. Then
the 200 seeks would introduce four-fold slowdown rather
than a two-fold slowdown. Thus, we expect fragmenta-
tion to become an increasingly significant problem as the
gap between random I/O and sequential I/O grows.

As for SSDs, there is a widespread belief that fragmen-
tation is not an issue. For example, PCWorld measured
the performance gains from defragmenting an NTFS file
system on SSDs [1], and concluded that, “From my lim-
ited tests, I’m firmly convinced that the tiny difference
that even the best SSD defragger makes is not worth re-
ducing the life span of your SSD.”

In this paper, we revisit the issue of file system aging
in light of changes in storage hardware, file system de-
sign, and data-structure theory. We make several contri-
butions: (1) We give a simple, fast, and portable method
for aging file systems. (2) We show that fragmentation
over time (i.e., aging) is a first-order performance con-
cern, and that this is true even on modern hardware, such
as SSDs, and on modern file systems. (3) Furthermore,
we show that aging is not inevitable. We present sev-
eral techniques for avoiding aging. We show that Be-
trFS [10–12, 27], a research prototype that includes sev-
eral of these design techniques, is much more resistant
to aging than the other file systems we tested. In fact,
BetrFS essentially did not age in our experiments, estab-
lishing that aging is a solvable problem.

Results. We use realistic application workloads to age
five widely-used file systems—Btrfs [21], ext4 [7,17,25],
F2FS [15], XFS [24] and ZFS [6]—as well as the BetrFS
research file system. One workload ages the file system
by performing successive git checkouts of the Linux ker-
nel source, emulating the aging that a developer might
experience on her workstation. A second workload ages
the file system by running a mail-server benchmark, em-
ulating aging over continued use of the server.

We evaluate the impact of aging as follows. We peri-
odically stop the aging workload and measure the overall
read throughput of the file system—greater fragmenta-
tion will result in slower read throughput. To isolate the
impact of aging, as opposed to performance degradation
due to changes in, say, the distribution of file sizes, we
then copy the file system onto a fresh partition, essen-
tially producing a defragmented or “unaged” version of
the file system, and perform the same measurement. We
treat the differences in read throughput between the aged

and unaged copies as the result of aging.
We find that:

• All the production file systems age on both rotating
disks and SSDs. For example, under our git workload,
we observe over 50× slowdowns on hard disks and
2–5× slowdowns on SSDs. Similarly, our mail-server
slows down 4–30× on HDDs due to aging.

• Aging can happen quickly. For example, ext4 shows
over a 2× slowdown after 100 git pulls; Btrfs and ZFS
slow down similarly after 300 pulls.

• BetrFS exhibits essentially no aging. Other than Btrfs,
BetrFS’s aged performance is better than the other
file systems’ unaged performance on almost all bench-
marks. For instance, on our mail-server workload, un-
aged ext4 is 6× slower than aged BetrFS.

• The costs of aging can be staggering in concrete
terms. For example, at the end of our git workload
on an HDD, all four production file systems took over
8 minutes to grep through 1GiB of data. Two of the
four took over 25 minutes. BetrFS took 10 seconds.

We performed several microbenchmarks to dive into the
causes of aging and found that performance in the pro-
duction file systems was sensitive to numerous factors:
• If only 10% of files are created out of order relative

to the directory structure (and therefore relative to a
depth-first search of the directory tree), Btrfs, ext4,
F2FS, XFS and ZFS cannot achieve a throughput of
5 MiB/s. If the files are copied completely out of
order, then of these only XFS significantly exceeds
1 MiB/s. This need not be the case; BetrFS maintains
a throughput of roughly 50 MiB/s.

• If an application writes to a file in small chunks, then
the file’s blocks can end up scattered on disk, harming
performance when reading the file back. For exam-
ple, in a benchmark that appends 4 KiB chunks to 10
files in a round-robin fashion on a hard drive, Btrfs
and F2FS realize 10 times lower read throughput than
if each file is written completely, one at a time. ext4
and XFS are more stable but eventually age by a fac-
tor of 2. ZFS has relatively low throughout but did not
age. BetrFS throughput is stable, at two thirds of full
disk bandwidth throughout the test.

2 Related Work
Prior work on file system aging falls into three cate-
gories: techniques for artificially inducing aging, for
measuring aging, and for mitigating aging.

2.1 Creating Aged File Systems
The seminal work of Smith and Seltzer [23] created a
methodology for simulating and measuring aging on a
file system—leading to more representative benchmark
results than running on a new, empty file system. The
study is based on data collected from daily snapshots of



Feature Btrfs ext4 F2FS XFS ZFS BetrFS
Grouped allocation
within directories
Extents
Delayed allocation
Packing small files
and metadata (by OID)
Default Node Size 16 K 4 K 4 K 4 K 8 K 2–4 M
Maximum Node Size 64 K 64 K 4 K 64 K 128 K 2–4 M
Rewriting for locality
Batching writes to re-
duce amplification

Table 1: Principal anti-aging features of the file systems mea-
sured in this paper. The top portion of the table are commonly-
deployed features, and the bottom portion indicates features our
model (§3) indicates are essential; an ideal node size should
match the natural transfer size, which is roughly 4 MiB for
modern HDDs and SSDs. OID in Btrfs is an object identifier,
roughly corresponding to an inode number, which is assigned
at creation time.

over fifty real file systems from five servers over dura-
tions ranging from one to three years. An overarching
goal of Smith and Seltzer’s work was to evaluate file sys-
tems with representative levels of aging.

Other tools have been subsequently developed for syn-
thetically aging a file system. In order to measure NFS
performance, TBBT [28] was designed to synthetically
age a disk to create a initial state for NFS trace replay.

The Impressions framework [2] was designed so that
users can synthetically age a file system by setting a
small number of parameters, such as the organization of
the directory hierarchy. Impressions also lets users spec-
ify a target layout score for the resulting image.

Both TBBT and Impressions create file systems with a
specific level of fragmentation, whereas our study iden-
tifies realistic workloads that induce fragmentation.

2.2 Measuring Aged File Systems
Smith and Seltzer also introduced a layout score for
studying aging, which was used by subsequent stud-
ies [2, 4]. Their layout score is the fraction of file blocks
that are placed in consecutive physical locations on the
disk. We introduce a variation of this measure, the dy-
namic layout score in Section 3.3.

The degree of fragmentation (DoF) is used in the
study of fragmentation in mobile devices [13]. DoF is
the ratio of the actual number of extents, or ranges of
contiguous physical blocks, to the ideal number of ex-
tents. Both the layout score and DoF measure how one
file is fragmented.

Several studies have reported file system statistics
such as number of files, distributions of file sizes and
types, and organization of file system namespaces [3, 9,
22]. These statistics can inform parameter choices in ag-
ing frameworks like TBBT and Impressions [2, 28].

2.3 Existing Strategies to Mitigate Aging
When files are created or extended, blocks must be al-
located to store the new data. Especially when data is
rarely or never relocated, as in an update-in-place file
system like ext4, initial block allocation decisions deter-
mine performance over the life of the file system. Here
we outline a few of the strategies use in modern file sys-
tems to address aging, primarily at allocation-time (also
in the top of Table 1).

Cylinder or Block Groups. FFS [18] introduced the
idea of cylinder groups, which later evolved into block
groups or allocation groups (XFS). Each group maintains
information about its inodes and a bitmap of blocks. A
new directory is placed in the cylinder group that con-
tains more than the average number of free inodes, while
inodes and data blocks of files in one directory are placed
in the same cylinder group when possible.

ZFS [6] is designed to pool storage across multiple
devies [6]. ZFS selects from one of a few hundred
metaslabs on a device, based on a weighted calculation
of several factors including minimizing seek distances.
The metaslab with the highest weight is chosen.

In the case of F2FS [15], a log-structured file sys-
tem, the disk is divided into segments—the granularity at
which the log is garbage collected, or cleaned. The pri-
mary locality-related optimization in F2FS is that writes
are grouped to improve locality, and dirty segments are
filled before finding another segment to write to. In other
words, writes with temporal locality are more likely to
be placed with physical locality.

Groups are a best-effort approach to directory local-
ity: space is reserved for co-locating files in the same
directory, but when space is exhausted, files in the same
directory can be scattered across the disk. Similarly, if a
file is renamed, it is not physically moved to a new group.

Extents. All of the file systems we measure, except F2FS
and BetrFS, allocate space using extents, or runs of phys-
ically contiguous blocks. In ext4 [7,17,25], for example,
an extent can be up to 128 MiB. Extents reduce book-
keeping overheads (storing a range versus an exhaustive
list of blocks). Heuristics to select larger extents can im-
prove locality of large files. For instance, ZFS selects
from available extents in a metaslab using a first-fit pol-
icy.

Delayed Allocation. Most modern file systems, includ-
ing ext4, XFS, Btrfs, and ZFS, implement delayed al-
location, where logical blocks are not allocated until
buffers are written to disk. By delaying allocation when a
file is growing, the file system can allocate a larger extent
for data appended to the same file. However, allocations
can only be delayed so long without violating durabil-
ity and/or consistency requirements; a typical file system



ensures data is dirty no longer than a few seconds. Thus,
delaying an allocation only improves locality inasmuch
as adjacent data is also written on the same timescale;
delayed allocation alone cannot prevent fragmentation
when data is added or removed over larger timescales.

Application developers may also request a persistent
preallocation of contiguous blocks using fallocate. To
take full advantage of this interface, developers must
know each file’s size in advance. Furthermore, fallocate
can only help intrafile fragmentation; there is currently
not an analogous interface to ensure directory locality.

Packing small files and metadata. For directories with
many small files, an important optimization can be to
pack the file contents, and potentially metadata, into a
small number of blocks or extents. Btrfs [21] stores
metadata of files and directories in copy-on-write B-
trees. Small files are broken into one or more fragments,
which are packed inside the B-trees. For small files, the
fragments are indexed by object identifier (comparable
to inode number); the locality of a directory with multi-
ple small files depends upon the proximity of the object
identifiers.

BetrFS stores metadata and data as key-value pairs in
two Bε -trees. Nodes in a Bε -tree are large (2–4 MiB),
amortizing seek costs. Key/value pairs are packed within
a node by sort-order, and nodes are periodically rewrit-
ten, copy-on-write, as changes are applied in batches.

BetrFS also divides the namespace of the file system
into zones of a desired size (512 KiB by default), in order
to maintain locality within a directory as well as imple-
ment efficient renames. Each zone root is either a single,
large file, or a subdirectory of small files. The key for a
file or directory is its relative path to its zone root. The
key/value pairs in a zone are contiguous, thereby main-
taining locality.

3 A Framework for Aging
3.1 Natural Transfer Size
Our model of aging is based on the observation that
the bandwidth of many types of hardware is maximized
when I/Os are large; that is, sequential I/Os are faster
than random I/Os. We abstract away from the particulars
of the storage hardware by defining the natural transfer
size (NTS) to be the amount of sequential data that must
be transferred per I/O in order to obtain some fixed frac-
tion of maximum throughput, say 50% or 90%. Reads
that involve more than the NTS of a device will run near
bandwidth.

From Figure 1, which plots SSD and HDD bandwidth
as a function of read size, we conclude that a reasonable
NTS for both the SSDs and HDDs we measured is 4MiB.

The cause of the gap between sequential- and random-
I/O speeds differs for different hardware. For HDDs,
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Figure 1: Effective bandwidth vs. read size (higher is
better). Even on SSDs, large I/Os can yield an order of
magnitude more bandwidth than small I/Os.

seek times offer a simple explanation. For SSDs, this
gap is hard to explain conclusively without vendor sup-
port, but common theories include: sequential accesses
are easier to stripe across internal banks, better leverag-
ing parallelism [14]; some FTL translation data struc-
tures have nonuniform search times [16]; and fragmented
SSDs are not able to prefetch data [8] or metadata [13].
Whatever the reason, SSDs show a gap between sequen-
tial and random reads, though not as great as on disks.

In order to avoid aging, file systems should avoid
breaking large files into pieces significantly smaller than
the NTS of the hardware. They should also group small
files that are logically related (close in recursive traversal
order) into clusters of size at least the NTS and store the
clusters near each other on disk. We consider the major
classes of file systems and explore the challenges each
file system type encounters in achieving these two goals.

3.2 Allocation Strategies and Aging
The major file systems currently in use can be roughly
categorized as B-tree-based, such as XFS, ZFS, and
Btrfs, update-in-place, such as ext4, and log-structured,
such as F2FS [15]. The research file system that we con-
sider, BetrFS, is based on Bε -trees. Each of these fun-
damental designs creates different aging considerations,
discussed in turn below. In later sections, we present ex-
perimental validation for the design principles presented
below.

B-trees. The aging profile of a B-tree depends on the leaf
size. If the leaves are much smaller than the NTS, then
the B-tree will age as the leaves are split and merged, and
thus moved around on the storage device.

Making leaves as large as the NTS increases write



amplification, or the ratio between the amount of data
changed and the amount of data written to storage. In
the extreme case, a single-bit change to a B-tree leaf can
cause the entire leaf to be rewritten. Thus, B-trees are
usually implemented with small leaves. Consequently,
we expect them to age under a wide variety of workloads.

In Section 6, we show that the aging of Btrfs is in-
versely related to the size of the leaves, as predicted.
There are, in theory, ways to mitigate the aging due to
B-tree leaf movements. For example, the leaves could
be stored in a packed memory array [5]. However, such
an arrangement might well incur an unacceptable perfor-
mance overhead to keep the leaves arranged in logical
order, and we know of no examples of B-trees imple-
mented with such leaf-arrangement algorithms.

Write-Once or Update-in-Place Filesystems. When
data is written once and never moved, such as in update-
in-place file systems like ext4, sequential order is very
difficult to maintain: imagine a workload that writes two
files to disk, and then creates files that should logically
occur between them. Without moving one of the origi-
nal files, data cannot be maintained sequentially. Such
pathological cases abound, and the process is quite brit-
tle. As noted above, delayed allocation is an attempt to
mitigate the effects of such cases by batching writes and
updates before committing them to the overall structure.

Bε -trees. Bε -trees batch changes to the file system in
a sequence of cascading logs, one per node of the tree.
Each time a node overflows, it is flushed to the next
node. The seeming disadvantage is that data is writ-
ten many times, thus increasing the write amplification.
However, each time a node is modified, it receives many
changes, as opposed to B-tree, which might receive only
one change. Thus, a Bε -tree has asymptotically lower
write amplification than a B-tree. Consequently, it can
have much larger nodes, and typically does in implemen-
tation. BetrFS uses a Bε -tree with 4MiB nodes.

Since 4MiB is around the NTS for our storage devices,
we expect BetrFS not to age—which we verify below.

Log-structured merge trees (LSMs) [20] and other
write-optimized dictionaries can resist aging, depending
on the implementation. As with Bε -trees, it is essential
that node sizes match the NTS, the schema reflect logi-
cal access order, and enough writes are batched to avoid
heavy write amplification.

3.3 Measuring File System Fragmentation
This section explains the two measures for file system
fragmentation used in our evaluation: recursive scan la-
tency and dynamic layout score, a modified form of
Smith and Seltzer’s layout score [23]. These measures
are designed to capture both intra-file fragmentation and
inter-file fragmentation.

Recursive grep test. One measure we present in the fol-
lowing sections is the wall-clock time required to per-
form a recursive grep in the root directory of the file sys-
tem. This captures the effects of both inter- and intra-file
locality, as it searches both large files and large directo-
ries containing many small files. We report search time
per unit of data, normalizing by using ext4’s du output.
We will refer to this as the grep test.

Dynamic layout score. Smith and Seltzer’s layout
score [23] measures the fraction of blocks in a file or (in
aggregate) a file system that are allocated in a contigu-
ous sequence in the logical block space. We extend this
score to the dynamic I/O patterns of a file system. During
a given workload, we capture the logical block requests
made by the file system, using blktrace, and measure the
fraction that are contiguous. This approach captures the
impact of placement decisions on a file system’s access
patterns, including the impact of metadata accesses or
accesses that span files. A high dynamic layout score in-
dicates good data and metadata locality, and an efficient
on-disk organization for a given workload.

One potential shortcoming of this measure is that it
does not distinguish between small and large disconti-
guities. Small discontiguities on a hard drive should in-
duce fewer expensive mechanical seeks than large dis-
contiguities in general, however factors such as track
length, difference in angular placement and other geo-
metric considerations can complicate this relationship.
A more sophisticated measure of layout might be more
predictive. We leave this for further research. On SSD,
we have found that the length of discontiguities has a
smaller effect. Thus we will show that dynamic layout
score strongly correlates with grep test performance on
SSD and moderately correlates on hard drive.

4 Experimental Setup
Each experiment compares several file systems: BetrFS,
Btrfs, ext4, F2FS, XFS, and ZFS. We use the versions of
XFS, Btrfs, ext4 and F2FS that are part of the 3.11.10
kernel, and ZFS 0.6.5-234 ge0ab3ab, downloaded from
the zfsonlinux repository on www.github.com. We used
BetrFS 0.3 in the experiments1. We use default recom-
mended file system settings unless otherwise noted. Lazy
inode table and journal initialization are turned off on
ext4, pushing more work onto file system creation time
and reducing experimental noise.

All experimental results are collected on a Dell Op-
tiplex 790 with a 4-core 3.40 GHz Intel Core i7 CPU, 4
GB RAM, a 500 GB, 7200 RPM ATA Seagate Barracuda
ST500DM002 disk with a 4096 B block size, and a 240
GB Sandisk Extreme Pro—both disks used SATA 3.0.
Each file system’s block size is set to 4096 B. Unless

1Available at github.com/oscarlab/betrfs



otherwise noted, all experiments are cold-cache.
The system runs 64-bit Ubuntu 13.10 server with

Linux kernel version 3.11.10 on a bootable USB stick.
All HDD tests are performed on two 20GiB partitions
located at the outermost region of the drive. For the SSD
tests, we additionally partition the remainder of the drive
and fill it with random data, although we have prelimi-
nary data that indicates this does not affect performance.

5 Fragmentation Microbenchmarks
We present several simple microbechmarks, each de-
signed around a write/update pattern for which it is diffi-
cult to ensure both fast writes in the moment and future
locality. These microbenchmarks isolate and highlight
the effects of both intra-file fragmentation and inter-file
fragmentation and show the performance impact aging
can have on read performance in the worst cases.

Intrafile Fragmentation. When a file grows, there may
not be room to store the new blocks with the old blocks
on disk, and a single file’s data may become scattered.

Our benchmark creates 10 files by first creating each
file of an initial size, and then appending between 0 and
100 4KiB chunks of random data in a round-robin fash-
ion until each file is 400KiB. In the first round the initial
size is 400KiB, so each entire file is written sequentially,
one at a time. In subsequent rounds, the initial size be-
comes smaller, so that the number of round-robin chunks
increases until in the last round the data is written en-
tirely with a round-robin of 4KiB chunks. After all the
files are written, the disk cache is flushed by remount-
ing, and we wait for 90 seconds before measuring read
performance. Some file systems appear to perform back-
ground work immediately after mounting that introduced
experimental noise; 90 seconds ensures the file system
has quiesced.

The aging process this microbenchmark emulates is
multiple files growing in length. The file system must
allocate space for these files somewhere, but eventually
the file must either be moved or fragment.

Given that the data set size is small and the test is de-
signed to run in a short time, an fsync is performed after
each file is written in order to defeat deferred allocation.
Similar results are obtained if the test waits for 5 seconds
between each append operation. If fewer fsyncs are per-
formed or less waiting time is used, then the performance
differences are smaller, as the file systems are able to de-
lay allocation, rendering a more contiguous layout.

The performance of these file systems on an HDD and
SSD are summarized in Figures 2. On HDD, the layout
scores generally correlate (−0.93) with the performance
of the file systems. On SSD, the file systems all perform
similarly (note the scale of the y-axis). In some cases,
such as XFS, ext4, and ZFS, there is a correlation, albeit
at a small scale. For Btrfs, ext4, XFS, and F2FS, the

performance is hidden by read-ahead in the OS or in the
case of Btrfs also in the file system itself. If we disable
read-ahead, shown in Figure 2c, the performance is more
clearly correlated (−.67) with layout score. We do note
that this relationship on an SSD is still not precise; SSDs
are sufficiently fast that factors such as CPU time can
also have a significant effect on performance.

Because of the small amount of data and number of
files involved in this microbenchmark, we can visualize
the layout of the various file systems, shown in Figure 3.
Each block of a file is represented by a small vertical
bar, and each bar is colored uniquely to one of the ten
files. Contiguous regions form a colored rectangle. The
visualization suggests, for example, that ext4 both tries
to keep files and eventually larger file fragments sequen-
tial, whereas Btrfs and F2FS interleave the round robin
chunks on the end of the sequential data. This inter-
leaving can help explain why Btrfs and F2FS perform
the way they do: the interleaved sections must be read
through in full each time a file is requested, which by
the end of the test takes roughly 10 times as long. ext4
and XFS manage to keep the files in larger extents, al-
though the extents get smaller as the test progresses, and,
by the end of the benchmark, these file systems also have
chunks of interleaved data; this is why ext4 and XFS’s
dynamic layout scores decline. ZFS keeps the files in
multiple chunks through the test; in doing so it sacrifices
some performance in all states, but does not degrade.

Unfortunately, this sort of visualization doesn’t work
for BetrFS, because this small amount of data fits en-
tirely in a leaf. Thus, BetrFS will read all this data into
memory in one sequential read. This results is some read
amplification, but, on an HDD, only one seek.

Interfile Fragmentation. Many workloads read multi-
ple files with some logical relationship, and frequently
those files are placed in the same directory. Interfile frag-
mentation occurs when files which are related—in this
case being close together in the directory tree—are not
collocated in the LBA space.

We present a microbenchmark to measure the impact
of namespace creation order on interfile locality. It takes
a given “real-life” file structure, in this case the Tensor-
flow repository obtained from github.com, and replaces
each of the files by 4KiB of random data. This gives us
a “natural” directory structure, but isolates the effect of
file ordering without the influence of intrafile layout. The
benchmark creates a sorted list of the files as well as two
random permutations of that list. On each round of the
test, the benchmark copies all of the files, creating direc-
tories as needed with cp --parents. However, on the
nth round, it swaps the order in which the first n% of files
appearing in the random permutations are copied. Thus,
the first round will be an in-order copy, and subsequent
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(c) Recursive grep cost: SSD, no readahead (lower is better).
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Figure 2: Intrafile benchmark: 4KiB chunks are appended round-robin to sequential data to create 10 400KiB files.
Dynamic layout scores generally correlate with read performance as measured by the recursive grep test; on an SSD,
this effect is hidden by the readahead buffer.

rounds will be copied in a progressively more random
order until the last round is a fully random-order copy.

The results of this test are shown in Figure 4. On hard
drive, all the file systems except BetrFS and XFS show
a precipitous performance decline even if only a small
percentage of the files are copied out of order. F2FS’s
performance is poor enough to be out of scale for this
figure, but it ends up taking over 4000 seconds per GiB
at round 100; this is not entirely unexpected as it is not
designed to be used on hard drive. XFS is somewhat
more stable, although it is 13-35 times slower than drive
bandwidth throughout the test, even on an in-order copy.
BetrFS consistently performs around 1/3 of bandwidth,
which by the end of the test is 10 times faster than XFS,

and 25 times faster than the other file systems. The dy-
namic layout scores are moderately correlated with this
performance (−0.57).

On SSD, half the file systems perform stably through-
out the test with varying degrees of performance. The
other half have a very sharp slowdown between the in-
order state and the 10% out-of-order state. These two
modes are reflected in their dynamic layout scores as
well. While ext4 and ZFS are stable, their performance
is worse than the best cases of several other file systems.
BetrFS is the only file system with stable fast perfor-
mance; it is faster in every round than any other file sys-
tem even in their best case: the in-order copy. In this
cases the performance strongly correlates with the dy-
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Figure 3: Intrafile benchmark layout visualization. Each
color represents blocks of a file. The x-axis is the logi-
cal block address (LBA) of the file block relative to the
first LBA of any file block, and y-axis is the round of the
experiment. Rectangle sizes indicate contiguous place-
ment, where larger is better. The brown regions with
vertical lines indicate interleaved blocks of all 10 files.
Some blocks are not shown for ext4, XFS and ZFS.

namic layout score (−0.83).

6 Application Level Read-Aging: Git

To measure aging in the “real-world,” we create a work-
load designed to simulate a developer using git to work
on a collaborative project.

Git is a distributed version control system that enables
collaborating developers to synchronize their source
code changes. Git users pull changes from other devel-
opers, which then get merged with their own changes. In
a typical workload, a Git user may perform pulls multi-
ple times per day over several years in a long-running
project. Git can synchronize all types of file system
changes, so performing a Git pull may result in the cre-
ation of new source files, deletion of old files, file re-
names, and file modifications. Git also maintains its own
internal data structures, which it updates during pulls.
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(a) Recursive grep cost: HDD (Lower is better).
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(b) Recursive grep cost: SSD (Lower is better).
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(c) Dynamic layout score (higher is better).

Figure 4: Interfile benchmark: The TensorFlow github
repository with all files replaced by 4KiB random data
and copied in varying degrees of order. Dynamic layout
scores again are predictive of recursive grep test perfor-
mance.



Thus, Git performs many operations which are similar
to those shown in Section 5 that cause file system aging.

We present a git benchmark that performs 10,000 pulls
from the Linux git repository, starting from the initial
commit. After every 100 pulls, the benchmark performs
a recursive grep test and computes the file system’s dy-
namic layout score. This score is compared to the same
contents copied to a freshly formatted partition.

On a hard disk (Figure 5a), there is a clear aging trend
in all file systems except BetrFS. By the end of the ex-
periment, all the file systems except BetrFS show per-
formance drops under aging on the order of at least 3x
and as much as 15x relative to their unaged versions.
All are at least 15x worse than BetrFS. In all of the ex-
periments in this section, F2FS ages considerably more
than all other file systems, commensurate with signifi-
cantly lower layout scores than the other file systems—
indicating less effective locality in data placement. The
overall correlation between grep performance and dy-
namic layout score is moderate, at −0.41.

On an SSD (Figure 5c), Btrfs and XFS show clear
signs of aging, although they converge to a fully aged
configuration after only about 1,000 pulls. While the ef-
fect is not as drastic as on HDD, in all the traditional file
systems we see slowdowns of 2x-4x over BetrFS, which
does not slow down. In fact, aged BetrFS on the HDD
outperforms all the other aged file systems on an SSD,
and is close even when they are unaged. Again, this per-
formance decline is strongly correlated (−0.79) with the
dynamic layout scores.

The aged and unaged performance of ext4 and ZFS
are comparable, and slower than several other file sys-
tems. We believe this is because the average file size de-
creases over the course of the test, and these file systems
are not as well-tuned for small files. To test this hypoth-
esis, we constructed synthetic workloads similar to the
interfile fragmentation microbenchmark (Section 5), but
varied the file size (in the microbenchmark it was uni-
formly 4KB). Figure 6 shows both the measured, average
file size of the git workload (one point is one pull), and
the microbenchmark. Overall, there is a clear relation-
ship between the average file size and grep cost.

The zig-zag pattern in the graphs is created by an au-
tomatic garbage collection process in Git. Once a certain
number of “loose objects” are created (in git terminol-
ogy), many of them are collected and compressed into
a “pack.” At the file system level, this corresponds to
merging numerous small files into a single large file. Ac-
cording to the Git manual, this process is designed to “re-
duce disk space and increase performance,” so this is an
example of an application-level attempt to mitigate file
system aging. If we turn off the git garbage collection, as
show in Figures 5b, 5d and 5f, the effect of aging is even
more pronounced, and the zig-zags essentially disappear.

On both the HDD and SSD, the same patterns emerge
as with garbage collection on, but exacerbated: F2FS
aging is by far the most extreme. ZFS ages consider-
ably on the HDD, but not on the SSD. ZFS on SSD and
ext4 perform worse than the other file systems (except
F2FS aged), but do not age particularly. XFS and Btrfs
both aged significantly, around 2x each, and BetrFS has
strong, level performance in both states. This perfor-
mance correlates with dynamic layout score both on SSD
(−0.78) and moderately so on HDD (−0.54).

We note that this analysis, both of the microbench-
marks and of the git workload, runs counter to the com-
monly held belief that locality is solely a hard drive issue.
While the random read performance of solid state drives
does somewhat mitigate the aging effects, aging clearly
has a major performance impact.

Git Workload with Warm Cache. The tests we have
presented so far have all been performed with a cold
cache, so that they more or less directly test the perfor-
mance of the file systems’ on-disk layout under various
aging conditions. In practice, however, some data will be
in cache, and so it is natural to ask how much the layout
choices that the file system makes will affect the overall
performance with a warm cache.

We evaluate the sensitivity of the git workloads to
varying amounts of system RAM. We use the same pro-
cedure as above, except that we do not flush any caches
or remount the hard drive between iterations. This test
is performed on a hard drive with git garbage collection
off. The size of the data on disk is initially about 280MiB
and grows throughout the test to approximately 1GiB.

The results are summarized in Figure 7. We present
data for ext4 and F2FS; the results for Btrfs, XFS and
ZFS are similar. BetrFS is a research prototype and un-
stable under memory pressure; although we plan to fix
these issues in the future, we omit this comparison.

In general, when the caches are warm and there is suf-
ficient memory to keep all the data in cache, then the read
is very fast. However, as soon as there is no longer suf-
ficient memory, the performance of the aged file system
with a warm cache is generally worse than unaged with
a cold cache. In general, unless all data fits into DRAM,
a good layout matters more than a having a warm cache.

Btrfs Node-Size Trade-Off. Btrfs allows users to spec-
ify the node size of its metadata B-tree at creation time.
Because small files are stored in the metadata B-tree, a
larger node size results in a less fragmented file system,
at a cost of more expensive metadata updates.

We present the git test with a 4KiB node size, the de-
fault setting, as well as 8KiB, 16KiB, 32KiB, and 64KiB
(the maximum). Figure 8a shows similar performance
graphs to Figure 5, one line for each node size. The 4KiB
node size has the worst read performance by the end of
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(e) Dynamic layout score: git garbage collection on (Higher is
better).
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Figure 5: Git read-aging experimental results: On-disk layout as measured by dynamic layout score generally is
predictive of read performance.
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Figure 6: Average file size versus unaged grep costs
(lower is better) on SSD. Each point in the git line is
the average file size for the git experiment, compared to
a microbenchmark with all files set to a given size.

the test, and the performance consistently improves as
we increase the node size all the way to 64KiB. Figure 8b
plots the number of 4KiB blocks written to disk between
each test (within the 100 pulls). As expected, the 64KiB
node size writes the maximum number of blocks and the
4KiB node writes the least. We thus demonstrate—as
predicted by our model—that aging is reduced by a larger
block size, but at the cost of write-amplification.

7 Application Level Aging: Mail Server
In addition to the git workload, we evaluate aging with
the Dovecot email server. Dovecot is configured with
the Maildir backend, which stores each message in a file,
and each inbox in a directory. We simulate 2 users, each
having 80 mailboxes receiving new email, deleting old
emails, and searching through their mailboxes.

A cycle or “day” for the mailserver comprises of 8,000
operations, where each operation is equally likely to be a
insert or a delete, corresponding to receiving a new email
or deleting an old one. Each email is a string of random
characters, the length of which is uniformly distributed
over the range [1, 32K]. Each mailbox is initialized with
1,000 messages, and, because inserts and deletes are bal-
anced, mailbox size tends to stay around 1,000. We
simulate the mailserver for 100 cycles and after each cy-
cle we perform a recursive grep for a random string. As
in our git benchmarks, we then copy the partition to a
freshly formatted file system, and run a recursive grep.

Figure 9 shows the read costs in seconds per GiB of
the grep test on hard disk. Although the unaged versions
of all file systems show consistent performance over the
life of the benchmark, the aged versions of ext4, Btrfs,
XFS and ZFS all show significant degradation over time.
In particular, aged ext4 performance degrades by 4.4×,
and is 28× slower than aged BetrFS. XFS slows down
by a factor of 7 and Btrfs by a factor of 30. ZFS slows
down drastically, taking about 20 minutes per GiB by
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Figure 7: Grep costs as a function of git pulls with warm
cache and varying system RAM on ext4 (top) and F2FS
(bottom). Lower is better.

cycle 20. However, the aged version of BetrFS does not
slow down. As with the other HDD experiments, dy-
namic layout score is moderately correlated (−0.63) with
grep cost.

8 Conclusion
The experiments above suggest that conventional wis-
dom on fragmentation, aging, allocation and file systems
is inadequate in several ways.

First, while it may seem intuitive to write data as few
times as possible, writing data only once creates a ten-
sion between the logical ordering of the file system’s cur-
rent state and the potential to make modifications with-
out disrupting the future order. Rewriting data multiple
times allows the file system to maintain locality. The
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(a) Grep cost at different node sizes (lower is better).
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(b) Write amplification at different node sizes (lower is better).

Figure 8: Aging and write amplification on Btrfs, with
varying node sizes, under the git aging benchmark.

overhead of these multiple writes can be managed by
rewriting data in batches, as is done in write-optimized
dictionaries.

For example, in BetrFS, data might be written as many
as a logarithmic number of times, whereas in ext4, it will
be written once, yet BetrFS in general is able to perform
as well as or better than an unaged ext4 file system and
significantly outperforms aged ext4 file systems.

Second, today’s file system heuristics are not able to
maintain enough locality to enable reads to be performed
at the disks natural transfer size. And since the natural
transfer size on a rotating disk is a function of the seek
time and bandwidth, it will tend to increase with time.
Thus we expect this problem to possibly become worse
with newer hardware, not better.
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(a) Grep cost during mailserver workload (lower is better).
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Figure 9: Mailserver performance and layout scores.

We experimentally confirmed our expectation that
non-write-optimized file systems would age, but we were
surprised by how quickly and dramatically aging impacts
performance. This rapid aging is important: a user’s ex-
perience with unaged file systems is likely so fleeting that
they do not notice performance degradation. Instead, the
performance costs of aging are built into their expecta-
tions of file system performance.

Finally, because representative aging is a difficult goal,
simulating multi-year workloads, many research papers
benchmark on unaged file systems. Our results indicate
that it is relatively easy to quickly drive a file system into
an aged state—even if this state is not precisely the state
of the file system after, say, three years of typical use—
and this degraded state can be easily measured.
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