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Abstract— a significant part of our knowledge is
relationships between two terms. However, most of these
information is documented as unstructured text in various
forms, like books, online articles and webpages. Extract those
information and store them in a structured database could help
people utilize these information more conveniently. In this
study, we proposed a novel approach to extract the
relationships information based on Nature Language
Processing (NLP) and graph theoretic algorithm. Our method,
Grammatical Relationship Graph for Triplets (GRGT),
extracts three layers of information: the pairs of terms that
have certain relationship, exactly what type of the relationship
is, and what direct this relationship is. GRGT works on a
grammatical graph obtained by parsed the sentence using
Natural Language Processing. Patterns were extracted from
the graph by shortest path among the words of interests. We
have designed a decision tree to make the pattern matching.
GRGT was applied to extract the protein-protein-interactions
(PPIs) from biomedical literature, and obtained better
precision than the best performing method in literature.
Beyond extracting PPIs, our method could be easily extended
to extracting relationship information between other bio-
entities.

Keywords— Information extraction, relationship extraction,
protein-protein-interactions, Nature Language Processing, graph
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I. INTRODUCTION

A significant part of biological knowledge lies on
relationships among different biological terms including
proteins, genes, small molecules, pathways, diseases, and
gene ontology (These terms are called bio-entities in this
paper). Information on bio-entity relationships such as
protein-protein interactions (PPIs) is indispensable for our
understanding of biological processes, disease complexes,
and development of drugs [2]. Manual annotation has been
used to extract this information from scientific literature and
deposit into various database [3-7].

However, it is quite time and resource consuming to
manually annotate these PPIs. And it has become much
more difficult to keep pace with the ever increasing amount
of publications in biomedical sciences. In recent years,
computational methods have been developed to
automatically extract molecular interaction information and
other bio-entity relationships from the literature, and have
been used to assist the human annotators in building
databases [8-13]. Many computational studies have recently
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attempted to extract PPIs from published literature, mostly
PubMed abstracts due to the easy accessibility of deposited
articles [14]. All of the computational methods detecting
PPIs based on some rules (or patterns, templates etc.). To
specify the rules, there are two major approaches: either

specified  manually  [15-18], or inferred/learned
computationally from sentences that are manually annotated
[19-21].

Initial efforts of computationally detecting PPIs were
based on simple rules, such as co-occurrence, which
assumes that two proteins likely interact with each other if
they co-occurred in the same sentence/abstract [22]. These
approaches tend to produce a large number of false
positives, and still require a significant amount of manually
annotated examples.

Later studies, aiming to reduce the high false-positive rate
of earlier methods, used manually-specified rules. Such
methods sometimes achieved a higher accuracy than
co-occurrence methods by extracting cases satisfying the
rules. However, they have disadvantages, such that the rules
are not general enough due to missing cases not covered by
the limited number of manually-specified rules [15-18, 23-
217].

Recently,  machine-learning-based  methods  were
introduced to extract PPI information automatically. By
learning the language rules using annotated texts, the
machine learning involved methods have performed better

O o M e pahea ca 3 nts 40 ereee or ANE A TR0 LA R ATy :_02“!1’3;:
Lt rcr Tt TYIVEA rggvenag ot & © pavnniear seg g YN rorger of SEORTS ]

s eix

S C e R
S EDNTRETE ey

R e ER ) T

1. TeHE rimrest TERFI

Allmeact Preesa il

Figure 1: Example of PPls, where the context [1] row
shows the relative order of appearance in the context,
and the circle represents the second occurrence of
FKBP52.

than other methods in terms of both decreasing false-
positive rate and increasing the coverage [19-21]. Huang et
al [19] uses a dynamic programming algorithm, similar to
that used in sequence alignment, to extract patterns in



sentences tagged by part-of-speech tagger. Kim et al [21]
uses a kernel approach for learning genetic and protein-
protein interaction patterns.

Corpus No. of | No. of | No. of
sentences Triplets true PPI
HPRDS50 145 954 126
IEPA 374 1,341 164
LLL 79 977 106

Tablel: Dataset information.

Up to present, there are few methods that extract both the
protein names and the interaction word at the same time.
However, being given only the protein names may not be
sufficient to understand the PPI. Therefore, to extract the
PPI triplet (two different protein names and one interact
word) is needed to describe how the proteins are interacted
[28]. Temkin and Gilder, 2003

Figure 2: Grammatical dependencies graph.

There is a practical issue in extracting PPI triplets if we
do not care about the structure of a sentence. For example,
the sentence in figure 1 contains four protein names
(FKBP12-like is not considered as a protein name) PAHX,
FKBP52, FKBP12, and FKBP52 (the second occurrence of
FKBP52 in the sentence) and one interaction word interacts.
There are five PPI triplets (figure 1), only one of the triplets

The given rules are rather general; therefore, they do not
represent all the patterns in training sentences.

In this paper, we propose a method based on NLP and
automatically learned rules/patterns to extract the PPI triplets
from sentences, and to classify them as true or false with
probability values based on whether the interaction word
correctly describes the interaction relationship between the
two protein names.

II. METHOD

Our approach used natural language processing (NLP)
techniques and a graph theorem algorithm (shortest path
algorithm). We used dictionaries for the names of proteins
and interaction words, with variants, in this study.

At present, there have been some methods that used NLP
techniques in protein-protein interaction extraction [8, 15-
18, 29]. For our method, we first performed sentence
parsing using Stanford Sentence Parser, and obtained the
dependencies (grammatical relations) among the words
(tags) in the sentences. For example, the sentence, “Binding
studies showed that the first TPR motif of SGT interacts with
the UBE motif of the GHR," can be parsed to the following
graph (figure 2) representing the grammatical relationships
between the words (tags) in the sentence, where the words
in red are typed dependencies defined in. The typed
dependencies have a hierarchical structure themselves. Due
to the limitation of space, we only introduce some necessary
facts here. The top level of the hierarchical structure is
dependent (dep), which has the following types: auxiliary
(aux), argument (arg), coordination (cc), conjunct (conj),
expletive (expl), modifier (mod), parataxis (parataxis),
punctuation (punct), referent (ref) and semantic dependent
(sdep). Each of the above types may have subtypes
themselves. For example, arg has subtypes: agent (agent),
complement (comp) and subject (subj), where subj has
nominal subject (nsubj) and clausal subject (csubj) as its
subtypes. For example, “Binding studies" is nsubj of
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Figure 3: Grammatical dependencies sub-graph.

correctly describes this specific PPI (triplet 1 in figure 1).
Recently Natural Language Processing (NLP) techniques
have been utilized in many machine learning approaches
[15-18] to parse the sentence into dependency trees or
constituent trees, which later could be used in pattern
matching or rule-based searching. However, to our
knowledge all the methods use some given rules/patterns.
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“Showed," and “the first TPR motif of SGT interacts with
the UbE motif of the GHR," is a clausal complement
(ccomp) (figure 2).

From the relationship graph (figure 2), we extracted a
sub-graph containing the triplet (two protein names and the
interaction word). To do so, we found the three pairwise
shortest paths between pairs of the triplet elements. The



obtained sub-graph is the grammatical relationship graph for
triplets (GRGT) (figure 3).

The GRGT of figure 3 describes the meaning “motif of
Pl (SGT) interacts with motif of P2 (GHR)." The
information in this graph is all the information we need to
know to infer the interaction between SGT and GHR. In
fact, this is true for majority of the triplets and their
corresponding GRGT. A new triplet that matches the pattern
(figure 3) is classified as true. Given a set of manually
annotated true triplets, we could use a pattern matching
approach to classify new triplets. The directions of the sub-
graph can also be inferred at the same time, since the
information of the direction of the true patterns can also be
annotated.

So far, what we had was an exact matching. To account
for similar but not exact matches, we could relax the sub-
graph (figure 3A) by allowing the motif to differ from the
annotated samples (figure 3B). Beyond that, we could make
the matching even more general by further relaxing the
exact interaction word to a set of similar interaction words
(figure 3C). In this more general version, we manually

Corpus HPRD50
F P R
Bui et al. 71.7 62.2 84.7
GRGT 64.0 86.5 50.8

F

73.4
64.0

sentence “X-terminal domain of P1 associates with
residue 30-50 of P2" does not match the pattern
from this level since the interaction word is
different. Therefore, it is passed to the next level.

e The third level, as described in figure 3C, is the
more relaxed version. In this level we allow the
interaction words to differ from the annotated
example for example, the above sentence “X-
terminal domain of Pl associates with residue 30-
50 of P2" is a match in level 3, although it is not a
match in level 1 or 2. Therefore the triplet P1-
associates-P2 is given the probability being true as
the proportion of the pattern being true. If a
sentence fails to match the pattern in this level (in
practice there may be much more levels), we mark
the triplet contained in this sentence as a false
triplet.

With reduced representation, some patterns will have both
true and false cases. When a triplet is matched to a pattern,

IEPA LLL
p R F p R
629 881 836 819 854
91.0 636 638 912 77.1

Table 2: Performance comparison of our method (GRGT) with Bui. et al on four benchmark
datasets. F: F1 measure, P: precision, R: recall. The measurement is out of 100

grouped the interaction words into 20 groups by the
similarity of their grammatical properties.

To implement the general version, we designed a simple
decision tree, which has one decision node at each level
representing the patterns at different levels of details. To
demonstrate how the decision tree works, here we use the
above interaction sentence “motif of P1 (SGT) interacts with
motif of P2 (GHR)" as an annotated sample. The procedure
is shown below:

e The first level of the decision tree will be the exact
pattern in figure 3A . If the sentence does not
match the pattern exactly, send the sentence to the
second level. Therefore, “motif of P1 interacts with
motif of P2" is a match, and the probability of
triplet  “Pl-interacts-P2" being true 1is the
proportion of this pattern being true. However, “X-
terminal domain of P1 interacts with residue 30-50
of P2" does not match the pattern, thus should be
passed to the next level.

e The second level is the relaxed graph as shown in
figure 3B. At this level, the previous example, “X-
terminal domain of Pl interacts with residue 30-50
of P2" is a match; therefore, the probability of this
triplet A-interacts-B classified as true triplet is the
proportion of the pattern being true. However, the
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the probability of the triplet being true can be assigned as
the proportion of true cases with that pattern, as in a
standard classification tree. If a triplet cannot be matched
with any existing pattern, then it is classified as false.

III. RESULTS

We compared the performance of our method with [8],
the best performing method in literature, on several
benchmark datasets (Table 1): HPRDS50, IEPA, LLL.

Our method had better precision for all the benchmark
databases (Table 2). Most misclassified cases by our method
were true triplets that cannot be matched to any known
patterns. Higher precision is very important since discovered
(classified) results are quite often used as prior knowledge
to guide experiment design. If precision of a certain method
is low, then it is likely the researchers received incorrect
information. As a consequence, the experiment may be
incorrectly designed. However, one could more or less
tolerate recall rate being lower since interactions (PPI
triplets) often occur more than once in literature. As long as
one of them is classified as true, the interaction is extracted.

IV. DISCUSSION

We could further simplify the patterns so that more true
triplets can be matched if they are similar to true patterns,
but not exactly the same. One option is to use the



hierarchical structure of the typed dependencies. For
example, nsubj (nominal subject) can be reduced to subj
(subject) or even further to arg (argument). Of course, by
simplification, we would expect to improve the recall rate;
however, the precision rate will be sacrificed, which means
we have to balance these two. We will conduct some more
experiments with various ways of reducing the exact
patterns, and do experiments on how to combine the new
relaxed patterns with our existing patterns by designing
different decision trees to achieve better performance.

This method can be used to extract other
relationships as well, as long as the triplet is well defined and
the library for terms and interaction words are given.
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