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#### Abstract

We develop the first polynomial-time algorithm for co-training of homogeneous linear separators under weak dependence, a relaxation of the condition of independence given the label. Our algorithm learns from purely unlabeled data, except for a single labeled example to break symmetry of the two classes, and works for any data distribution having an inverse-polynomial margin and with center of mass at the origin.
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## 1. Introduction

Co-training, also known as multi-view learning, is an approach to learning from primarily unlabeled data when examples $x$ can be partitioned into two "views" $x_{1}, x_{2}$ that each separately are sufficient to determine the example's classification. The high-level idea is that rather than directly trying to maximize the agreement of one's hypothesis $h$ with the target function $f$, one instead aims to learn two hypothesis $h_{1}$ and $h_{2}$, one over each view, and then to maximize agreement of the hypotheses with each other. The key point is that this can be done over unlabeled data. Under appropriate conditions (Blum and Mitchell, 1998; Abney, 2002; Balcan and Blum, 2010), and with a small amount of labeled data to "break symmetry" and provide a small amount of signal, maximizing agreement between views will also maximize agreement with the target function. That is, any pair of hypotheses that closely agree with each other, and satisfy other simple conditions such as being roughly balanced in their predictions and agreeing with a small labeled sample, will also closely agree with the target function. There has been substantial work, both theoretical and applied, on algorithms and analysis of multi-view learning for a wide range of settings (e.g., Blum and Mitchell (1998); Dasgupta et al. (2001); Abney (2002); Levin et al. (2003); Wan (2009); Chaudhuri et al. (2009); Balcan and Blum (2010); Kumar and Daumé (2011); Kiritchenko and Matwin (2011); Liu et al. (2014); Do Thi et al. (2016)).

One challenge with this approach to semi-supervised learning, however, is that the optimization problem is often computationally intractable even when the analogous optimization problem for the fully supervised case would be easy. For example and most notably, while finding a linear separator consistent with a set of labeled examples is easy when one exists, finding two linear separators, one over each view, that agree with each other over unlabeled examples and agree with the target over a small labeled sample is NP-hard. On the other hand, polynomial-time algorithms for learning linear separators in the multi-view setting have been developed under the assumption that data satisfies the condition of independence given the label (Blum and Mitchell, 1998; Balcan and Blum, 2010). This means that each example can be thought of as consisting of two independently drawn positive
sub-examples ( $x_{1}$ and $x_{2}$ ) or two independently drawn negative sub-examples, from their respective domains $X_{1}$ and $X_{2}$. Essentially, this assumption allows one to convert a weak-predictor over one view into a labeler corrupted by random classification noise for the other view. However, it has been a challenge to relax this condition while maintaining computational efficiency.

In this work, we develop the first polynomial-time algorithm for co-training of linear separators under a relaxation of the independence condition known as weak dependence (Abney, 2002). Under weak dependence, an example $\left(x_{1}, x_{2}\right)$ is produced in the following manner. First, $x_{1}$ is drawn at random according to some fixed but unknown distribution over its domain $X_{1}$. Then, with some probability $\lambda, x_{2}$ is drawn independently from $x_{1}$ given the label; however, with probability $1-\lambda, x_{2}$ is drawn from $X_{2}$ in an arbitrarily-correlated way, though still subject to having the same label as $x_{1}$. Thus, the selection of $x_{2}$ can be viewed as partly random and partly adversarial. Information-theoretically, it has long been known that this setting is solvable in the sense that maximizing agreement between views subject to satisfying a few simple conditions will indeed lead to a low error hypothesis (Abney, 2002). However, the efficient algorithms used to solve the case of independence given the label break down, because the induced noise no longer looks like random classification noise but instead like malicious misclassification noise (Sloan, 1995), for which no efficient algorithms are known. In this work, we give the first polynomial-time procedure for learning linear separators from primarily unlabeled data under data with weak dependence. More specifically, as in the algorithm of Balcan and Blum (2010) for the setting of independence given the label, our algorithm requires polynomially many unlabeled examples and a single labeled example. However, our algorithm does not produce a linear separator as its hypothesis.

One caveat: we make two assumptions that when combined are not without loss of generality. They are: (1) the target linear separators $f_{i}$ for each view $i \in\{1,2\}$ go through the origin, and (2) the underlying distributions for each view have center of mass at the origin. While we are able to relax these somewhat, we do not know how to remove them completely. We additionally assume that there is a $1 /$ poly margin.

The paper is organized as follows. The model is detailed in Section 2. Section 3 has an overview of our algorithm, while the details are in Section 4. The analysis of the algorithm is in Section 5.

## 2. Model

We consider the following setting. There is a domain $X=X_{1} \times X_{2}$ where $X_{1}=\mathbb{R}^{d_{1}}$ and $X_{2}=\mathbb{R}^{d_{2}}$. That is, each example is of the form $x=\left(x_{1}, x_{2}\right)$ where $x_{1} \in X_{1}$ and $x_{2} \in X_{2}$. There is also an unknown target $f$ that classifies points in $X$ as either positive or negative; i.e., $f: X \rightarrow\{+1,-1\}$. We make the co-training assumption that each component, or "view", of an example is sufficient for classification. Formally, there exist two functions $f_{1}$ over $X_{1}$ and $f_{2}$ over $X_{2}$ and an (unknown) distribution $D$ over $X$ such that for any $\left(x_{1}, x_{2}\right)$ in the support of $D$ we have $f_{1}\left(x_{1}\right)=f\left(x_{1}, x_{2}\right)=f_{2}\left(x_{2}\right)$. The classification $y=f\left(x_{1}, x_{2}\right)$ is never observed by the learner. (At the end we allow for a single labeled example to break symmetry.)

For each classification $y \in\{+1,-1\}$, let $D_{y}$ denote the distribution $D$ conditioned on the example having label $y$, and let $\alpha_{y}$ be the probability that a random example is of label $y \in\{+1,-1\}$. So, $D=\alpha_{+1} D_{+1}+\alpha_{-1} D_{-1}$, where $\alpha_{-1}+\alpha_{+1}=1$. For simplicity we will assume that both $\alpha_{y}$ are bounded away from 0 by constants, e.g., $\alpha_{+1}, \alpha_{-1} \in[0.1,0.9]$. Let $D_{y, i}$ be the marginal probability over $x_{i}$ of distribution $D_{y}$ where the label is $y \in\{+1,-1\}$ and the view is $i \in\{1,2\}$.

We assume access to unlabeled data only, and our goal will be to learn a hypothesis $h$ such that either $h \approx f$ or $h \approx-f$ (at that point, we would just need one random labeled example to determine whether to output $h$ or $-h$ ). We will denote our (unlabeled) training examples as $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$.

### 2.1. Assumptions about the target function

We will assume that in both views, the target function belongs to the class of homogeneous linear separators. Namely, there exist $w_{1}, w_{2}$ such that $f_{1}\left(x_{1}\right)=\operatorname{sign}\left(x_{1}^{\top} w_{1}\right)$ and $f_{2}\left(x_{2}\right)=\operatorname{sign}\left(x_{2}^{\top} w_{2}\right)$, where $\operatorname{sign}(z)=+1$ if $z \geq 0$ and $\operatorname{sign}(z)=-1$ if $z<0$. We assume that $\left\|w_{1}\right\| \leq 1,\left\|w_{2}\right\| \leq 1$ and that $\left\|x_{1}\right\| \leq 1,\left\|x_{2}\right\| \leq 1$ for all $\left(x_{1}, x_{2}\right)$ in the support of $D$.

We say that a classifier $f$ has a $\gamma$-margin under distribution $D$ if for any $\left(x_{1}, x_{2}\right) \in \operatorname{support}\left(D_{y}\right)$ we have $y\left(x_{1}^{\top} w_{1}\right) \geq \gamma$ and $y\left(x_{2}^{\top} w_{2}\right) \geq \gamma$. Namely, for $\left(x_{1}, x_{2}\right)$ such that $f\left(x_{1}, x_{2}\right)=+1$ we have $x_{1}^{\top} w_{1} \geq \gamma$ and $x_{2}^{\top} w_{2} \geq \gamma$, and for $\left(x_{1}, x_{2}\right)$ such that $f\left(x_{1}, x_{2}\right)=-1$ we have $x_{1}^{\top} w_{1} \leq-\gamma$ and $x_{2}^{\top} w_{2} \leq-\gamma$. We assume there exists a $\gamma$-margin for some $\gamma \geq 1 / \operatorname{poly}\left(d_{1} d_{2}\right)$. Putting these together we have:

Assumption 1 We assume that the target function $f$ is a homogeneous linear separator in each view and there is a $\gamma=1 / \operatorname{poly}\left(d_{1} d_{2}\right)$ margin.

### 2.2. Assumptions about the distribution

We say that the distribution $D$ satisfies $\lambda$-weak dependence (Abney, 2002), if for each label $y \in$ $\{+1,-1\}$, for every $\left(x_{1}, x_{2}\right) \in \operatorname{support}\left(D_{y}\right)$ we have that

$$
D_{y}\left(x_{1}, x_{2}\right) \geq \lambda D_{y, 1}\left(x_{1}\right) D_{y, 2}\left(x_{2}\right) .
$$

Namely, both $D_{+1}$ and $D_{-1}$ can be viewed as with probability $\lambda$, sampling independently from the marginal distributions, and with probability $1-\lambda$, sampling in some arbitrarily dependent manner.

We in fact can relax this to allow the weak dependence assumption to be limited to only a subset of non-negligible probability of the domain $X_{1}$. Given a set $X_{1}^{\prime} \subseteq X_{1}$ such that $\operatorname{Pr}_{x_{1} \sim D_{y, 1}}\left[x_{1} \in\right.$ $\left.X_{1}^{\prime}\right] \geq \eta$ for $y \in\{+1,-1\}$, we say that the distribution $D$ satisfies $\left(\lambda, X_{1}^{\prime}\right)$-weak dependence if for each $y \in\{+1,-1\}$, for every $\left(x_{1}, x_{2}\right) \in \operatorname{support}\left(D_{y}\right) \cap\left(X_{1}^{\prime} \times X_{2}\right)$ we have that

$$
D_{y}\left(x_{1}, x_{2}\right) \geq \lambda D_{y, 1}\left(x_{1}\right) D_{y, 2}\left(x_{2}\right) .
$$

We say that a distribution is homogeneous if $E_{D}[x]=\mathbf{0}$, namely, the mean of the distribution is the origin. We can relax it by only requiring that the origin can be described as a mixture of the positive and negative distribution. Formally,

Definition 2 A distribution $D$ is $\left(\rho, X_{1}^{\prime}\right)$-semi homogeneous, for $X_{1}^{\prime} \subseteq X_{1}$ and $\rho=\left(\rho_{+1}, \rho_{-1}\right) \in$ $(0,1)^{2}$ s.t. $\rho_{+1}+\rho_{-1}=1$, if $\rho_{+1} E_{x_{1} \sim D_{+1,1}}\left[x_{1} \mid x_{1} \in X_{1}^{\prime}\right]+\rho_{-1} E_{x_{1} \sim D_{-1,1}}\left[x_{1} \mid x_{1} \in X_{1}^{\prime}\right]=\mathbf{0}$.

We make the following assumption about the distribution $D$.
Assumption 3 We assume that there exists a $X_{1}^{\prime} \subseteq X_{1}$ such that $\operatorname{Pr}_{x_{1} \sim D_{y, 1}}\left[x_{1} \in X_{1}^{\prime}\right] \geq \eta$ for $y \in\{+1,-1\}$ and there exist $\rho=\left(\rho_{+1}, \rho_{-1}\right) \in(0,1)^{2}$ with $\rho_{+1}+\rho_{-1}=1$ such that the distribution $D$ is $\left(\rho, X_{1}^{\prime}\right)$-semi homogeneous and satisfies $\left(\lambda, X_{1}^{\prime}\right)$-weak dependence.

### 2.3. Notation

We will use the notation $V C(d, \epsilon, \delta)$ to specify the number of examples required to guarantee that a hypothesis class $H$ of VC dimension $d$ would have, with probability $1-\delta$, all hypotheses of zero empirical error having true error at most $\epsilon$. For the most part we will ignore the dependency on confidence $\delta$ and use $V C(d, \epsilon)$, since dependency on $\delta$ is only a lower order term.

## 3. Algorithm: overview

We start by giving a high level intuition for the algorithm, and the challenges that the analysis is faced with. We assume that we are in the realizable setting. Namely, that each function $f_{1}$ and $f_{2}$ is a homogeneous hyperplane and gives a perfect labeling. This implies that for any pair $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$ in the support of $D$ we have that $f_{1}\left(x_{1}^{(i)}\right) f_{2}\left(x_{2}^{(i)}\right)=1$, since $f_{1}$ and $f_{2}$ agree on the label $y \in\{-1,+1\}$. Since $f_{1}$ and $f_{2}$ are homogeneous hyperplanes, we have that

$$
\operatorname{sign}\left(w_{1}^{\top} x_{1}^{(i)}\right) \operatorname{sign}\left(w_{2}^{\top} x_{2}^{(i)}\right)=+1
$$

Recall that we also assume that each hyperplane $w_{i}$ classifies all points in the support of the distribution $D$ correctly by margin $\gamma$. Therefore,

$$
\left(w_{1}^{\top} x_{1}^{(i)}\right)^{\top}\left(w_{2}^{\top} x_{2}^{(i)}\right)=\left(x_{1}^{(i)}\right)^{\top}\left(w_{1} w_{2}^{\top}\right) x_{2}^{(i)}=\left(x_{1}^{(i)}\right)^{\top} W x_{2}^{(i)} \geq \gamma^{2}
$$

where $W=\left(w_{1} w_{2}^{\top}\right)$ is a rank 1 symmetric matrix and we use the $\gamma$-margin assumption.
Our algorithm will try to reconstruct an approximation to $W$ from a sample of $m_{1}$ points. We have the following feasibility convex program, where $M$ is a $d_{1} \times d_{2}$ real-valued matrix.

Find a matrix $M$ such that

$$
\begin{aligned}
& \forall i \in\left[1, m_{1}\right]: \quad\left(x_{1}^{(i)}\right)^{\top} M x_{2}^{(i)} \geq \gamma^{2} \\
& \|M\|_{F}^{2} \leq 1,
\end{aligned}
$$

where $\|M\|_{F}^{2}=\sum_{i=1}^{d_{1}} \sum_{j=1}^{d_{2}} M_{i, j}^{2}$ is the squared Forbenius norm of matrices. By our $\gamma$-margin assumption we are guaranteed that the convex program is feasible.

Our first step in the algorithm will be to take a large sample from $D$ and find a matrix $M$ that solves the above convex program. The main challenge in the algorithm is how to use the matrix $M$ in order to predict labels. When given a test example ( $x_{1}, x_{2}$ ), we know that both $x_{1}$ and $x_{2}$ have the same label, the real issue is to decide which pairs will get the positive label (i.e., +1 ) and which will get the opposite negative label (i.e., -1 ).

Ideally, we would like to claim that if we take two pairs $\left(x_{1}, x_{2}\right)$ and $\left(x_{1}^{\prime}, x_{2}^{\prime}\right)$ and have $x_{1}^{\top} M x_{2}^{\prime}<$ 0 then the two pairs have different labels. However, in our training we never observe such pairs! The main part of the algorithm and the analysis is aimed at overcoming this hurdle.

To gain intuition, consider the case that $D$ satisfies full independence given the label, and is uniform in each view. In this case when we consider two examples with the same label, say $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$ and $\left(x_{1}^{(j)}, x_{2}^{(j)}\right)$, their probability is equal to that of $\left(x_{1}^{(i)}, x_{2}^{(j)}\right)$ and $\left(x_{1}^{(j)}, x_{2}^{(i)}\right)$. This implies that the matrix $M$ we learn will have, with high probability, $\left(x_{1}^{(i)}\right)^{\top} M x_{2}^{(j)}>0$ and similarly $\left(x_{1}^{(j)}\right)^{\top} M x_{2}^{(i)}>0$, since those examples are equally probable under the uniform distribution.

Now consider two examples of different labels, $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$ and $\left(x_{1}^{(j)}, x_{2}^{(j)}\right)$. Since the hyperplanes are homogeneous we know that $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$ and $\left(-x_{1}^{(j)},-x_{2}^{(j)}\right)$ have the same label. Also, $\left(x_{1}^{(j)}, x_{2}^{(j)}\right)$ and $\left(-x_{1}^{(j)},-x_{2}^{(j)}\right)$ are equally likely under the uniform distribution. These together imply that with high probability $\left(x_{1}^{(i)}\right)^{\top} M\left(-x_{2}^{(j)}\right)>0$ or equivalently, $\left(x_{1}^{(i)}\right)^{\top} M\left(x_{2}^{(j)}\right)<0$.

Our goal is to recover a predictor that with high probability will have a low error rate. Assume we have one positive example $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$ and one negative $\left(x_{1}^{(j)}, x_{2}^{(j)}\right)$ (by sampling two examples, this will happen with a constant probability, i.e., $2 \alpha_{+1} \alpha_{-1}$ ). We can take an additional sample of size $m_{2}$ and use $M$ and $x_{1}^{(i)}$ to classify the points. Namely, for an example $\left(x_{1}^{(k)}, x_{2}^{(k)}\right)$ if $\left(x_{1}^{(i)}\right)^{\top} M\left(x_{2}^{(k)}\right)>0$ label $x_{1}^{(k)}$ positive, and otherwise label it negative. Assume that we have learned $M$ to some error $\epsilon<1 / m_{2}$, then we will have a constant probability that all our predicted labels are correct. We can now learn a separating hyperplane $h_{1}$. In a similar way we can learn a separating hyperplane $h_{2}$. With constant probability we learn a good predictor, we just need to verify now that what we have is a good predictor.

In order to verify that a pair of hypotheses $\left(h_{1}, h_{2}\right)$ are a good predictor, we can do the following. We first test that the probability that $h_{1} \neq h_{2}$ is small. Then we test that the probability that $h_{1}(x)=+1$ is about $\alpha_{+1}$. The first test guarantees that the two hypotheses will be consistent (with high probability). However, two hypothesis can be consistent by simply always predicting +1 ; for this, the second test verifies that they give the right proportion of +1 and -1 . (Note that if $\alpha_{+1}=\alpha_{-1}$ we cannot really distinguish positive and negatives. Also, we do not really need to know $\alpha_{+1}$ : it is enough to know that $\alpha_{+1}$ is in some bounded range, say $[0.1,0.9]$.)

The above outline assumed that the distribution $D$ is uniform in each view and satisfies independence given the label. When we move to our more general distributions, a challenge is that when you flip an example through the origin, the result may not even be in the support of $D$, so one cannot directly conclude anything about how $M$ behaves on it. Additionally, we wish to allow for much more dependence between the views, namely $\left(\lambda, X_{1}^{\prime}\right)$-weak dependence. Both of these make our setting more challenging.

## 4. Algorithm

We start by describing our algorithm. The algorithm is composed of two main parts. The first part is a function GetMatrix that computes the matrix $M$. The second part is a function GetHypo for computing a pair of hypotheses $\left(h_{1}, h_{2}\right)$. Formally,

```
M\leftarrowGetMatrix(m})
(h},\mp@subsup{h}{2}{})\leftarrowGetHypo(M, m2, m3, limit 2 )
RETURN ( }\mp@subsup{h}{1}{},\mp@subsup{h}{2}{}
```

We will specify the setting of the parameters $m_{1}, m_{2}, m_{3}$ and limit $_{2}$ with the appropriate functions.
The function GetMatrix draws $m_{1}$ examples, where $m_{1}=V C\left(d_{1} d_{2}, \epsilon_{1} \alpha_{+1} \alpha_{-1}\right)$ and $\epsilon_{1}=$ $\left(\gamma^{2} \lambda \eta\right) /\left(6 m_{2}\right)$ (the parameter $m_{2}$ will be specified later). Given the sample of the $m_{1}$ examples, it writes a convex program to recover a matrix $M$ with margin $\gamma^{2}$ with respect to all the examples. Formally,

Function GetMatrix $\left(m_{1}\right)$.
Sample $m_{1}$ examples $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$.

Solve the quadratic program:
Find $d_{1} \times d_{2}$ matrix $M$ such that
$\left(x_{1}^{(i)}\right)^{\top} M x_{2}^{(i)} \geq \gamma^{2}$
$\sum_{i=1}^{d_{1}} \sum_{j=1}^{d_{2}} M_{i, j}^{2} \leq 1$.
RETURN $M$.
We will later show that with high probability the matrix $M$ is such that points drawn from $X_{1}^{\prime}$ and $X_{2}$, independently, but with the same label, are likely to have a margin of at least $\gamma^{2} / 2$.

Given the matrix $M$, the function Get Hypo needs to find a pair ( $h_{1}, h_{2}$ ) which will (hopefully) have an error of at most $\epsilon$. The function runs in iterations until it finds a suitable pair $\left(h_{1}, h_{2}\right)$. The function Get Hypo1 tries to find an accurate hypothesis $h_{1}$. In the analysis we show that it has a non-negligible success probability. Given a candidate $h_{1}$, the function Get Hypo2 finds a suitable hypothesis $h_{2}$. If some hypothesis $h_{2}$ was found (i.e., $h_{2} \neq \perp$ ) the function verify tests the pair $\left(h_{1}, h_{2}\right)$. Once verify succeeds, the program terminates and returns the pair $\left(h_{1}, h_{2}\right)$. (We defer the parameters specification to later.) Formally,

Function GetHypo $\left(M, m_{2}, m_{3}\right.$, limit $\left._{2}, \epsilon_{3}, \epsilon_{4}\right)$
Pass $\leftarrow$ FALSE
REPEAT
$h_{1} \leftarrow$ GetHypo1 $\left(M, m_{2}\right.$, limit $\left._{2}\right)$
$h_{2} \leftarrow$ GetHypo2 $\left(h_{1}, m_{3}\right)$
IF $h_{2} \neq \perp$ THEN

$$
\text { Pass } \leftarrow \operatorname{verify}\left(h_{1}, h_{2}, m_{4}, \epsilon_{3}, \epsilon_{4}\right)
$$

UNTIL Pass = TRUE.
RETURN $\left(h_{1}, h_{2}\right)$.
The function GetHypo1 needs to produce a candidate $h_{1}$ hypothesis. It uses as a subroutine large_sample which returns a subset of examples of size at least limit $_{2}$ out of $m_{2}$ examples it samples, where $m_{2}=\Theta\left(\right.$ limit $\left._{2} / \gamma^{2}\right)$, limit $_{2}=V C\left(d_{1}, \epsilon_{2}\right) / \lambda$ and $\epsilon_{2}=\frac{1}{m_{3}}\left(m_{3}\right.$ will be specified later). We rather arbitrarily assume that the first call returns a set of only positive examples and the second call a set of only negative examples. In the analysis we show that this occurs with nonnegligible probability. When this happens, we can find a separating hyperplane $h_{1}$ and return it. Formally,

Function GetHypo1 ( $M, m_{2}$, limit $\left._{2}\right)$

```
REPEAT
    S+1}\leftarrow\mp@code{large_sample(M, m, , limit }\mp@subsup{)}{2}{\prime}
    S-1}\leftarrow large_sample(M, m, ,limit 2 ).
    UNTIL Finding }\mp@subsup{h}{1}{}\mathrm{ separating S S from S S-1
    RETURN }\mp@subsup{h}{1}{
```

The function large_sample samples a point $\left(x_{1}, x_{2}\right)$ and a sample of size $m_{2}$ of $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$. It considers examples $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$ such that $x_{1}^{\top} M x_{2}^{(i)}<0$, which are candidates to have the opposite label of $x_{1}$, and collects their first view $x_{1}^{(i)}$. It continues the process until it finds a large enough such subset, namely of size at least limit $_{2}$, and returns it. Formally,

Function large_sample $\left(m_{2}\right.$, limit $\left._{2}\right)$
REPEAT
sample one example ( $x_{1}, x_{2}$ )
sample $m_{2}$ examples $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$.
Let $S^{\prime}=\left\{x_{1}^{(i)}: x_{1}^{\top} M x_{2}^{(i)}<0\right\}$.
UNTIL $\left|S^{\prime}\right| \geq$ limit $_{2}$
RETURN $S^{\prime}$
The function Get Hypo 2 needs to produce a candidate $h_{2}$ given $h_{1}$. It samples $m_{3}$ examples, where $m_{3}=V C\left(d_{2}, \epsilon_{3}\right)$ and $\epsilon_{3}=\epsilon \eta \lambda / 60$. It uses the hypothesis $h_{1}$ to label the sample, and then searches for a hypothesis $h_{2}$ that agrees with the labeling. The basic goal is that if $h_{1}$ is highly accurate, then we should be able to recover a hypothesis $h_{2}$. Formally,

Function GetHypo2 $\left(h_{1}, m_{3}\right)$
Sample $m_{3}$ examples $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$.
Let $T_{+1}=\left\{x_{2}^{(i)}: h_{1}\left(x_{1}^{(i)}\right)=+1\right\}$ and $T_{-1}=\left\{x_{2}^{(i)}: h_{1}\left(x_{1}^{(i)}\right)=-1\right\}$.
Find $h_{2}$ separating $T_{+1}$ from $T_{-1}$.
If no such $h_{2}$ set $h_{2} \leftarrow \perp$
RETURN $h_{2}$.
The function verify receives a pair $\left(h_{1}, h_{2}\right)$ and tests whether it is an adequate pair. This is done by sampling $m_{4}=\Theta\left(\frac{1}{\epsilon_{4}^{2}} \log (2 / \delta)\right)$ and performing two tests. The first is that the two hypothesis almost always agree, i.e., disagree on at most an $\epsilon_{3}+\epsilon_{4}$ fraction, where $\epsilon_{4}=\epsilon_{3}$. The second is that for each label $h_{2}$ gives approximately the correct probability. Formally,

Function verify $\left(h_{1}, h_{2}, m_{4}, \epsilon_{3}, \epsilon_{4}\right)$
Sample $m_{4}$ examples $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$.
Let $S=\left\{\left(x_{1}^{(i)}, x_{2}^{(i)}\right): h_{1}\left(x_{1}^{(i)}\right) \neq h_{2}\left(x_{2}^{(i)}\right)\right\}$.
Let $S_{2, y}=\left\{\left(x_{1}^{(i)}, x_{2}^{(i)}\right): h_{2}\left(x_{2}^{(i)}\right)=y\right\}$
$\operatorname{IF}\left(|S| / m_{4} \leq \epsilon_{3}+\epsilon_{4}\right)$ and $\left(\alpha_{y}-3 \epsilon_{4} \leq\left|S_{2, y}\right| / m_{4}\right.$ for $\left.y \in\{+1,-1\}\right)$
THEN test $\leftarrow$ TRUE ELSE test $\leftarrow$ FALSE
RETURN test
The pseudo-code of all the program appears in Appendix A.

## 5. Analysis

### 5.1. Analysis of GetMatrix

We start by analyzing the function GetMatrix which returns the matrix $M$. Clearly, the running time of GetMatrix is polynomial, since it solves a feasible convex program. We need to analyze the properties of the matrix returned by GetMatrix.

We claim that on unseen examples we are likely to have similar margin. (Note that on $W$ we are guarantee to have margin at least $\gamma^{2}$, but for $M$ it will follow from the generalization bounds of linear classifiers.)

Lemma 4 A sample of size $m_{1}=V C\left(d_{1} d_{2}, \epsilon_{1} \alpha_{+1} \alpha_{-1}, \delta\right)$ guarantees that with probability at least $1-\delta$ we have:

$$
\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2\right]<\epsilon_{1}
$$

where $y \in\{+1,-1\}$.
Proof Since $D(x)=\alpha_{+1} D_{+1}(x)+\alpha_{-1} D_{-1}(x)$, we have that

$$
\underset{\left(x_{1}, x_{2}\right) \sim D_{+1}}{\operatorname{Pr}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2\right] \leq \frac{1}{\alpha_{+1}} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2\right] ;
$$

and similarly for $D_{-1}$,

$$
\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{-1}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2\right] \leq \frac{1}{\alpha_{-1}} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2\right] .
$$

The value of $x_{1}^{\top} M x_{2}$ can be viewed as a dot-product in $d_{1} d_{2}$ dimensions between a weight vector with entries $M_{i j}$ and an example vector with entries $x_{1 i} x_{2 j}$. Using the VC dimension generalization bound we have that

$$
\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2\right] \leq \epsilon_{1} \alpha_{+1} \alpha_{-1},
$$

which implies the lemma.
We remark that an alternative bound can be derived for $m_{1}=\Theta\left(\frac{1}{\epsilon_{1} \gamma^{4} \alpha_{+1} \alpha-1}\right)$ based on a generalization bound using the margin $\gamma$.

We now claim that since the distribution $D$ satisfies $\left(\lambda, X_{1}^{\prime}\right)$-weak dependence, even if we sample from the marginal distributions we will get a similar bound.
Lemma 5 Assume that $D$ satisfies $\left(\lambda, X_{1}^{\prime}\right)$-weak dependence as in Assumption 3. Let $M$ be the matrix output by GetMatrix $\left(m_{1}, \epsilon_{1}, \delta\right)$. Then, with probability $1-\delta$, for $y \in\{+1,-1\}$.

$$
\operatorname{Pr}_{x_{1} \sim D_{y, 1}, x_{2} \sim D_{y, 2}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2 \mid x_{1} \in X_{1}^{\prime}\right]<\frac{\epsilon_{1}}{\lambda \eta}
$$

Proof Since $D$ satisfies $\left(\lambda, X_{1}^{\prime}\right)$-weak dependence,

$$
\lambda \operatorname{Pr}_{x_{1} \sim D_{y, 1}, x_{2} \sim D_{y, 2}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2 \mid x_{1} \in X_{1}^{\prime}\right] \leq \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2 \mid x_{1} \in X_{1}^{\prime}\right]
$$

Clearly we have that,

$$
\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[x_{1} \in X_{1}^{\prime}\right] \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2 \mid x_{1} \in X_{1}^{\prime}\right] \leq \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2\right] .
$$

From Lemma 4 , given our setting of $m_{1}$, with probability $1-\delta$, for each $y \in\{-1,+1\}$, we have

$$
\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2\right]<\epsilon_{1}
$$

Since distribution $D$ satisfies Assumption 3, it implies that $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[x_{1} \in X_{1}^{\prime}\right] \geq \eta$ and the lemma follows.

It will be convenient to call matrices that satisfies Lemma 5, good matrices, and for the most part we will assume that our matrix $M$ is a good matrix.

Definition 6 We call a matrix $M$ good iffor $y \in\{+1,-1\}$.

$$
\operatorname{Pr}_{x_{1} \sim D_{y, 1}, x_{2} \sim D_{y, 2}}\left[x_{1}^{\top} M x_{2}<\gamma^{2} / 2 \mid x_{1} \in X_{1}^{\prime}\right]<\frac{\epsilon_{1}}{\lambda \eta} .
$$

### 5.2. Analysis large_sample

We start with defining the inputs we wish to target. Those are inputs for which the first view, $x_{1}$, has the property that there is a non-negligible probability that a random second view of the opposite label, $x_{2}^{\prime}$, will cause the bilinear form with $M$ to be negative, i.e., $x_{1}^{\top} M x_{2}^{\prime}<0$.

Definition 7 We say $x_{1} \in \operatorname{support}\left(D_{-y, 1}\right)$ is $(\xi, M,+y)$-heavy if $\operatorname{Pr}_{x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{1}^{\top} M x_{2}^{\prime}<0\right] \geq \xi$.
The next lemma shows that if the distribution is semi-homogeneous, then with high probability, the expectation of $x_{1}^{\top} M x_{2}^{\prime}$ is noticeably negative over $x_{1} \in X_{1}^{\prime}$ and $x_{2}^{\prime}$ of opposite label from $x_{1}$.

Lemma 8 Assuming that $D$ is $\left(\rho, X_{1}^{\prime}\right)$-semi homogeneous and has margin $\gamma$, then for a good matrix $M$, we have:

$$
E_{x_{1} \sim D_{-y, 1}, x_{2}^{\prime} \sim D_{y, 2}}\left[x_{1}^{\top} M x_{2}^{\prime} \mid x_{1} \in X_{1}^{\prime}\right] \leq \frac{-\gamma^{2}}{4} \frac{\rho_{-y}}{\rho_{y}} .
$$

Proof Since the matrix $M$ is good, for $\epsilon_{1} \leq \gamma^{2} \lambda \eta / 6$ and $\gamma \leq 1$, we have,

$$
E_{x_{1} \sim D_{+y, 1}, x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{1}^{\top} M x_{2}^{\prime} \mid x_{1} \in X_{1}^{\prime}\right] \geq\left(1-\frac{\epsilon_{1}}{\lambda \eta}\right) \frac{\gamma^{2}}{2}-\frac{\epsilon_{1}}{\lambda \eta} \geq \frac{\gamma^{2}}{4},
$$

since $\left|x_{1}^{\top} M x_{2}^{\prime}\right| \leq 1$ for all $x_{1} \in X_{1}, x_{2}^{\prime} \in X_{2}$. Note also that since $D$ is $\left(\rho, X_{1}^{\prime}\right)$-semi homogeneous we have that $\rho_{y} E_{x_{1} \sim D_{y, 1}}\left[x_{1} \mid x_{1} \in X_{1}^{\prime}\right]+\rho_{-y} E_{x_{1} \sim D_{-y, 1}}\left[x_{1} \mid x_{1} \in X_{1}^{\prime}\right]=0$, which implies that $E_{x_{1} \sim D_{-y, 1}}\left[x_{1} \mid x_{1} \in X_{1}^{\prime}\right]=\frac{-\rho_{y}}{\rho-y} E_{x_{1} \sim D_{+y, 1}}\left[x_{1} \mid x_{\in} X_{1}^{\prime}\right]$. Therefore,

$$
\begin{aligned}
\frac{\gamma^{2}}{4} & \leq E_{x_{1} \sim D_{+y, 1}, x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{1}^{\top} M x_{2}^{\prime} \mid x_{1} \in X_{1}^{\prime}\right] \\
& =E_{x_{1} \sim D_{+y, 1}}\left[x_{1}^{\top} \mid x_{1} \in X_{1}^{\prime}\right] M E_{x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{2}^{\prime}\right] \\
& =\frac{-\rho_{y}}{\rho_{-y}} E_{x_{1} \sim D_{-y, 1}}\left[x_{1}^{\top} \mid x_{1} \in X_{1}^{\prime}\right] M E_{x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{2}^{\prime}\right] \\
& =\frac{-\rho_{y}}{\rho_{-y}} E_{x_{1} \sim D_{-y, 1}, x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{1}^{\top} M x_{2}^{\prime} \mid x_{1} \in X_{1}^{\prime}\right]
\end{aligned}
$$

This implies that

$$
E_{x_{1} \sim D_{-y, 1}, x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{1}^{\top} M x_{2}^{\prime} \mid x_{1} \in X_{1}^{\prime}\right] \leq-\frac{\gamma^{2} \rho_{-y}}{4 \rho_{y}}
$$

which completes the proof.

It will be convenient to have a notation $\beta_{y}=\frac{\rho_{-y}}{8 \rho_{y}}$. Since $x_{1}^{\top} M x_{2}^{\prime} \geq-1$, from Lemma 8 we have that $\gamma^{2} \beta_{y} \leq 1 / 2$. We also have that $\beta_{y} \geq \gamma^{2} / 32 .{ }^{1}$ It would be convenient to assume that $\beta_{y}$ is a constant, e.g., $\beta_{+1}, \beta_{-1} \in[0.01,0.99]$

Lemma 9 For $y \in\{-1,+1\}$, a good matrix $M$ has the property that $x_{1} \sim D_{-y, 1}$, conditioned on $x_{1} \in X_{1}^{\prime}$, is $\left(\gamma^{2} \beta_{y}, M, y\right)$-heavy with probability at least $\gamma^{2} \beta_{y}$.

1. Since $\frac{\gamma^{2}}{4} \leq \frac{-\rho_{y}}{\rho_{-y}} E_{x_{1} \sim D_{-y, 1}, x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{1}^{\top} M x_{2}^{\prime} \mid x_{1} \in X_{1}^{\prime}\right] \leq \frac{\rho_{y}}{\rho_{-y}}=8 \beta_{y}$

Proof Since the matrix $M$ is good, by Lemma 8 we have that,

$$
E_{x_{1} \sim D_{-y, 1}, x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{1}^{\top} M x_{2}^{\prime} \mid x_{1} \in X_{1}^{\prime}\right] \leq-\frac{\gamma^{2}}{4} \cdot \frac{\rho_{-y}}{\rho_{y}}=-2 \gamma^{2} \beta_{y} .
$$

The claim now follows from Markov's inequality, using the fact that $\left|x_{1}^{\top} M x_{2}^{\prime}\right| \leq 1$ for all $x_{1} \in$ $X_{1}, x_{2}^{\prime} \in X_{2}$. In particular, if the probability, conditioned on $x_{1} \in X_{1}^{\prime}$, that $x_{1}$ is $\left(\gamma^{2} \beta_{y}, M,+y\right)$ heavy is less than $\gamma^{2} \beta_{y}$, then this would imply that $\operatorname{Pr}_{x_{1} \sim D_{-y, 1}, x_{2}^{\prime} \sim D_{+y, 2}}\left[x_{1}^{\top} M x_{2}^{\prime} \geq 0 \mid x_{1} \in X_{1}^{\prime}\right] \geq$ $\left(1-\gamma^{2} \beta_{y}\right)^{2}>1-2 \gamma^{2} \beta_{y}$ and so the expected value of $x_{1}^{\top} M x_{2}^{\prime}$ would have to be greater than $-2 \gamma^{2} \beta_{y}$, a contradiction to Lemma 8.

Lemma 10 Fix $y \in\{+1,-1\}$. Assuming the matrix $M$ is good, in each iteration of function large_sample, with probability $\eta \alpha_{-y} \gamma^{2} \beta_{y} / 2=\Theta\left(\eta \gamma^{2}\right)$ it selects $x_{1}$ from $D_{-y, 1}, x_{1} \in X_{1}^{\prime}$, and the size of $S^{\prime}$ is at least limit ${ }_{2} \leq \gamma^{2} \beta_{y} m_{2}$. Furthermore, with an additional probability of $1 / e$, for $\epsilon_{1}<\gamma \eta / m_{2}$ we have that all the examples in $S^{\prime}$ are of label $y$.

Proof Assuming the matrix $M$ is good, by Lemma 9, there is at least a $\gamma^{2} \beta_{y}$ probability that a random $x_{1}$ from $D_{-y, 1}$, conditioned on $x_{1} \in X_{1}^{\prime}$, is $\left(\gamma^{2} \beta_{y}, M,+y\right)$-heavy. This implies that a random $x_{1}$ from $D$ has this property with probability at least $\eta \alpha_{-y} \gamma^{2} \beta_{y}=\Theta\left(\eta \gamma^{2}\right)$.

Assume this is the case, i.e., $x_{1}$ has label $-y, x_{1} \in X_{1}^{\prime}$ and is $\left(\gamma^{2} \beta_{y}, M,+y\right)$-heavy. This implies that the expected size of $S^{\prime}$ is at least $\gamma^{2} \beta_{y} m_{2}=\Theta\left(\gamma^{2} m_{2}\right)=$ limit $_{2}$. Therefore, with probability at least half, $S^{\prime}$ has at least limit $_{2}$ examples of label $+y$.

By Lemma 5 , for $\epsilon_{1}<\lambda \eta / m_{2}$, with an additional probability of at least $1 / e, S^{\prime}$ is likely to have no examples labeled $-y$.

### 5.3. Analysis Get Hypo 1

Lemma 11 Assuming the matrix $M$ is good, in function Get Hypo1 each iteration, with probability at least

$$
\frac{\eta^{2} \gamma^{4} \beta_{+1} \beta_{-1} \alpha_{+1} \alpha_{-1}}{16 e^{2}}=\frac{\eta^{2} \gamma^{4} \alpha_{+1} \alpha_{-1}}{1024 e^{2}}=\Theta\left(\eta^{2} \gamma^{4}\right),
$$

terminates and outputs a hypothesis $h_{1}$ that has error at most $\epsilon_{2}$.
Proof By Lemma 10 we have that with probability $\eta \gamma^{2} \alpha_{-1} \beta_{+1} /(2 e)$ the set $S_{+1}$ are all positive examples and with probability $\eta \gamma^{2} \alpha_{+1} \beta_{-1} /(2 e)$ the set $S_{-1}$ are all negative examples and each of the sets is of size at least limit $_{2}$. Given that this happens, the sets $S_{+1}$ and $S_{-1}$ are linearly separable, and therefore, in such a case, function Get Hypo1 finds a separating $h_{1}$ and terminates.

With probability at least $1 / 4$, there are subsets $I_{+1} \subseteq S_{+1}$ and $I_{-1} \subseteq S_{-1}$ of size at least $\lambda$ limit $_{2}$ which contain a random independent samples from the marginal distributions of $D_{+1}$ and $D_{-1}$, respectively. (This is due to the $\left(\lambda, X_{1}^{\prime}\right)$-weak dependence of $D$.) Since $\lambda$ limit $_{2}=$ $V C\left(d_{1}, \epsilon_{2}\right)$ we can apply the VC dimension generalization bounds to bound the error of $h_{1}$ by $\epsilon_{2}$.

### 5.4. Analysis Get Hypo 2

Lemma 12 Assuming the matrix $M$ is good, with probability $\Theta\left(\eta^{2} \gamma^{4}\right)$ the function Get Hypo2 outputs a hypothesis $h_{2}$ that: (1) has error at most $\epsilon_{3}$ and (2) has probability of disagreeing with $h_{1}$ at most $\epsilon_{3}$.

Proof By Lemma 11 we have, with probability at least $\Theta\left(\eta^{2} \gamma^{4}\right)$ that $\operatorname{Pr}\left[h_{1} \neq f_{1}\right] \leq \epsilon_{2}=1 / m_{3}$. Assume that holds. This implies that with probability at least $1 / e$ we have that all the $m_{3}$ examples sampled in Get Hypo 2 are classified correctly by $h_{1}$. In such a case we will find a separating hyperplane $h_{2}$. The size of $m_{3}=V C\left(d_{2}, \epsilon_{3}\right)$ guarantees that, with constant probability, the error of $h_{2}$ is at most $\epsilon_{3}$ and the probability that $h_{1}$ and $h_{2}$ disagree is also $\epsilon_{3}$.

### 5.5. Analysis verify

We first show that any hypothesis $h=\left(h_{1}, h_{2}\right)$ with the property that (1) $h_{1}$ and $h_{2}$ agree with high probability over examples $\left(x_{1}, x_{2}\right)$ from $D$, and (2) $h_{1}$ and $h_{2}$ label a reasonable fraction of examples positive and a reasonable fraction negative, must either be close to the target $f$ or close to its complement $-f$. This extends Theorem 15 from Balcan and Blum (2010) to the case that $D$ satisfies $\left(\lambda, X_{1}^{\prime}\right)$-weak dependence, and the proof is essentially the same.

Lemma 13 Assume $h=\left(h_{1}, h_{2}\right)$ such that: (1) $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \leq \mu$, and (2) $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h\left(x_{2}\right)=y\right]>\frac{2 \mu}{\lambda \eta}$, for $y \in\{+1,-1\}$. Then either: (1) $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{2}\left(x_{1}\right) \neq\right.$ $\left.f\left(x_{1}, x_{2}\right)\right] \leq \frac{2 \mu}{\eta \lambda}$ or $(2) \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{2}\left(x_{1}\right) \neq-f\left(x_{1}, x_{2}\right)\right] \leq \frac{2 \mu}{\eta \lambda}$.
Proof By definition of $D$ we have,

$$
\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right]=\alpha_{+1} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{+1}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right]+\alpha_{-1} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{-1}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right]
$$

Fix $y \in\{+1,-1\}$. Since distribution $D$ satisfies $\left(\lambda, X_{1}^{\prime}\right)$-weak dependence we have

$$
\begin{aligned}
\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq & \eta \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right) \mid x_{1} \in X_{1}^{\prime}\right] \\
\geq & \eta \lambda \operatorname{Pr}_{x_{1} \sim D_{y, 1}, x_{2} \sim D_{y, 2}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right) \mid x_{1} \in X_{1}^{\prime}\right] \\
= & \eta \lambda\left(\operatorname{Pr}_{x_{1} \sim D_{y, 1}}\left[h_{1}\left(x_{1}\right)=y \mid x_{1} \in X_{1}^{\prime}\right] \operatorname{Pr}_{x_{2} \sim D_{y, 2}}\left[h_{2}\left(x_{2}\right) \neq y\right]\right. \\
& \left.\quad+\operatorname{Pr}_{x_{1} \sim D_{y, 1}}^{\operatorname{Pr}}\left[h_{1}\left(x_{1}\right) \neq y \mid x_{1} \in X_{1}^{\prime}\right] \operatorname{Pr}_{x_{2} \sim D_{y, 2}}\left[h_{2}\left(x_{2}\right)=y\right]\right) \\
= & \eta \lambda\left(\left(1-\chi_{y}\right) \operatorname{Pr}_{x_{2} \sim D_{y, 2}}\left[h_{2}\left(x_{2}\right) \neq y\right]+\chi_{y} \operatorname{Pr}_{x_{2} \sim D_{y, 2}}\left[h_{2}\left(x_{2}\right)=y\right]\right),
\end{aligned}
$$

where $\chi_{y}=\operatorname{Pr}_{x_{1} \sim D_{y, 1}}\left[h_{1}\left(x_{1}\right) \neq y \mid x_{1} \in X_{1}^{\prime}\right]$. If $\chi_{y} \leq 1 / 2$ we have that

$$
\frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D_{y, 2}}\left[h_{2}\left(x_{2}\right) \neq y\right]
$$

and if $\chi_{y} \geq 1 / 2$ we have that

$$
\frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{y}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D_{y, 2}}\left[h_{2}\left(x_{2}\right)=y\right]
$$

We now consider all the possibilities depending on $y$ and $\chi_{y}$. First assume that for some $y \in$ $\{+1,-1\}$, we have,

$$
\frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{+y}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D_{+y, 2}}\left[h_{2}\left(x_{2}\right) \neq+y\right]=\operatorname{Pr}_{x_{2} \sim D_{+y, 2}}\left[h_{2}\left(x_{2}\right)=-y\right]
$$

and

$$
\frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{-y}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D_{-y, 2}}\left[h_{2}\left(x_{2}\right)=-y\right]
$$

This implies that

$$
\frac{2 \mu}{\eta \lambda} \geq \frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D}\left[h_{2}\left(x_{2}\right)=-y\right]
$$

which is a contradiction to the assumption that $\operatorname{Pr}_{x_{2} \sim D}\left[h_{2}\left(x_{2}\right)=-y\right]>\frac{2 \epsilon}{\eta \lambda}$ for both $y \in\{-1,+1\}$.
Therefore we have two remaining possibilities. The first possibility,

$$
\frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{+1}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D_{+1,2}}\left[h_{2}\left(x_{2}\right) \neq+1\right]=\operatorname{Pr}_{x_{2} \sim D_{+1,2}}\left[h_{2}\left(x_{2}\right) \neq f_{2}\left(x_{2}\right)\right]
$$

and

$$
\frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{-1}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D_{-1,2}}\left[h_{2}\left(x_{2}\right)=+1\right]=\underset{x_{2} \sim D_{-1,2}}{\operatorname{Pr}}\left[h_{2}\left(x_{2}\right) \neq f\left(x_{2}\right)\right]
$$

implies that

$$
\frac{2 \mu}{\eta \lambda} \geq \frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D}\left[h_{2}\left(x_{2}\right) \neq f(x)\right]
$$

which is conclusion (1) of the lemma. The second possibility,

$$
\frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{+1}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D_{+1,2}}\left[h_{2}\left(x_{2}\right) \neq-1\right]=\operatorname{Pr}_{x_{2} \sim D_{+1,2}}\left[h_{2}\left(x_{2}\right) \neq-f_{2}\left(x_{2}\right)\right]
$$

and

$$
\frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D_{-1}}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D_{-1,2}}\left[h_{2}\left(x_{2}\right)=-1\right]=\operatorname{Pr}_{x_{2} \sim D-1,2}\left[h_{2}\left(x_{2}\right) \neq-f_{2}\left(x_{2}\right)\right]
$$

implies that

$$
\frac{2 \mu}{\eta \lambda} \geq \frac{2}{\eta \lambda} \operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \geq \operatorname{Pr}_{x_{2} \sim D}\left[h_{2}\left(x_{2}\right) \neq-f(x)\right]
$$

which is conclusion (2) of the lemma.

Lemma 14 Assume that $h=\left(h_{1}, h_{2}\right)$ such that: (1) $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right] \leq \epsilon_{3}$, and (2) $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{2}\left(x_{2}\right)=y\right]>\alpha_{y}-2 \epsilon_{4}>\frac{2 \epsilon_{3}}{\lambda \eta}$, for $y \in\{+1,-1\}$. Then, for $m_{4}=\Theta\left(\frac{1}{\epsilon_{4}^{2}} \log (2 / \delta)\right)$, with probability at least $1-\delta$ the function verify will return TRUE.

Proof With probability $1-\delta$ we have two events. The first is that the empirical estimate of $h_{1} \neq h_{2}$, i.e., $|S| / m_{4}$, is within $\epsilon_{4}$ from its true probability. That is,

$$
\left|\operatorname{Pr}_{D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right]-\frac{|S|}{m_{4}}\right| \leq \epsilon_{4}
$$

which implies that $|S| / m_{4} \leq \epsilon_{3}+\epsilon_{4}$, which is the first test of verify.
The second is that the empirical estimate of $h_{2}=y$, i.e., $\left|S_{2, y}\right| / m_{4}$, is within $\epsilon_{4}$ from its true probability, i.e.,

$$
\left|\underset{D}{\operatorname{Pr}}\left[h_{2}\left(x_{2}\right)=y\right]-\frac{\left|S_{2, y}\right|}{m_{4}}\right| \leq \epsilon_{4}
$$

which implies that $\alpha_{y}-3 \epsilon_{4} \leq\left|S_{2, y}\right| / m_{4}$ for $y \in\{+1,-1\}$, which is the second test of verify.

Lemma 15 Assume that $h=\left(h_{1}, h_{2}\right)$ such that: (1) $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right]>\epsilon_{3}+2 \epsilon_{4}$, or (2) $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{2}\left(x_{2}\right)=y\right]<\alpha_{y}-4 \epsilon_{4}$, for $y \in\{+1,-1\}$. Then, for $m_{4}=\Theta\left(\frac{1}{\epsilon_{4}^{2}} \log (2 / \delta)\right)$, with probability at least $1-\delta$ the function verify will return FALSE.

Proof With probability $1-\delta$ we have two events. The first is that the empirical estimate of $h_{1} \neq h_{2}$, i.e., $|S| / m_{4}$, is within $\epsilon_{4}$ from its true probability. That is,

$$
\left|\operatorname{Pr}_{D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right]-\frac{|S|}{m_{4}}\right| \leq \epsilon_{4}
$$

The second is that the empirical estimate of $h_{2}=y$, i.e., $\left|S_{2, y}\right| / m_{4}$, is within $\epsilon_{4}$ from its true probability, i.e.,

$$
\left|\underset{D}{\operatorname{Pr}}\left[h_{2}\left(x_{2}\right)=1\right]-\frac{\left|S_{2, y}\right|}{m_{4}}\right| \leq \epsilon_{4}
$$

Assume both events hold. If we have $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{1}\left(x_{1}\right) \neq h_{2}\left(x_{2}\right)\right]>\epsilon_{3}+2 \epsilon_{4}$, then we have $|S| / m_{4}>\epsilon_{3}+\epsilon_{4}$, and verify returns FALSE.

If for some $y \in\{+1,-1\}$ we have $\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h\left(x_{2}\right)=y\right]<\alpha_{y}-4 \epsilon_{4}$, this implies that $\alpha_{y}-3 \epsilon_{4}>\left|S_{2, y}\right| / m_{4}$, and verify returns FALSE.

Note that the above lemmas do not apply for the case that both: (1) $\epsilon_{3}<\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{1}\left(x_{1}\right) \neq\right.$ $\left.h_{2}\left(x_{2}\right)\right] \leq \epsilon_{3}+2 \epsilon_{4}$, and (2) $\alpha_{y}-4 \epsilon_{4}<\operatorname{Pr}_{\left(x_{1}, x_{2}\right) \sim D}\left[h_{2}\left(x_{2}\right)=y\right] \leq \alpha_{y}-2 \epsilon_{4}$, for $y \in\{+1,-1\}$. However, in this case we are fine with verify returning either TRUE, since the pair ( $h_{1}, h_{2}$ ) is good enough, or FALSE, which implies that we keep searching for a new pair $\left(h_{1}, h_{2}\right)$.

### 5.6. Analysis GetHypo

Lemma 16 Assuming that the matrix $M$ is good, w.h.p. the following holds: (1) in function Get Hypo each iteration terminates with probability at least $\Theta\left(\eta^{2} \gamma^{4}\right)$, and (2) When it terminates the output hypotheses $\left(h_{1}, h_{2}\right)$ have error at most $\epsilon$.

Proof By Lemma 11 we have that with probability $\Theta\left(\eta^{2} \gamma^{4}\right)$ the procedure GetHypo1 generates a hypothesis $h_{1}$ which has error at most $\epsilon_{2}$. By Lemma 12 we have that procedure Get Hypo2 generates a hypothesis $h_{2}$ for which $\operatorname{Pr}_{D}\left[h_{1} \neq h_{2}\right] \leq \epsilon_{3}$, and $\operatorname{Pr}_{D}\left[f \neq h_{2}\right] \leq \epsilon_{3}$. (Note that success probability of both depends mostly on the same events so the joint success probability is $\Theta\left(\eta^{2} \gamma^{4}\right)$.) If this holds, then by Lemma 14, with high probability, function verify will return TRUE on ( $h_{1}, h_{2}$ ) and in such a case, by Lemma 13 they have error at most $2 \epsilon_{3} /(\eta \lambda)<\epsilon$. The probability of all the events to hold is at least $\Theta\left(\eta^{2} \gamma^{4}\right)$.

By Lemma 15 if either: (1) $\operatorname{Pr}\left[h_{1} \neq h_{2}\right]>\epsilon_{3}+2 \epsilon_{4}$, or (2) $\operatorname{Pr}\left[h_{2}=y\right]<\alpha_{y}-4 \epsilon_{4}$, then w.h.p. verify will return FALSE. Therefore, if verify returns TRUE, then w.h.p. we have both (1) $\operatorname{Pr}\left[h_{1} \neq h_{2}\right] \leq \epsilon_{3}+2 \epsilon_{4}=\mu$ and (2) $\operatorname{Pr}\left[h_{2}=y\right] \geq \alpha_{y}-4 \epsilon_{4}>2 \mu /(\lambda \eta)$ for $y \in\{+1,-1\}$. By Lemma 13, this implies that ( $h_{1}, h_{2}$ ) has error at most $2 \mu /(\lambda \eta)<\epsilon$.

### 5.7. Correctness and complexity

Theorem 17 With probability $1-\delta$ we have that the output $\left(h_{1}, h_{2}\right)$ has error at most $\epsilon$. In addition the expected running time is polynomial in $\eta^{-1}, \gamma^{-1}, \epsilon^{-1}, \log (1 / \delta), d_{1}, d_{2}$.

Proof For the correctness: By Lemma 5 the matrix $M$ output by GenMatrix is good. By Lemma 16 we have that when Get Hypo terminates it outputs ( $h_{1}, h_{2}$ ) has error at most $\epsilon$.

## 6. Open problems

Our learning algorithm requires the target linear separators to pass through the origin and for the center of mass of the distribution on $x_{1}$ to be the origin as well (or at least for there to exist $X_{1}^{\prime}, \eta, \rho_{+1}$, and $\rho_{-1}$ such that the distribution is ( $\rho, X_{1}^{\prime}$ )-semi-homogeneous as in Assumption 3). One natural open problem is whether this assumption on the distribution can be removed. Another open problem is whether one can remove the assumption that the data distribution has an inverse-polynomial margin.
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## Appendix A. Pseudo Code of the algorithm

```
\epsilon}=(\mp@subsup{\gamma}{}{2}\lambda\eta)/(6\mp@subsup{m}{2}{});\mp@subsup{\epsilon}{2}{}=\frac{1}{\mp@subsup{m}{3}{\prime}};\mp@subsup{\epsilon}{3}{}=\epsilon\eta\lambda/60;\mp@subsup{\epsilon}{4}{}=\mp@subsup{\epsilon}{3}{
m}=VC(\mp@subsup{d}{1}{}\mp@subsup{d}{2}{},\mp@subsup{\epsilon}{1}{})/(\mp@subsup{\alpha}{+1}{}\mp@subsup{\alpha}{-1}{});\mp@subsup{m}{2}{}=\Theta(\mp@subsup{\mathrm{ limit }}{2}{}/\mp@subsup{\gamma}{}{2})
limit }\mp@subsup{\mp@code{la}}{2}{=VC(d},\mp@subsup{|}{2}{})/\lambda;\mp@subsup{m}{3}{}=VC(\mp@subsup{d}{2}{},\mp@subsup{\epsilon}{3}{});\mp@subsup{m}{4}{}=\Theta(\frac{1}{\mp@subsup{\epsilon}{4}{2}}\operatorname{log}(2/\delta))
M\leftarrowGetMatrix( m
(h1, h2)\leftarrowGetHypo(M, m},\mp@code{m},\mp@subsup{m}{3}{},\mp@subsup{\mathrm{ limit }}{2}{}
RETURN ( }\mp@subsup{h}{1}{},\mp@subsup{h}{2}{})
Function GetMatrix( m
Sample m}\mp@subsup{m}{1}{}\mathrm{ examples (x
Solve the quadratic program:
    Find }\mp@subsup{d}{1}{}\times\mp@subsup{d}{2}{}\mathrm{ matrix }M\mathrm{ such that
    (xis)}\mp@subsup{)}{}{\top}M\mp@subsup{x}{2}{(i)}\geq\mp@subsup{\gamma}{}{2
    \sumi=1 d}\mp@subsup{|}{1}{}\mp@subsup{\sum}{j=1}{\mp@subsup{d}{2}{}}\mp@subsup{M}{i,j}{2}\leq1
RETURN M.
Function GetHypo( }M,\mp@subsup{m}{2}{},\mp@subsup{m}{3}{},\mp@subsup{\mathrm{ limit }}{2}{},\mp@subsup{\epsilon}{3}{},\mp@subsup{\epsilon}{4}{}
Pass}\leftarrowFFALS
REPEAT
    h
    h}\mp@subsup{h}{2}{\leftarrowGetHypo2(}\mp@subsup{h}{1}{},\mp@subsup{m}{3}{}
    IF }\mp@subsup{h}{2}{}\not=\perp\mathrm{ THEN
        Pass \leftarrowverify ( }\mp@subsup{h}{1}{},\mp@subsup{h}{2}{},\mp@subsup{m}{4}{},\mp@subsup{\epsilon}{3}{},\mp@subsup{\epsilon}{4}{}
UNTIL Pass =TRUE.
RETURN ( }\mp@subsup{h}{1}{},\mp@subsup{h}{2}{})
Function GetHypo1 \(\left(M, m_{2}\right.\), limit \(\left._{2}\right)\)
    REPEAT
        S+1}\leftarrow\mp@code{large_sample(M, m2, limit }\mp@subsup{\mp@code{l}}{2}{})
        S-1}\leftarrow\mp@code{large_sample( }M,\mp@subsup{m}{2}{},\mp@subsup{\mathrm{ limit }}{2}{})
    UNTIL Finding h}\mp@subsup{h}{1}{}\mathrm{ separating S S+1 from S S-1
    RETURN }\mp@subsup{h}{1}{
```

Function GetHypo2 $\left(h_{1}, m_{3}\right)$
Sample $m_{3}$ examples $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$.
Let $T_{+1}=\left\{x_{2}^{(i)}: h_{1}\left(x_{1}^{(i)}\right)=+1\right\}$ and $T_{-1}=\left\{x_{2}^{(i)}: h_{1}\left(x_{1}^{(i)}\right)=-1\right\}$.
Find $h_{2}$ separating $T_{+1}$ from $T_{-1}$.
If no such $h_{2}$ set $h_{2} \leftarrow \perp$
RETURN $h_{2}$.

Function large_sample $\left(m_{2}\right.$, limit $\left._{2}\right)$

```
REPEAT
    sample ( }\mp@subsup{x}{1}{},\mp@subsup{x}{2}{}
    sample m}\mp@subsup{m}{2}{}\mathrm{ examples (x
    Let }\mp@subsup{S}{}{\prime}={\mp@subsup{x}{1}{(i)}:\mp@subsup{x}{1}{\top}M\mp@subsup{x}{2}{(i)}<0}
UNTIL }|\mp@subsup{S}{}{\prime}|\geq\mp@subsup{\mathrm{ limit }}{2}{
RETURN }\mp@subsup{S}{}{\prime
```

Function verify $\left(h_{1}, h_{2}, m_{4}, \epsilon_{3}, \epsilon_{4}\right)$
Sample $m_{4}$ examples $\left(x_{1}^{(i)}, x_{2}^{(i)}\right)$.
Let $S=\left\{\left(x_{1}^{(i)}, x_{2}^{(i)}\right): h_{1}\left(x_{1}^{(i)}\right) \neq h_{2}\left(x_{2}^{(i)}\right)\right\}$.
Let $S_{2, y}=\left\{\left(x_{1}^{(i)}, x_{2}^{(i)}\right): h_{2}\left(x_{2}^{(i)}\right)=y\right\}$
$\operatorname{IF}\left(|S| / m_{4} \leq \epsilon_{3}+\epsilon_{4}\right)$ and $\left(\alpha_{y}-3 \epsilon_{4} \leq\left|S_{2, y}\right| / m_{4}\right.$ for $\left.y \in\{+1,-1\}\right)$
THEN test $\leftarrow$ TRUE ELSE test $\leftarrow$ FALSE
RETURN test

