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Abstract

We propose a novel approach to Bayesian analysis that is provably robust to outliers in
the data and often has computational advantages over standard methods. Our technique
is based on splitting the data into non-overlapping subgroups, evaluating the posterior
distribution given each independent subgroup, and then combining the resulting measures.
The main novelty of our approach is the proposed aggregation step, which is based on
the evaluation of a median in the space of probability measures equipped with a suitable
collection of distances that can be quickly and efficiently evaluated in practice. We present
both theoretical and numerical evidence illustrating the improvements achieved by our
method.

Keywords: Big data, geometric median, distributed computing, parallel MCMC, Wasser-
stein distance

1. Introduction

Contemporary data analysis problems pose several general challenges. One is resource
limitations: massive data require computer clusters for storage and processing. Another
problem occurs when data are severely contaminated by “outliers” that are not easily iden-
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tified and removed. Following Box and Tiao (1968), an outlier can be defined as “being an
observation which is suspected to be partially or wholly irrelevant because it is not generated
by the stochastic model assumed.” While the topic of robust estimation has occupied an
important place in the statistical literature for several decades and significant progress has
been made in the theory of point estimation, robust Bayesian methods are not sufficiently
well-understood.

Our main goal is to take a step towards solving these problems, proposing a general Bayesian
approach that is

(i) provably robust to the presence of outliers in the data without any specific assumptions
on their distribution or reliance on preprocessing;

(ii) scalable to big data sets through allowing computational algorithms to be implemented
in parallel for different data subsets prior to an efficient aggregation step.

The proposed approach consists in splitting the sample into disjoint parts, implementing
Markov chain Monte Carlo (MCMC) or another posterior sampling method to obtain draws
from each “subset posterior” in parallel, and then using these draws to obtain weighted
samples from the median posterior (or M-Posterior), a new probability measure which is a
(properly defined) median of a collection of subset posterior distributions. We show that,
despite the loss of “interactions” among the data in different groups, the final result still
admits strong guarantees; moreover, splitting the data gives certain advantages in terms of
robustness to outliers.

In particular, we demonstrate that the M-Posterior is a probability measure centered at the
“robust” estimator of the unknown parameter, the associated credible sets are often of the
same “width” as the credible sets obtained from the usual posterior distribution and admit
strong “frequentist” coverage guarantees (see Section 3.2 for exact statements).

The paper is organized as follows: Section 1.1 contains an overview of the existing literature
and explains the goals that we aim to achieve in this work. Section 2 introduces the
mathematical background and key facts used throughout the paper. Section 3 describes the
main theoretical results for the median posterior. Section 4 presents details of algorithms,
implementation, and numerical performance of the median posterior for several models. The
simulation study and analysis of data examples convincingly show the robustness properties
of the median posterior. In particular, we have used M-Posterior for scalable nonparametric
Bayesian modeling of joint dependence in the multivariate categorical responses collected
by the General Social Survey (gss.norc.org). Proofs that are omitted in the main text
are contained in the supplementary material.

1.1 Discussion of Related Work

A. Dasgupta remarks that (see the discussion following the work by Berger, 1994): “Exactly
what constitutes a study of Bayesian robustness is of course impossible to define.” The
popular definition which also indicates the main directions of research in this area is due to
Berger (1994): “Robust Bayesian analysis is the study of the sensitivity of Bayesian answers
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to uncertain inputs. These uncertain inputs are typically the model, prior distribution, or
utility function, or some combination thereof.” Notable works on robustness of Bayesian
procedures to model misspecification include Doksum and Lo (1990) and Hoff (2007) that
investigate methods based on conditioning on partial information, as well as a more recent
paper by Miller and Dunson (2015) who introduced the notion of the “coarsened” posterior;
however, its behavior in the presence of outliers is not explicitly addressed. Outliers are
typically accommodated by either employing heavy-tailed likelihoods (e.g., Svensen and
Bishop, 2005) or by attempting to identify and remove them as a first step (as in Box
and Tiao, 1968 or Bayarri and Berger, 1994). The common assumption in the Bayesian
literature is that the distribution of the outliers can be modeled (e.g., using a t-distribution,
contamination by a larger variance parametric distribution, etc). In this paper, we instead
bypass the need to place a model on the outliers and do not require their removal prior
to analysis; similar approach has previously been advocated by Hooker and Vidyashankar
(2014). We base inference on the median posterior, whose robustness can be formally and
precisely quantified in terms of concentration properties around the true delta measure
under the potential influence of outliers and contaminations of arbitrary nature.

Also relevant is the recent progress in scalable Bayesian algorithms. Most methods designed
for distributed computing share a common feature: they efficiently use the data subset
available to a single machine and combine the “local” results for “global” learning, while
minimizing communication among cluster machines (Smola and Narayanamurthy, 2010). A
wide variety of optimization-based approaches are available for distributed learning (Boyd
et al., 2011); however, the number of similar Bayesian methods is limited. One of the
reasons for this limitation is that Bayesian approaches typically require an approximation
to the full posterior distribution instead of just a point estimate of parameters.

Several major approaches exist for scalable Bayesian learning in a distributed setting. The
first approach independently evaluates the likelihood for each data subset across multiple
machines and returns the likelihoods to a “master” machine, where they are appropriately
combined with the prior using conditional independence assumptions of the probabilistic
model. These two steps are repeated at every MCMC iteration (see Smola and Narayana-
murthy, 2010; Agarwal and Duchi, 2012). This approach is problem-specific and involves
extensive communication among machines. The second approach uses a so-called stochastic
approximation (SA) and successively learns “noisy” approximations to the full posterior dis-
tribution using data in small mini-batches. A group of methods based on this approach uses
sampling-based techniques to explore the posterior distribution through modified Hamilto-
nian or Langevin dynamics (e.g., Welling and Teh, 2011; Ahn et al., 2012; Korattikara
et al., 2013). Unfortunately, these methods fail to accommodate discrete-valued parameters
and multimodality. Another subgroup of methods uses deterministic variational approxi-
mations and learns the variational parameters of the approximated posterior through an
optimization-based approach (see Wang et al., 2011; Hoffman et al., 2013; Broderick et al.,
2013). Although these techniques often have excellent predictive performance, it is well
known (Bishop, 2006) that variational methods tend to substantially underestimate poste-
rior uncertainty and provide a poor characterization of posterior dependence, while lacking
theoretical guarantees.
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Our approach instead falls in a class of methods which avoid extensive communication
among machines by running independent MCMC chains for each data subset and obtain-
ing draws from subset posteriors. These subset posteriors can be combined in a variety of
ways. Some of these methods simply average draws from each subset (Scott et al., 2013).
Other alternatives use an approximation to the full posterior distribution based on kernel
density estimates (Neiswanger et al., 2013) or the so-called Weierstrass transform (Wang
and Dunson, 2013). These methods have limitations related to the dimension of the param-
eter, moreover, their applicability and theoretical justification are restricted to parametric
models. Unlike the method proposed below, none of the aforementioned algorithms are
provably robust. Another closely related method is the so-called WASP (Srivastava et al.,
2015b). It is scalable but still lacks robustness guarantees.

Our work was inspired by recent multivariate median-based techniques for robust estimation
developed in Minsker (2015) (see also Hsu and Sabato, 2013; Alon et al., 1996; Lerasle and
Oliveira, 2011; Nemirovskii and David, 1983 where similar ideas were applied in different
frameworks).

2. Preliminaries

We proceed by recalling key definitions and facts which will be used throughout the paper,
followed by the definition of the M-Posterior distribution in Section 2.4.

2.1 Notation

In what follows, || - ||2 denotes the standard Euclidean distance in R? and (-, -)p, the asso-
ciated dot product.

Given a totally bounded metric space (Y, d), the packing number M (g, Y, d) is the maximal
number N such that there exist N disjoint d-balls B,..., By of radius € contained in Y,
N
i.e., U Bj - Y.
j=1
Let {pp, 0 € ©} be a family of probability density functions on RP. Let l,u : RP — Ry be

two functions such that () < u(z) for every x € RP and d?(I,u) := [ (vu—v1)?(x)dr < co.
RP
A bracket [I,u] consists of all functions g : R? — R such that I(z) < g(z) < u(z) for all

r € RP. For A C ©, the bracketing number Njj(e, 4, d) is defined as the smallest number
N

N such that there exist N brackets [l;,w;], i = 1,..., N satisfying {pg, 0 € A} C U [li, wi]
i=1

and d(l;,u;) <eforall 1 <i<N.

For y € Y, ¢, denotes the Dirac measure concentrated at y. In other words, for any Borel-
measurable B, §,(B) = I{y € B}, where I{-} is the indicator function.

We will say that k: Y x Y — R is a kernel if it is a symmetric, positive definite function.
Assume that (H, (-, -)) is a reproducing kernel Hilbert space (RKHS) of functions f : Y —
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R. Then k is a reproducing kernel for H if for any f € Hand y € Y, (f,k(-,v))g = f(v)
(see Aronszajn, 1950 for details).

For a square-integrable function f € Ly(RP), f stands for its Fourier transform. For z € R,
|| denotes the largest integer not greater than z.

Finally, given two nonnegative sequences {a,} and {b,}, we write a, < b, if a, < Cb,

for some C' > 0 and all n. Other objects and definitions are introduced in the course of
exposition when necessity arises.

2.2 Generalizations of the Univariate Median

Let Y be a normed space with norm || - ||, and let u be a probability measure on (Y, | - )
equipped with Borel g-algebra. Define the geometric median of u by

r. — argmin / (ly — ]l — [12]) p(de).
yeY Y

In this paper, we focus on the special case when p is a uniform distribution on a finite
collection of atoms z1,..., %, € Y, so that

m
Ty = medy(z1,...,2p) = argminZHy—xjH. (1)
yeY =1

The geometric median exists under rather general assumptions; for example, if Y is a
Hilbert space (this case will be our main focus; more general conditions were obtained by

Kemperman, 1987). Moreover, it is well-known that in this situation x, € co(z1, ..., Tm)—
m

the convex hull of z1, .. ., ), (meaning that there exist nonnegative o, j=1...m, > o =
j=1

m
1 such that z, = ) ajx;).
j=1

Another useful generalization of the univariate median is defined as follows. Let (Y, d) be a

metric space with metric d, and x1, ...,z € Y. Define B, to be the d-ball of minimal radius
such that it is centered at one of {x1,...,z,,} and contains at least half of these points.
Then the median medy(z1, ..., %) of z1,...,x,, is the center of B,. In other words, let

€y 1= inf{a >0: 3j=j()e{l,...,m}and I(j) C {1,...,m} such that (2)
1G)] > 2 and Vi € 1(j), dlws,z;) < 22},

Jx := j(ex«), where ties are broken arbitrarily, and set

xy = medo(z1,...,2m) = Tj,. (3)
We will say that z, is the metric median of x1,...,x,. Note that z, always belongs to
{z1,...,2m} by definition. Advantages of this definition are its generality (only metric

space structure is assumed) and simplicity of numerical evaluation since only the pairwise
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distances d(z;,z;), i,j = 1,...,m are required to compute the median. This construction
was previously employed by Nemirovskii and David (1983) in the context of stochastic
optimization and is further studied by Hsu and Sabato (2013). A closely related notion of
the median was used by Lopuhaa and Rousseeuw (1991) under the name of the “minimal
volume ellipsoid” estimator.

Finally, we recall an important property of the median (shared both by med, and medy)
which states that it transforms a collection of independent, “weakly concentrated” estima-
tors into a single estimator with significantly stronger concentration properties. Given ¢, «
such that 0 < ¢ < o < 1/2, define a nonnegative function ¥ («, q) via

_a—i-alogg. (4)
q q

Y(a,q) == (1 —a)log 11

The following result is an adaptation of Theorem 3.1 in (Minsker, 2015):

Theorem 1

a Assume that (H, | - ||) is a Hilbert space and 0y € H. Let 61,...,0,, € H be a collection
of independent random variables. Let k be a constant satisfying 0 < k < % Suppose
e > 0 is such that for all j, 1 < j<|[(1—-r)m]+1,

Pr (116 — 6]l > ) < (5)

|+~

Let O, = med,y(0y,...,0,,) be the geometric median of {1, ...,0m}. Then

P%wfwﬂ>L@gngwwW:yﬂ}m

b Assume that (Y,d) is a metric space and 6y € Y. Let él, . ,ém €Y be a collection of

independent random wvariables. Let k be a constant satisfying 0 < k < % Suppose

e > 0 is such that for all j, 1 < j<|[(1—-kr)m]+1,

Pr (d(éj,eo) > 5) < (6)

1
1
Let 0, = medo(él, e ,ém) Then

) —K 1/2-r -m
Hw@w>@gplwhw@}
Proof See Section A.l in the appendix. i

Remark 2 While we require k < 1/3 above for clarity and to keep the constants small, we
prove a slightly more general result that holds for any k < 1/2.
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Theorem 1 implies that the concentration of the geometric median of independent estimators
around the “true” parameter value improves geometrically fast with respect to the number
of such estimators, while the estimation rate is preserved, up to a constant. In our case, the
role of éj’s will be played by posterior distributions based on disjoint subsets of observations,
viewed as elements of the space of signed measures equipped with a suitable distance.

Parameter x allows taking corrupted observations into account: if the initial sample contains
not more than |km] outliers (of arbitrary nature), then at most |km] estimators amongst

{01, ...,0,,} can be affected but their median remains stable, still being close to the unknown
0o with high probability. To clarify the notion of “robustness” that such a statement
provides, assume that 61, ..., 0,, are consistent estimators of 6y based on disjoint samples

of size n/m each. If > — oo, then © — 0, hence the breakdown point of the estimator 6,
is 0 is general. However, it is able to handle a number of outliers that grows like o(n) while
preserving consistency, which is the best one can hope for without imposing any additional
assumptions on the underlying distribution, parameter of interest or nature of the outliers.

Let us also mention that the the geometric median of a collection of points in a Hilbert space
belongs to the convex hull of these points. Thus, one can think about “downweighing” some
observations (potential outliers) and increasing the weight of others, and geometric median
gives a way to formalize this approach. The median medy defined in (3) corresponds to the
extreme case when all but one weight are equal to 0. Its potential advantage lies in the
fact that its evaluation requires only the knowledge of pairwise distances d(éi, éj), 1,] =
1,...,m, see (2).

2.3 Distances Between Probability Measures

Next, we discuss the special family of distances between probability measures that will be
used throughout the paper. These distances provide the necessary structure to define and
evaluate medians in the space of measures, as discussed above. Since one of our goals was
to develop computationally efficient techniques, we focus on distances that admit accurate
numerical approximation.

Assume that (X, p) is a separable metric space, and let F = {f : X +— R} be a collection of
real-valued functions. Given two Borel probability measures P, @ on X, define

1P~ @l = sup | [ r)i(P - Q)| @
feF|1JX
Important special cases include the situation when
F=Fr:={f:0—=Rst [fllL <1}, (8)
where || f]|z := sip % is the Lipschitz constant of f.
T1#T2

It is well-known (Dudley, 2002, Theorem 11.8.2) that in this case |P — Q||x, is equal to
the Wasserstein distance (also known as the Kantorovich-Rubinstein distance)

dws,,(P,Q) = inf {Ep(X,Y) : L(X) = P, L(Y) = Q}, (9)
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where £(Z) denotes the law of a random variable Z and the infimum on the right is taken
over the set of all joint distributions of (X,Y’) with marginals P and Q.

Another fruitful structure emerges when F is a unit ball in a Reproducing Kernel Hilbert
Space (H, (-, -)y) with a reproducing kernel & : X x X — R. That is,
F=Fp:={f:X=R, |[flla:=/{Hu <1} (10)

Let Py := {P is a probability measure, [, \/k(x,2)dP(z) < oo}, and assume that P,Q €
Pr. Theorem 1 proven by Sriperumbudur et al. (2010) implies that the corresponding
distance between measures P and @ takes the form

1P~ Qlln = H [ e - Q) (1)

H

It follows that P +— [ k(z,-)dP(z) is an embedding of Pj into the Hilbert space H which
can be seen as an apphcatlon of the “kernel trick” in our setting. The Hilbert space structure

allows one to use fast numerical methods to approximate the geometric median, see Section
4 below.

Ny
Remark 3 Note that when P and Q are discrete measures (e.g., P = > Bjdz; and Q =

j=1
Ny
> ’yj5yj), then
i=1
Ny
1P = Ql% = Y BiBik(zi, z)+ (12)
ij=1
No Ni N
D ik y) =2 ) Birvik (i, ;)
ij=1 i=1 j=1

In this paper, we will only consider characteristic kernels, which means that ||[P— Q|| 7, =0
if and only if P = @. It follows from Theorem 7 in Sriperumbudur et al. (2010) that a
sufficient condition for k to be characteristic is its strict positive definiteness: we say that
k is strictly positive definite if it is bounded, measurable, and such that for all non-zero

signed Borel measures v
//k(w,y)du(x)du(y) > 0.

XxX
When X = RP, a simple sufficient criterion for the kernel k£ to be characteristic follows from
Theorem 9 in Sriperumbudur et al. (2010):

Proposition 4 Let X = RP, p > 1. Assume that k(x,y) = ¢(x — y) for some bounded,
continuous, integrable, positive-definite function ¢ : RP — R.

1. Let gg be the Fourier transform of ¢. If |$(:U)| > 0 for all x € RP, then k is character-
istic;
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2. If ¢ is compactly supported, then k is characteristic.

Remark 5 It is important to mention that in practical applications, we often deal with
empirical measures based on a collection of MCMC samples from the posterior distribution.
A natural question is the following: if P and Q are probability measures on RP and P,
Qn are their empirical versions, what is the size of the error

enn = [IP = Qllz = 1P = Qull5.|?

For i.i.d samples, a useful and favorable fact is that e, , often does not depend on D: under
weak assumptions on kernel k, e, has an upper bound of order m~Y2 4 /2 (that is,
limy,, p—oo P (em,n > C’(Trfl/2 + nfl/Q)) can be made arbitrarily small by choosing C big
enough, see Corollary 12 in Sriperumbudur et al., 2009). On the other hand, the bound
for the (stronger) Wasserstein distance is not dimension-free and is of order m~1/(D+1) 4
n~Y P+ - Similar error rates hold for empirical measures based on samples from Markov
chains used to approximate invariant distributions, including MCMC' samples (see Boissard
and Le Gouic, 2014 and Fournier and Guillin, 2015).

If X is a separable Hilbert space with dot product (-, )y and Py, P, are probability measures
with

/ |z||xdP;(z) < o0, i =1,2,
X

it will be useful to assume that the class F is chosen such that the distance between the
measures is lower bounded by the distance between their means, namely

‘ /X 2dPy(z) — /X 2dPy(z)

for some absolute constant C' > 0. Clearly, this holds if F contains the set of continuous
linear functionals L = {z — (u,z)x, u € X, |Jullx < 1/C}, since

‘ /X ©dP,(z)

In particular, this is true for the Wasserstein distance dw, ,(-, ) defined with respect to the
metric p such that p(z,y) > c1]|z — y|lx. Next, we will state a simple sufficient condition
on the kernel &(-,-) for (13) to hold for the unit ball Fy.

<O|P - P 5 (13)
X

= sup /(w,u)XdPi(a:), i=1,2.
X lullx<1JX

Proposition 6 Let X be a separable Hilbert space, kg : XX X — R - a characteristic kernel,
and define

k(l’, y) = k()(xv y) + <1’, y>X .
Then k is characteristic and satisfies (13) with C = 1.

Proof Let H; and Hs be two reproducing kernel Hilbert spaces with kernels &y and ko
respectively. It is well-known (e.g., Aronszajn, 1950) that the space corresponding to kernel
k=ki+kois

H={f=fi+f2 fi €Hi, f2€H}
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with the norm || f||% = inf{|| f1 || + || f2llZ, f1+ f2 = f}. Hence, the unit ball of H contains
the unit balls of H; and Hs, so that for any probability measures P, Q)

1P = QI > max (IP = Qllz.,. 1P — Q1 )

which easily implies the result. |

The kernels of the form k(x,y) = ko(x, y)+(z, y)x will prove especially useful in the situation
when the parameter of interest is finite-dimensional (see Section 3.2 for details).

Finally, we recall the definition of the well-known Hellinger and total variation distances.
Assume that P and @ are probability measures on R? which are absolutely continuous
with respect to Lebesgue measure with densities p and g respectively. Then the Hellinger
distance between P and @ is given by

1 2
h(P,Q) := \/2 /RD (x/p(:r) - \/Q(w)) da.
The total variation distance between two probability measures defined on a o-algebra ‘B is
IP = Qlrv = sup |[P(B) — Q(B)|.
Be®B

We are ready to introduce the median posterior (or M-Posterior) distribution.

2.4 Construction of the M-Posterior Distribution

Let {Py, 0 € ©} be a family of probability distributions over R” indexed by ©. Suppose
that for all # € ©, Py is absolutely continuous with respect to Lebesgue measure dz on RP
with dPy(-) = pg(-)dz. In what follows, we equip © with a metric (that we will refer to as
the “Hellinger metric”)

:0(91702) = h<P917P92)7 (14)

and assume that the metric space (0, p) is separable.

Let k be a characteristic kernel defined on © x ©. Kernel k defines a metric on © via

u(01,02) = [, 00) — K02 = (K01, 00) + k(6. 02) — 2k(61,0)) , (15)

where H is the RKHS associated to k. We will assume that (O, px) is separable. Note that
the Hellinger metric p(61, 62) is a particular case corresponding to the kernel

ki (01,02) := (\/Do; M>L2(dx)‘

All subsequent results apply to this special case. While this is a natural metric for the prob-
lem, the disadvantage of kg (-,-) is that it is often difficult to evaluate numerically. Instead,
we will consider metrics p; that are dominated by p (this is formalized in assumption 1).

10
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Let X1,..., X, beii.d. RP-valued random vectors defined on a probability space (2, B, P)
with unknown distribution Py := Py, for some 6y € ©. Bayesian inference of Py requires
specifying a prior distribution IT over © (equipped with the Borel o-algebra induced by
p). The posterior distribution given the observations X, := {Xi,...,X,} is a random
probability measure on © defined by

J TTiy po(Xs)dII(6)

(Bl s= g )
S)

for all Borel measurable sets B C ©. It is known (see Ghosal et al., 2000) that under rather
general assumptions the posterior distribution II,, contracts towards 6y, meaning that

I1,(0 € © : p(0,00) > enlX,) — 0

almost surely or in probability as n — oo for a suitable sequence &, — 0.

One of the questions that we address can be formulated as follows: what happens if some
observations in X, are corrupted, e.g., if X, contains outliers of arbitrary nature and mag-
nitude? Even if there is only one outlier, the usual posterior distribution might concentrate
most of its mass far from the true value 6.

We proceed with a general description of our proposed algorithm for constructing a robust
version of the posterior distribution. Let 1 < m < n/2 be an integer. Divide the sample X,
into m disjoint groups Gf, ..., Gy, of size |G;| > [n/m] each:

{X1,.... X} =JGj, GinG =0 fori#j, |G| > |n/m], j=1...m.

Jj=1

A good choice of m efficiently exploits the available computational resource while ensuring
that the groups Gjs are sufficiently large.

Let II be a prior distribution over O, and let
{H(j)(') =g, |(1Gj), 7=1,... ,m}

be the family of subset posterior distributions depending on disjoint subgroups G, j =
1,....,m:

B[HiEGj Po(Xi)dII(0)
g, |(B|Gj) = éHiGGj o (X))
Define the M-Posterior as
I, , := med, (ITY, ... TI(M), (16)
or
Il,,0 := medo (I, ... TI(™)), (17)

11
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where the medians medg(-) and medy(-) are evaluated with respect to || - ||z, or || - |7,
introduced in Section 2.2 above. Note that II, 4 and 11, o are always probability measures:
indeed, due to the aforementioned properties of a geometric median, there exists a; >
0,...,0u, >0, Zaj—lsuchthat Hng—gjozJ ), and I, 0 € {TIM (), ... TI™ ()} by

Jj=1 Jj=
definition.

While f[n,g and ﬂmo possess several nice properties (such as robustness to outliers), in
practice they often overestimate the uncertainty about 6y, especially when the number of
groups m is large: indeed, if for example 6 € R and Bernstein-von Mises theorem holds,
then each Il (-|G;) is “approximately normal” with covariance 1 ~1(6y) (here, I(f) is
the Fisher information). However, the asymptotic covariance of the posterior distribution
based on the whole sample is 1171(6y).

To overcome this difficulty, we propose a modification of our approach where the random
measures Hg{) are replaced by the stochastic approzimations Il g (:|Gj), j=1,...,m of
the full posterior distribution. To this end, define the “stochastic approximation” based on

the subsample G; as
[ica, Po(Xi)) " dII(9)

(Mico, po(x0)) " art(e) "

J
H\Gj|,m(B|Gj) = E
J
(C)

where we assume that pg'(-) is an integrable function for all f. In other words, Iljg; |, (:|G;)
is obtained as a posterior distribution given that each data point from G; is observed
m times. While each of H|G],‘7k(~\Gj) might underestimate uncertainly, the median f[f;fg

(or ﬂito) of these random measures yields credible sets with much better coverage. This
approach shows good performance in numerical experiments. One of our main results
(see Section 3.2) provides a justification for this observation, albeit, under rather strong
assumptions and for the parametric case.

3. Theoretical Analysis

We proceed with a discussion of the theoretical guarantees for the M-Posterior, starting
with the contraction rates and robustness properties.

3.1 Convergence of Posterior Distribution and Robust Bayesian Inference

Our first result establishes the “weak concentration” property of the posterior distribution
around the true parameter. Let dy := Jg, be the Dirac measure supported on §y € ©.
Recall the following version of Theorem 2.1 in Ghosal et al. (2000) (we state the result for
the Wasserstein distance dy, ,(I1,(-|X1), do) rather than the closely related contraction rate
of the posterior distribution). Here, the Wasserstein distance is evaluated with respect to
the “Hellinger metric” p(-,-) defined in (14).

12
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Theorem 7 Let X} = {X1,..., X} be an i.i.d. sample from Py. Assume that e > 0 and
©; C © are such that for some constant C > 0

(1) the packing number satisfies log M (g, 0y, p) < le7,
(2) IO\, 0)) < exp(~12(C + 4)),

2
(3) I (6 =R <log pe) <el, P <10gpe> < 5?) > exp(—Cle}).
Po Po
Then there exists R = R(C) and a universal constant K such that

~ 1 ~
Pr (dws, (00, TL(|4)) > Ry + e R ) < =+ 4e= R0, (19)
, ,

Proof The proof closely mimics the argument behind Theorem 2.1 in (Ghosal et al., 2000).
For reader’s convenience, details are outlined in Section A.2 of the appendix. |

Conditions of Theorem 7 are standard assumptions guaranteeing that the resulting posterior
distribution contracts to the true parameter 6y at the rate £,. Note that the bounds for the
distance dyw, ,(do, II;(+|A;) slightly differ from the contraction rate itself: indeed, we have

dw,, (60, I (+[ 7)) < &1 + / dI(-|25),
h(Py,Po)>e)

hence to obtain the inequality dw, ,(do, I1;(-| 1)) < €1, we usually require J dIt;(-|x;) <
h(Pp,Po)>¢i
€1, which adds an extra logarithmic factor in the parametric case.

Combination of Theorems 7 and 1 immediately yields the corollary for f[mo. Let H be the
reproducing kernel Hilbert space with the reproducing kernel

1
ke (61,62) = 9 <\/p017 \/%>L2(dx)'

Let f € H and note that, due to the reproducing property and Cauchy-Schwarz inequality,
we have

f(01) = f(02) = (f ku(-,01) — ku(-,02))y
< |l o (-, 01) = ki (-, 02) || g = 1 f 1w p(61,62). (20)
Therefore, 7, C Fr, and ||P — Q|7 < |[|P — Q|l7,, where Fj, and Fj, were defined in

(10) and (8) respectively, and the underlying metric structure is given by p. In particular,
convergence with respect to || - || 7, implies convergence with respect to || - || 7, .

Corollary 8 Let Xy,...,X,, be an i.i.d. sample from Py, and assume that ﬁn,g is defined
with respect to the norm || - ||z, as in (17) above. Set | := |n/m], assume that conditions
of Theorem 7 hold, and, moreover, that ; satisfies

1 2y 1
LR o L
ez e 7

13
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Then

Pr ( H50 — ﬁn,g

> 1.52 (Ra, n e*fﬂ&f) ) < [e¢(3/771/7>]_m <1.27™

kg

Proof It is enough to apply part (a) of Theorem 1 with x = 0 to the independent random
measures II,(-|G;), 7 = 1,...,m. Note that the “weak concentration” assumption (29) is
implied by (19). [ |

Once again, note the exponential improvement of concentration as compared to Theorem
7. It is easy to see that a similar statement holds for the median II,, o(-) defined in (17)
(even for the stronger Wasserstein distance dyw, ,(do,Il5,0)), modulo changes in constants.

Remark 9 The case when the sample X,, = {X1,...,X,} contains |km] outliers (which
can be completely arbitrary vectors in RP) for some k < 1/3 can be handled similarly. In
most examples throughout the paper, we state the results for the case k = 0 for simplicity,
keeping in mind that the generalization is a trivial corollary of Theorem 1. For example, if
we allow |km| outliers in the setup of Corollary 8, the resulting bounds becomes

Pr ( H(50 - flmg

> 152 (Rey+ e K1) ) < [eu—n)w(%ij,l/?) -
ka

While the result of the previous statement is promising, numerical approximation and sam-
pling from the “robust posterior” fln,g is often problematic due to the underlying geometry
defined by the Hellinger metric, and the associated distance || - ||, is hard to estimate in
practice. Our next goal is to derive similar guarantees for the M-Posterior evaluated with
respect to the computationally tractable family of distances discussed in Section 2.3 above.

To transfer the conclusions of Theorem 7 and Corollary 8 to the case of other kernels
Ek(-,-) and associated metrics pg(-,-), we need to guarantee the existence of tests versus the
complements of the balls in these distances. Such tests can be obtained from comparison
inequalities between distances.

Assumption 1 There exists v > 0, 7(6g) > 0 and C(0y) > 0 satisfying
d(6,00) > C(60)p}(0,600) whenever d(6,6o) < (),

where d is the Hellinger distance or the Fuclidean distance (in the parametric case).

Remark 10 When d is the Fuclidean distance, we will impose an additional mild assump-
tion guaranteeing existence of test versus the complements of the balls (for the Hellinger
distance, this is always true, see Ghosal et al., 2000). Namely, we will assume that for
every n and every pair 01,05 € O, there exists a test ¢, := op(Xy,...,X,) such that for
some v > 0 and a uniwversal constant K > 0

—Knd?(61,0
EP91¢n§e (1 2)7

sup Ep, (1 —¢pn) < ¢~ Knd?(61,62) (21)
d(0,92)<d(91,62)/2

14
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Below, we provide examples of kernels satisfying the stated assumption.

Example 1 (Exponential families) Let {Fy, 0 € © C RP} be of the form

%(m) :=pp(z) = exp (<T(a;), Oy — G(0) + q(x)>,

where (-, -)pp is the standard Euclidean dot product. Then the Hellinger distance can be
expressed as (Nielsen and Garcia, 2011)

W (Pyy. Pay) =1~ exp ( - é(G(Gl) LG — 2G(91 . 92))).

If G(0) is convex and its Hessian D*G(0) satisfies D*G(0) = A uniformly for all § € © and
some symmelric positive definite operator A : RP +— RP | then

L

h*(Py,, Pp,) > 1 — exp ( (01— 02)" A(61 — 92)>7

hence assumption 1 holds with d being the Hellinger distance, v =1, C=-L and r(6y) =1

2
for

!

k(01,02) := exp < 8(91 —02)" A6, — 92)) :

For finite-dimensional models, we will be especially interested in kernels k(-, -) such that the
associated metric pg(-,-) is bounded by the Euclidean distance. The following proposition
gives a sufficient condition for this to hold.

Assume that kernel k(- -) satisfies conditions of Proposition 4 (in particular, k is character-
istic). Recall that by Bochner’s theorem, there exists a finite nonnegative Borel measure v
such that k(0) = [ e“®0dy(z).

RP

Proposition 11 Assume that [ ||z|3dv(z) < co. Then there exists Dy > 0 depending only
p
on k such that for all 01,02,

pr(01,02) < Dy [|01 — 02, .

Proof For all z € R, |e¥* — 1 —iz| < %, implying that

pi(01,02) = ||k(-, 01) — k(-, 02) ||
= 2k(0) — 2k(0; — ) = 2 / (1 — @ =020\ gy ()

RP

< / (.61 — B2)2, di(x) < 61 — 62 / o |3du(z).
RP Rp

15
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Moreover, the result of the previous proposition clearly remains valid for kernels of the form
k(01,02) = k(61 — 02) + ¢ (01, 02) s » (22)

where ¢ > 0 and k satisfies the assumptions of proposition 11. For such a kernel, we have
the obvious lower bound p;(01,602) > \/c||01 — 02|y, hence p; is equivalent (in the strong
sense) to the Euclidean distance.

We are ready to state our main result for convergence with respect to the RKHS-induced
distance || - || 7.

Theorem 12 Assume that conditions of Theorem 7 hold with p being the Hellinger or the
Euclidean distance, and that assumption 1 is satisfied. In addition, let prior I be such that

DY = / (6, 60)dI1(0) <

for a sufficiently large W (it follows from the proof that W = % 4;2(0 is sufficient, with C

and K being the constants from the statement of Theorem 7). Then there exists a sufficiently
large R = R(6p,v) > 0 and an absolute constant K such that

~ 1 ~
Pr (1d0 — L (|0) |5, = Rey” + Dye™MI/2) < 5 4 e RIE (23)
l

Proof The result essentially follows from the combination of Theorem 7 and assumption
1, see Section A.3 for details. [ ]

Theorem 12 yields the “weak” estimate that is needed to obtain the stronger bound for the
M-Posterior distribution 11, ;. This is summarized in the following corollary:

Corollary 13 Let X4,...,X, be an i.i.d. sample from Py, and assume that ﬂn,g 1s defined
with respect to the distance |||z, as in (17) above. Letl := |n/m|. Assume that conditions
of Theorem 12 hold, and, moreover, €; is such that

= +de R < 2 =
lel 7

Then
Pr ([0 = Tlag||, = 152 (Rey” + Dye™¥41/2) ) < 1,277, (24)
Proof It is enough to apply parts (a) and (b) of Theorem 1 with x = 0 to the independent

random measures Il |(-|G;), j = 1,...,m. Note that the “weak concentration” assump-
tion (28) is implied by (23). [ |

Note that if © C R? and kernel k(-, ) is of the form (22), the previous corollary together
with proposition 6 imply that

e (0. — oo, >

where 6, = [g de[n,g (0) is the mean of ﬂn,g. In other words, this shows that the M-Posterior
mean is the robust estimator of 6.

1.52R

61> <1277m
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3.2 Bayesian Inference Based on Stochastic Approximation of the Posterior
Distribution

As we have already mentioned in Section 2.4, when the number of disjoint subgroups m
is large, the resulting M-Posterior distribution is “too flat”, which results in large credible
sets and overestimation of uncertainty. Clearly, the source of the problem is the fact that
each individual random measure Il (:|G;), j = 1,...,m is based on sample of size | ~
which can be much smaller than n.

One way to reduce the variance of each subset posterior distribution is to repeat each

observation in G; m times (although other alternatives, such as bootstrap, are possible;

for instance, bootstrap-related techniques have been investigated by Kleiner et al. (2014)

in the frequentist setting), G'j = {Gj,...,G;}. Formal application of the Bayes rule in this
—_———

m times
situation yields a collection of new measures on the parameter space:

[ (Ticq, po(X) " dI1(0)
B )
J (Mica, po(X:)) " ati(o)
S

m(B|Gj) =

J

m
where we have assumed that py(-) is integrable. Here, (HieGj Do (XZ)> can be viewed as
an approximation of the full data likelihood. We call the random measure Iljg | (-|/G;) the
j-th stochastic approximation to the full posterior distribution.

Of course, such a “correction” negatively affects coverage properties of the credible sets
associated with each measure H|Gj|(-|G ;). However, taking the median of stochastic approx-
imations yields improved coverage of the resulting M-Posterior distribution. The main goal
of this section is to establish an asymptotic statement in spirit of a Bernstein-von Mises the-
orem for the M-Posterior based on stochastic approximations H|G]."m(B\Gj), 7=1....m.

We will start by showing that under certain assumptions the upper bounds for the con-
vergence rates of Iljg | ,,(|G;) towards dp are the same as for I, (-|G;), the “standard”
posterior distribution given G;.

For A C ©, let Njj(u, A,d) be the bracketing number of {ps, 6 € A} with respect to the
2
distance d(l,u) := [ («/l(m) - \/u(x)) dx, and let
RD

HH(U, A) = log NH(U, A, d)

be the bracketing entropy. In what follows, B(0y,r) := {6 € © : h(Py, Py,) < r} denotes
the “Hellinger ball” of radius r centered at 6.

Theorem 14 (Wong et al., 1995, Theorem 1) There exist constants ¢j, j = 1,...,4
and ¢ > 0 such that if

V(¢
[ (ufes BV du < eaic?,
¢2/28
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then
l

P sup PO(X)) > emenl€® | < geealC®,

0:h(Po,P0)>C 54 Po

In particular, one can choose c; = 1/24, co = (4/27)(1/1926), ¢3 = 10 and ¢4 = (2/3)%/?/512.

In “typical” parametric problems (0 C RP), the bracketing entropy can be bounded as
Hpy(uw; B(0o,7)) < C1log(Car/u), whence the minimal ¢ that satisfies conditions of Theorem

14 is of order ¢ ~ ﬁ In particular, it is easy to check (e.g., using Theorem 2.7.11 in van der
Vaart and Wellner, 1996) that this is the case when

(a) there exists ro > 0 such that
h (Py, Poy) > K1[|0 — bol|2

whenever h (P, Py,) < ro, and

(b) there exists a > 0 such that for 6,62 € B(6y,10),

|po, (x) = po, (2)] < F(x) [|61 — 0213

with [pp F(z)dz < co.

Application of theorem 14 to the analysis of “stochastic approximations” yields the following
result.

Theorem 15
Let € > 0 be such that conditions of Theorem 14 hold with ¢ := ¢, and

(a) for some C >0

2
II <«9 1) (log pe> < 5l2, Py <10g pe) < 5?) > exp(—Clle),
Po Po

(b) kisa positive-definite kernel that satisfies assumption 1 for the Hellinger distance for
some C(0p) and v > 0.

Then there exists R = R(C,C,~) > 0 such that

_ 1 -
> RE;/’Y +e’ml512> < +4€fc202R2vl€l2'

Pr (130 — Uy (1) <
l

|7,

Proof See Section A.4 in the appendix. |

Remark 16 Note that for the kernel k(-,-) of the form (22), assumption 1 reduces to the
inequality between the Hellinger and Euclidean distances.

18



ROBUST AND SCALABLE BAYES

As before, Theorem 1 combined with the “weak concentration” inequality of Theorem 15
gives stronger guarantees for the median Hffg (or its alternative Hf;“o) of

Exact statement is very similar in spirit to Corollary 13.

Our next goal is to obtain the result describing the asymptotic behavior of the M-Posterior
distribution flffo in the parametric case. We start with a result that addresses each in-
dividual stochastic approximation H|Gj\,m("Gj); j=1,...,m. Assume that © C R? has
non-empty interior. For 6 € O, let

T
16) = By, [(fe fogm(X) ( 3 toepa(X) ) ]

be the Fisher information matrix (we are assuming that it is well-defined). We will say that
the family {Py, 6 € ©} is differentiable in quadratic mean (see Chapter 7 in van der Vaart,
2000 for details) if there exists £, : R” ~— RP such that

1 7 ?
[, (Ve = o = 3, ) = o013

as h — 0; usually, fg(z) = % log pg(x). Next, define

l
1 B .
Apg, = i D 1700y (X;).
j=1

We will first state a preliminary result for each individual “subset posterior” distribution:

Proposition 17 Let Xy,...,X; be an i.i.d. sample from Py, for some 0y in the interior of
O. Assume that

(a) the family {Py, 0 € O} is differentiable in quadratic mean;

(b) the prior II has a density (with respect to the Lebesque measure) that is continuous and
positive in the neighborhood of 0;

¢) conditions of Theorem 14 hold with ( = < for some C > 0 and l large enough.
Vi
Then for any integer m > 1,

= —1
ViTl-m (6o)

—0
TV

HHl’m(.‘XI’ - 7Xl) — N <(90 +

in Py, -probability as | — oo.

Proof The proof follows standard steps (e.g., Theorem 10.1 in van der Vaart, 2000), where
the existence of tests is substituted by the inequality of Theorem 14. See Section A.5 in the
appendix for details. [ ]

The implication of this result for the M-Posterior is the following: if k£ is the kernel of
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type (22), for sufficiently regular parametric families (differentiable in quadratic mean, with
“well-behaved” bracketing numbers, satisfying assumption 1 for the Euclidean distance with
~v = 1) and regular priors, then

(a) the M-Posterior is well approximated by a normal distribution centered at the “robust”
estimator 6* of unknown 6;

(b) the estimator 6* is a center of the confidence set of level 1.157 and diameter of order

m

™ (same as we would expect for this level for the usual posterior distribution -

however, the bound for the M-Posterior holds for finite sample sizes).
This is formalized below:

Theorem 18

(a) Let k be the kernel of type (22), and suppose that the assumptions of Proposition 17
hold. Moreover, let the prior II be such that [g, ||0]|3d11(8) < co. Then for any fized
m > 1,

A 1
it (. )

— 0 as n — oo,
vV

in Py, -probability when n — oo, where 0" is the mean of fI?fO.

(b) Assume that conditions (a), (b) of Theorem 15 hold with

==\

and v = 1. Then for all n > ng and R large enough,

Pr (||0* —ol, > R (sl v e—mk?)) <1.157™.

Proof (a) It is easy to see that convergence in total variation norm, together with an
assumption that the prior distribution satisfies

[ 1oiBance) < o,
RP

implies that the expectations converge in Py, -probability as well:

Ag, 1
0 | dIl; (0]X) — dN (6 20 ——1(60) ) (6
| [0 (o - av (w+ 22 L) 0)
Together with an observation that the total variation distance between N (i1, ) and N (ug, X2)

is bounded by the multiple of |1 — p2l|,, it implies that we can replace 6y + A\%O by the
mean

— 0 as ! — oo.
2

Om(X1,..., X)) ;:/ 0d11; ., (0] X)),
(C]
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in other words, the conclusion of Proposition 17 can be stated as

in Py,-probability. Now assume that m = |7] is fixed, and let n,] — oco. As before, let
G1,...,Gpy, be disjoint groups of i.i.d. observations from P, of cardinality / each. Recall
that, by the definition (3) of medg(-), H?fo = II; (| A7, ) for some I, < m, and 6* := 6, ,,

is the mean of Hi&). Clearly, we have

— 0 as ] — oo,
TV

- 1
0,1 = N (0, —— 110
IR ()

1
mt - N (e, — 1! <
' 7,0 <0 "T-m (90)) v >
- 1
max |1l (-|Gj) = N <917m(Gj), 1_1(00)> — 0 asn— oo. (25)
j=1,....m l-m vV

(b) Let ¢; > C'\/; where C' large enough so that

i +46—6262R218l2 < 1

le? 4’
where ca, R are the same as in Theorem 15. Applying Theorem 15, we get
Pr (10, — Mo (1) 5, > Rer e ™) < 1.
By part (b) of Theorem 1,

st
HHn,O - 590

<3 (Rsl + e—mlef)
T

with probability > 1 — 1.15"™. Since kernel k is of the type (22), proposition (6) implies
that

16— Boll, < L35y — 4,

- (26)

and the result follows.

In particular, for m = Alog(n) and g ~ /™, we obtain the bound

Ny
Pr <|ye* —Golla > R Og”) <n 4.

n

for some constant R independent of m. Note that 6* itself depends on m, hence this bound

is not uniform, and holds only for a given confidence level 1 — n=4.

It is convenient to interpret this (informally) in terms of the credible sets: to obtain the
credible set with “frequentist” coverage level > 1 — n~4, pick m = Alogn and use the
(1 —n~4) - credible set of the M-Posterior Hffo.
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Algorithm 1 Evaluating the geometric median of probability distributions via Weiszfeld’s
algorithm

Input:
1. Discrete measures Q1,...,Qm;
2. The kernel k(+,-) : R? x RP — R;
3. Threshold ¢ > 0;

Initialize:
1. Set w](_o) = %, j=1...m;
2. Set Q= L 3 Qy;
=1
repeat

Starting from ¢ = 0, for each j =1,...,m:

1987 —Q; 1 7, ®
; (apply (12) to evaluate ||Qs” — Qi 7, );

1. Update wj(-tﬂ) = m
> 1987 -Qill %,

2. Update ng“) =3 w](-tH)Qj;
j=1

until [QY - Q|5 <&
Return: w, := (wgt“)7 o wi ).

4. Numerical Algorithms and Examples

In this section, we consider examples and applications in which comparisons are made for
the inference based on the usual posterior distribution and on the M-Posterior. One of
the well-known and computationally efficient ways to find the geometric median in Hilbert
spaces is the famous Weiszfeld’s algorithm, introduced in Weiszfeld (1936). Details of
implementation are described in Algorithms 1 and 2. Algorithm 1 is a particular case of
Weiszfeld’s algorithm applied to subset posterior distributions and distance || - || 7, while
Algorithm 2 shows how to obtain an approximation to M-Posterior given the samples from
I, m(-|Gj), j =1...m. Note that the subset posteriors I, ,,(:|G;) whose “weights” w,_; in
the expression of the M-Posterior are small (in our case, smaller than 1/(2m)) are excluded
from the analysis. Our extensive simulations show the empirical evidence in favor of this
additional thresholding step.

Detailed discussion of convergence rates and acceleration techniques for Weiszfeld’s method
from the viewpoint of modern optimization can be found in Beck and Sabach (2013). For al-
ternative approaches and extensions of Weiszfeld’s algorithm, see Bose et al. (2003), Ostresh
(1978), Overton (1983), Chandrasekaran and Tamir (1990), Cardot et al. (2012), Cardot
et al. (2013), among other works.

In all numerical simulations below, we use stochastic approximations and the corresponding

M-Posterior ﬂ%Fg, unless noted otherwise. The posterior ﬂffo based on the metric median

is mainly of theoretical interest, while numerical results obtained for it are typically inferior
compared to the geometric median, so we do not discuss them further.
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Algorithm 2 Approximating the M-Posterior distribution

Input:
1. Samples {ij}fil ~Inm(:|Gj), 7 =1...m (see equation (18));
Do:
S;
1. Qj =5 > 0z,,,j=1...m - empirical approximations of I, . (:|G;).
Ti=1 7
2. Apply Algorithm 1 to Q1,...,Qm; return wy = (We,1 ... We,m);
3. For j =1,...,m, set W; := w. ;I{w.; > 5}; define ] := w;/ Y 7" | ;.

Return: ﬂit,g =07 Wy Qs

Before presenting the results of numerical analysis, let us remark on two important compu-
tational aspects.

Remark 19

(a) The number of subsets m appears as a “free parameter” entering the theoretical guar-
antees for M-Posterior. One interpretation of m (in terms of the credible sets) is given in
the end of Section 3.2. Our results also imply that partitioning the data into m = 2k + 1
subsets guarantees robustness to the presence of k outliers of arbitrary nature.

In many applications, m is dictated by the sample size and computational resources (e.q., the
number of available machines). In Section A.6, we describe a heuristic approach to selection
of m that shows good practical performance. As a rule of a thumb, we recommend choosing
m < y/n as larger values of m lead to an M-Posterior that overestimates uncertainty. This
heuristic is supported by the numerical results presented below.

(b) It is easy to get a general idea regarding the potential improvement in computational
time complexity achieved by the M-Posterior. Given the data set X, = {X1,...,Xp} of
size n, let t(n) be the running time of the algorithm (e.g., MCMC) that outputs a single
observation from the posterior distribution I1,,(-|X,). If the goal is to obtain S samples from
the posterior, then the total running time is O (S - t(n)). Let us compare this time with the
running time needed to obtain S samples from the M -posterior given that the algorithm is
running on m machines in parallel. In this case, we need to generate O (S) samples from
each of m subset posteriors, which is done in time O (S -t (%)), where S is typically large
and m < n. According to Theorem 7.1 in Beck and Sabach (2013), Weiszfeld’s algorithm
approzimates the M-Posterior to degree of accuracy € in at most O(1/e) steps, and each of
these steps has complexity O(S?) (which follows from (12)), so that the total running time

O<S-t(:l)+5:>. (27)
o

The term == can be refined in several ways via application of more advanced optimization
techniques (see the aforementioned references). If, for example, t(n) ~ n" for some r > 1,
then % -t (%) ~ ﬁSnT which should be compared to S - n" required by the standard

approach.
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To give a specific example, consider an application of (27) in the context of Gaussian process
(GP) regression. If n is the number of training samples, then GP regression has O(n?®) +
O(Sn?) asymptotic time complexity to obtain S samples from the posterior distribution
of GP (Rasmussen and Williams, 2006, Algorithm 2.1). Assuming we have access to m
machines, the time complexity to obtain S samples from M-Posterior in GP regression is

O ((%)3 +S5 (%)2 + Si) If for example S = cn for some ¢ > 0 and m? < ne, we get

3
O(m?) improvement in running time.

(c) In many cases, replacing the “subset posterior” by the stochastic approximation does not
result in increased sampling complexity: indeed, the log-likelihood in the sampling algorithm
for the subset posterior is simply multiplied by m to obtain the sampler for the stochastic
approximation. We have included the description of a modified Dirichlet mixture model in
the supplementary material as an illustration.

4.1 Numerical Analysis: Simulated Data
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Figure 1: Effect of the outlier on empirical coverage of (1-a)100% credible intervals (CIs).
The x-axis represents the outlier magnitude. The y-axis represents the empirical
coverage computed from 50 simulation replications. The dotted horizontal lines
show the theoretical frequentist coverage.

This section demonstrates the effect of magnitude of an outlier on the posterior distribution
of the mean parameter y. We empirically show that M-Posterior of p is a robust alternative
to the overall posterior. To this end, we used the simplest univariate Gaussian model
{PM :N(,U,,l), 2 € R}

We simulated 25 data sets containing 200 observations each. Each data set x; = (21, ..., % 200)
contained 199 independent observations from the standard Gaussian distribution (x;; ~
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N(0,1) fori=1,...,25 and j = 1,...,199). The last entry in each data set, x; 200, was an
outlier, and its value increased linearly for ¢ = 1,...,25: ;200 = imax(|z; 1], ..., |zi199]).
The index of outlier was unknown to every sampling algorithm. The true variance of obser-
vations was fixed at 1 and was assumed to be known. The algorithms for sampling from the
subset and overall posterior distributions of y were implemented using Stan language (Car-
penter et al., 2016) based on Stan’s default Gaussian prior on u. We used two likelihoods for
the data, one was the standard Gaussian likelihood and the other was a (more robust) Stu-
dent’s t-distribution likelihood with 3 degrees of freedom (t3). We generated 1000 samples
from each posterior distribution Ilogg(+| x;) for i = 1,...,25. Setting m = 10 in Algorithm 1,
we generated 1000 samples from every subset posterior Ilzp0,10(:|Gj4), 7 = 1,...,10 to form
the empirical measures ();;; here, Ujl-ozlGj,i = x;. Using these Q;;s, Algorithm 2 generated
10000 samples from the M-Posterior f[gtom ,(|x:) for each i = 1,...,25. This process was
replicated 50 times.

=020 ® «=015 ® =010 ® «=005 @

1

0.20

0.15

0.10

Relative difference in M- and Overall Posterior Cl lengths

1234567 8 910111213141516171819202122232425
Relative magnitude of the outlier

Figure 2: Calibration of uncertainty quantification of M-Posterior. The x-axis represents
the outlier magnitude that increases from 1 to 25. The y-axis represents the
relative difference between M-Posterior and overall posterior CI lengths. A value
close to 0 represents that the M-Posterior Cls are well-calibrated.

We used Consensus MCMC (Scott et al., 2013) and WASP (Srivastava et al., 2015a) as
representative methods for scalable MCMC approach, and compared their performance
with M-Posterior. Across 50 simulation replications with the Gaussian and t¢3 likelihood,
we estimated the empirical coverage of (1-a)100% credible intervals (CIs) for the “consensus
posterior”, WASP, the overall posterior, and the M-Posterior for o = 0.2,0.15,0.10, and
0.05. The empirical coverages of M-Posterior’s Cls showed robustness to magnitude of
the outlier in the Gaussian likelihood model. On the contrary, performance of the WASP,
consensus posterior and overall posterior deteriorated fairly quickly across all a’s leading to
0% empirical coverage as magnitude of the outlier increased from i = 1 to ¢ = 25 (Figure
1). When the more robust t3 likelihood was used, empirical coverages of Cls computed
using the four methods were close to their theoretical values for all four o’s. We compared
uncertainty quantification of the M-Posterior with that of the overall posterior using relative
lengths of their Cls, with zero value corresponding to identical lengths and a positive value
to wider CIs of the M-Posterior. We found that widths of CIs for both posteriors were
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Figure 3: Effect of stochastic approximation on empirical coverage of (1-a)100% CIs. The
x-axis represents the outlier magnitude that increases from 1 to 25. The y-axis
represents the fraction of times the Cls of M-Posteriors with and without stochas-
tic approximation include the true mean over 50 replications. The horizontal lines
(in violet) show the theoretical frequentist coverage.
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Figure 4: Effect of stochastic approximation on the length of (1-a)100% CIs. The x-axis
represents the outlier magnitude that increases from 1 to 25. The y-axis repre-
sents the differences in the lengths of the Cls of M-Posteriors without and with
stochastic approximation.

fairly similar for ¢ = 1,...,25, with M-Posterior’s Cls being slightly wider in absence of
large outliers (Figure 2).

Stochastic approximation was important for proper calibration of uncertainty quantification.
The empirical coverages of (1-a)100% ClIs of the M-Posterior without stochastic approxima-
tion overcompensated for uncertainty at all levels of « (Figure 3). Similarly, lengths of the
CIs of M-Posterior without stochastic approximation are wider than those with stochastic
approximation (Figure 4). Both these observations showed that stochastic approximation
led to shorter Cls for M-Posterior that had empirical coverages close to their theoretical
values.

The number of subsets m had an effect on credible interval length of the M-Posterior. We
modified the simulation above and generated 1000 observations x, with the last 10 obser-
vations in x being outliers with value z; = 25 max(|z1|, ..., |zg9ol), j = 991,...,1000. The
simulation setup was replicated 50 times. M-Posteriors were obtained for m = 16, 18, ..., 40, 50, 60.
Across all values of m, M-Posterior’s CI was compared to the CI of the overall posterior
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Figure 5: (a) Effect of m on the length of (1-)100% CIs. The x-axis represents different
choices of m. The y-axis represents the relative difference between M-Posterior
and overall posterior CI lengths (median across all 25 outlier magnitudes and 50
replications). (b) Computation time to estimate overall posterior and M-Posterior
(M) with m = 10 and m = 20 in real data analysis.

after removing the outliers; the relative difference of M-Posterior and the overall posterior
CI lengths decreases for m > 22 > 2k, where kK = 10 is the number of outliers, remains
stable as m increases to m = 38, and grows for larger values of m (Figure 5a). This demon-
strates that inference based on M-Posterior was not too sensitive to the choice of m for a
wide range of values.

4.2 Real Data Analysis: General Social Survey

The General Social Survey (GSS; gss.norc.org) has collected responses to questions about
evolution of American society since 1972. We selected data for 9 questions from different
social topics: “happy” (happy), “Bible is a word of God” (bible), “support capital punish-
ment” (cap), “support legalization of marijuana” (grass), “support premarital sex” (pre),
“approve bible prayer in public schools” (prayer), “expect US to be in world war in 10
years” (uswar), “approve homosexual sex relations” (homo), “support abortion” (abort).
These questions were in the survey since 1988 and their answers were converted to two
levels: yes or mo. Missing data were imputed based on the average, resulting in a data set
with approximately 28,000 respondents.

We use a Dirichlet process (DP) mixture of product multinomial distributions, probabilistic
parafac (p-parafac), to model the multivariate dependence among the 9 questions. Let

cx € {yes,no} represent the response to kth question, k =1,...,9, then ., ., is the joint
probability of response ¢ = (cy,...,c9) for the 9 questions. Using ., . .., we estimated
the joint probability of response to two questions m, ., for every i and j in {1,...,9}; see

Section 6 of the supplementary material for the p-parafac generative model and sampling
algorithms. The GSS data were randomly split into 10 test and training data sets. Samples
from the overall posteriors of m, ;s were obtained using the Gibbs sampling algorithm of
Dunson and Xing (2009). We chose m as 10 and 20 and estimated M-Posteriors for 7, ;s in
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four steps: training data were randomly split into m subsets, samples from subset posteriors
were obtained after modifying the original sampler using stochastic approximation, weights
of subsets posteriors were estimated using Algorithm 2, and atoms with estimated weights

below QL
m

were removed.

M-Posterior had similar uncertainty quantification as the overall posterior while being more
efficient. M-Posterior was at least 10 (m = 20) and 8 times (m = 10) faster than the overall
posterior and it used less than 25% of the memory resources required by the overall posterior
(Figure 5b). The lengths of credible intervals for 7., ;s obtained using the overall posterior
and the two M-Posteriors were very similar, but the overall posterior’s coverage of the
maximum likelihood estimators for Teic;S obtained from the test data was worse than that

of the two M-Posteriors (Table 1).

Empirical Coverage of (1-a)100% Credible Intervals

o 0.05 0.10 0.15 0.20
Overall Posterior | 0.56 (0.10) | 0.52 (0.01) | 0.49 (0.02) | 0.46 (0.02)
M-Posterior (m = 10) | 0.71 (0.02) | 0.65 (0.04) | 0.62 (0.04) | 0.60 (0.04)
M-Posterior (m = 20) | 0.74 (0.03) | 0.70 (0.03) | 0.66 (0.03) | 0.63 (0.03)

Length of (1-a)100% Credible Intervals (in 10~2)

o 0.05 0.10 0.15 0.20
Overall Posterior | 1.20 (0.12) | 1.08 (0.11) | 1.00 (0.10) | 0.95 (0.10)
M-Posterior (m = 10) | 1.70 (0.13) | 1.54 (0.12) | 1.43 (0.11) | 1.35 (0.10)
M-Posterior (m = 20) | 1.88 (0.11) | 1.70 (0.10) | 1.59 (0.09) | 1.49 (0.09)

Table 1: Empirical coverage and lengths of (1-a)100% credible intervals. The results are
averaged across all joint probabilities 7., ..s and 10 folds of cross-validation. Monte
Carlo errors are in parentheses.
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Appendix A. Proofs.
A.1 Proof of Theorem 1

We will prove a slightly more general result:
Theorem 20

a Assume that (H, |- ||) is a Hilbert space and 0y € H. Let 0y,...,0,, € H be a collection of
independent random variables. Let the constants o, q,7y be such that 0 < ¢ < a < 1/2,
and 0 <y < %_g. Suppose € > 0 is such that for all j, 1 < j < [(1 —~)m] +1,

Pr (Héj — G| > 5) <q (28)
Let 0, = medy(0y,. . .,0,,) be the geometric median of {6y, ...,0,}. Then

Pr (Hé* — || > Ca&) < [eu—w(?_;,q)} "

where Co = (1 — )/ 1252

b Assume that (Y,d) is a metric space and 6y € Y. Let él,...,ém € Y be a collection
of independent random variables. Let the constants q,7y be such that 0 < ¢ < % and

0<y< 1/127__(;1. Suppose € > 0 are such that for all j, 1 < j <|[(1—~)m] +1,
Pr (d(éj, 0o) > 5) <q. (29)

Let 0, = medg(0y,...,0,,). Then

Pr (d(g*, 0o) > 35) < efm(lf’y)l/’(lﬁ;ﬂvq)'

To get the bound stated in the paper, take g = % and o = % in part (a) and ¢ = % in part

b.

We start by proving part a. To this end, we will need the following lemma (see lemma 2.1
in Minsker, 2015):

Lemma 21 Let H be a Hilbert space, x1, ..., %, € H and let x4 be their geometric median.
Fiz o € (0,%) and assume that z € H is such that |z, — z|| > Cur, where

Ca=(1=a)\[T5;

and r > 0. Then there exists a subset J C {1,...,m} of cardinality |J| > am such that for
allje J, ||lxj —z| >r.
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Assume that event £ := {Hé* — bp| > C’as} occurs. Lemma 21 implies that there exists a
subset J C {1,...,m} of cardinality |J| > ak such that ||é] — 6| > € for all j € J, hence

m

Pr(£) < Pr Zf{y\éj—eou>g}>am <
j=1
[(1=y)m]+1
7 (L —y)m] +1

P 1418; — gl > > — <
: Z {165 = 00l > e} > (@ =g | <

[—pml+1 -
Pr ]2 1{||9j—90||>s}>1_7(L(1_7)mj+1)

If W has Binomial distribution W ~ B([(1 —v)m] + 1, ¢), then

L(1—~)m)
Pr< > Hf{yéj—eou >€} > %(L(l—v)mj +1)> <

=1

pr (> S22 (1= )m) + 1))

(see Lemma 23 in Lerasle and Oliveira, 2011 for a rigorous proof of this fact). Chernoff
bound (e.g., Proposition A.6.1 in van der Vaart and Wellner, 1996), together with an obvious
bound |(1 —v)m| + 1> (1 —~)m, implies that

pr (W > S22 (1= ) +1)) < exp (-l =) ($5200) )
11—~ 1—7
To establish part b, we proceed as follows: let £ be the event

& = {more than a half of events d(6;,6p) < e, j =1...m occur}.

Assume that £ occurs. Then we clearly have e, < e, where ¢, is defined in equation (2.2)
of the paper: indeed, for any 6;,, 0;, such that d(éji,ﬁo) < e, i = 1,2, triangle inequality
gives d(0j,,0;,) < 2¢. By the definition of é*, inequality d(é*, éj) < 2¢, < 2¢ holds for at
least a half of {él, .. .,ém}, hence, it holds for some 95 with d(é;,ﬁo) < e. In turn, this

implies (by triangle inequality) d(6s,6p) < 3. We conclude that
Pr (d(é*, 00) > 38) < Pr(&).
The rest of the proof repeats the argument of part a since
Pr(€f) =Pr | Y I {d(éj, 0o) > g} >
where &7 is the complement of &;.
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A.2 Proof of Theorem 7

By the definition of Wasserstein distance dy,,
G0, THC10) = [ (6. 00)am(015,..... X)), (30)

(recall that p is the Hellinger distance). Let R be a large enough constant to be determined
later. Note that the Hellinger distance is uniformly bounded by 1. Using (30), it is easy to
see that
dw GonTU(10) < Rert [ dm(1) (31)
p(0700)2R€l

To this end, it remains to estimate the second term in the sum above. We will follow the
proof of Theorem 2.1 in Ghosal et al. (2000). Bayes formula implies that

/ I 1po< 1)dII(0)
fl_[z 1 p l)dH(9>

Hl(9 : p(@, 90) Z RE[‘.)C'[) =
p(9700)2R5

2
A= {9 =P (1ogp9> < 512,]30 (logpg> < 512} .
Po Po

For any C7 > 0, Lemma 8.1 Ghosal et al. (2000) yields

Let

!
Do 9 1
| | —(X; < — (1 < —
@/i:1 po( 1)dQ(0) < eXp( (14 C’l)lal) < o

for every probability measure Q on the set A;. Moreover, by the assumption on the prior
I,
II(A}) > exp (—Cle7) .

Consequently, with probability at least 1 — ﬁ,
1=

l
/H % ) > exp (= (1+ OOl TI(AY) > exp(—(1 + C1 + O)led).

!
Define the event B; = {f [T B2(X;)dll(0) < exp ( -(1+C+ C’)lelz) }
0 i=1

Let ©; be the set satisfying conditions of Theorem 3.1. Then by Theorem 7.1 in Ghosal
et al. (2000), there exist test functions ¢; := ¢;(X1,...,X;) and a universal constant K
such that

EPO¢Z < 26_Kl€l27 (32)
sup Ep,(1— ¢p) < e K

ee@l,h(Pg,Po)ZREl
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where KR? — 1 > K.
Note that
IL(0 : p(0,60p) > Rey| X1,...,Xp) =1L(0: p(0,6p) > Rey| X1,...,X1) (o1 +1— ¢y).
For the first term,
Ep, [HZ(Q 1 p(0,600) > Rey| X1,..., X)) - | < Epyyy < 2e7 K040 (33)
Next, by the definition of B;, we have
I (0 : p(0,00) = Rey| X)) (1 — &) =
[ Thic B(X0)dT(0) (1 - 1)

p(9790)>R5l

IHZ 1p0 2)dH(9)

(I{Bi} + I{B;})

l

< I{By} + eI+C1+ON T2 i)t — é). (34)
4
p(0.00)>Re; =1 ’

To estimate the second term of last equation, note that

EPO / Hp9 1_¢l)

p(6,60)>Re; = P

l
( / Hi— NdII(0)(1 — ¢y) + / H% 1—6251))_
9ce\e; * {©inp(0,00)>Re;} =1

II(6\6;) + / (H P x )(1 - ¢l)) < (35)

{©:Np(0,00})>Re
e—zef(c+4) + e—KR2~lel2 < 2€—lsf(c+4)

for R > \/(C +4)/K. Set C; = 1 and note that I{B;} = 1 with probability P(B;) < 1/Ie7.
It follows from (33), (34) and (35) and Chebyshev’s inequality that for any ¢ > 0
2¢~Klel 2exp (—2le?)
+ t
_ 2
< 2¢Kleg n 2 exp (—2[8%) '
lej t t

Pr (HZ(Q . p(0,00) > Rey| X)) > t) < Pr(B) +

Finally, for a constant K = min(K/2,1) and t = e~ Kt we obtain
1
Pr (HZ(G . p(0,00) > Rey| X)) > t) < o+ 2¢ NP 4 exp (—1ef)
€

< i+4e KlEl
l€l

which yields the result.
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A.3 Proof of Theorem 12
From equation (20) in the paper and proceeding as in proof of Theorem 7, we get that

100 — IL(-[X) || 7, < REI/W / pr(8, 00)dII; (- A7).

p(0,00)>Rel’”
By Holder’s inequality,

[ o <
Pk (0,00)21%511/7
1w 1/q
[ sk @.ou)amcian [ e
© pr(0,00)>Re;’"
with w > 1 and ¢ = %5

Define the event

l
@/Hl %(Xi)dH(Q) > exp (= (1+C1 + O)lef)

Following in the proof of Theorem 3.1, we note that Pr(B;) > 1 —
C, C are the same as in the proof of Theorem 7). Also, note that

B [/pkeeolﬁl

_1
I (where constants

- / 52 (0, 00)dTI(6)
©

Hence, with probability > 1 — e*f(lgf7

l

/@ o (6,00) [ 22 (X)dri(e) < Kt /@ o (0, 60)dTI(6),

i=1 P0
where K = min(K/2,1) is the same universal constant as in the proof of Theorem 7. Writing

1/w 1/w
[ sk @00)am16)

e

[f@ P (0 QO)HZ 1p & (X4)dIL(0)
f@ i=1 po )dH(Q)

we deduce that with probability > 1 — e~ K& — 1—2 (where we set C := 1),
1/w

2+c+f<l€l2

[ ool < [/@ pw,ewdn(mr/w.

S}

33



MINSKER ET AL.

By Theorem 7.1 in Ghosal et al. (2000), there exist test functions ¢; := ¢;(X1,...,X;) and
a universal constant K such that

72
EP0¢>l < 2e Klal?

P22
swp  Epy(1—d) < e KR,
0€®l7d(0700)2R6l

where KR?—1 > K and d(-, -) is the Hellinger or Euclidean distance. It immediately follows
from Assumption 3.4 that

{05 p(6,60) = Co00)Re1} 2 {0 pi(6,60) > B},
hence the test functions ¢; (for R := Cy(fp)R?) satisfy

EP0¢I < 2€7Kl8127 (36)

_ 2 7.2
sup Ep,(1—¢y) < e ML
0€0y,p1,(6,00)>Re;’”

Repeating the steps of the proof of Theorem 7, we see that if R is chosen large enough, then

[ e < e
Pk (9,90)23611/7

with probability > 1 — % — 4 Kief Combining the bounds, we obtain that, for w :=

2
€]

. .1 K2
% + 4;%(0, with probability > 1 — é — beKlei |

N 1/w
[ oG < [ /@ p;:w,eo)cm(e)] ,
p(6,60)>Re}’”

hence the result follows.

A.4 Proof of Theorem 15
The proof strategy is similar to Theorem 7. Note that
v, G0 W (120) < Rer b [ dmla), (37)
h(Pg,Po)zREl

where h(-,-) is the Hellinger distance.
Let & = {0 : h(Py, Py) > Re;}. By the definition of II,, ,,, we have

J (I 22x)) " o)

&

J (T Bexp) " amo)

Hn,m(gl ’/Yl) -
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To bound the denominator from below, we proceed as before. Let

2
0, = {9 =P (logpe> < sl2,P0 (logpe> < 5%} .
Po Po

Let B; be the event defined by

I m
/ H@(Xi) dQ(0) < exp(—2mlej) ¢,
J iq Po

where @ is a probability measure supported on ©;. Lemma 8.1 in Ghosal et al. (2000)
yields that Pr(B;) < lg% for any @, in particular, for the conditional distribution II(-|©;).
l

We conclude that

m

l
/ H @(Xj) dT1(0) > T1(0;) exp(—2mie?) > exp(—(2m + O)led).

To estimate the numerator in (38), note that if Theorem 3.10 holds for v = g, then it also
holds for v = Le; for any L > 1. This observation implies that

m

l
sup H ]i < e—clRleal2
0e&; j=1 p
with probability > 1 — 46*02R215l2, hence
l m
1 Po

g \J=

with the same probability. Choose R = R(C) large enough so that c;mR? > 3m + C.
Putting the bounds for the numerator and denominator of (38) together, we get that with
probability > 1 — 46_62R2l€l

l

I, 00 (6] ) < e

The result now follows from (37).

A.5 Proof of Proposition 17

The proof follows a standard pattern: on the first step, we show that it is enough to consider
the posterior obtained from the prior restricted to a large compact set, and then proving
the theorem for the prior with compact support. The second part mimics the classical
argument exactly (e.g., see van der Vaart, 2000).
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To show that one can restrict the prior to the compact set, it is enough to establish that
for R large enough and & := {6 : ||6 — 6o|| > \%},

J (e B 0x) " o)
I, m (&%) = g (Hézl %(Xj))mdﬂ(e)

can be made arbitrarily small. This follows from the inclusion

- R
ECRO:h(Py,FPy)>C—
<foarnot)
(due to the assumed inequality between Hellinger and Euclidean distances) and the bounds
for the numerator and the denominator of (39) established in the proof of Theorem 15.

A.6 Selection of the optimal number of subsets m

The following heuristic approach picks the median among the candidate M-posteriors.
Namely, start by evaluating the M-Posterior for each m in the range of candidate values
[mq, ma]:
T8,y = medy (TIY, ... TIT™)),
0, o= medy (11, ..., 1y )

)

A

118,y = med, (11, ..., TI{™)

and choose my € [my, mg] such that

M7 = med (ﬂg 1 ...,ﬂg,mz) , (40)

n,mi’ - n,mi+1’

where medy is the metric median defined in (3) in Section 2.2.
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Figure 6: Kernel density estimators of subset posteriors (dashed), M-Posterior with m = 10
(blue) and m = 20 (violet), and the overall posterior (red) for the four responses.
In particular, the model “recognizes” that “expect US to be in world war in 10
years” (uswar) and “support abortion” (abort) should be independent.

M. J. Bayarri and James O. Berger. Robust Bayesian bounds for outlier detection. Recent
Advances in Statistics and Probability, pages 175-190, 1994.

Amir Beck and Shoham Sabach. Weiszfeld’s method: old and new results. Preprint,
2013. Available at https://iew3.technion.ac.il/Home/Users/becka/Weiszfeld_
review-v3.pdf.

James O. Berger. An overview of robust Bayesian analysis. Test, 3(1):5-124, 1994.

Christopher M. Bishop. Pattern Recognition and Machine Learning. Springer, New York,
2006.

37



MINSKER ET AL.

Emmanuel Boissard and Thibaut Le Gouic. On the mean speed of convergence of empirical
and occupation measures in wasserstein distance. Ann. Inst. H. Poincaré Probab. Statist.,
50(2):539-563, 2014.

Prosenjit Bose, Anil Maheshwari, and Pat Morin. Fast approximations for sums of distances,
clustering, and the Fermat—Weber problem. Computational Geometry, 24(3):135-146,
2003.

George EP Box and George C Tiao. A Bayesian approach to some outlier problems.
Biometrika, 55(1):119-129, 1968.

Stephen Boyd, Neal Parikh, Eric Chu, Borja Peleato, and Jonathan Eckstein. Distributed
optimization and statistical learning via the alternating direction method of multipliers.
Foundations and Trends in Machine Learning, 3(1):1-122, 2011.

Tamara Broderick, Nicholas Boyd, Andre Wibisono, Ashia C Wilson, and Michael Jordan.
Streaming variational Bayes. In Advances in Neural Information Processing Systems,
pages 1727-1735, 2013.

Hervé Cardot, Peggy Cénac, and Pierre-André Zitt. Recursive estimation of the conditional
geometric median in Hilbert spaces. Electronic Journal of Statistics, 6:2535-2562, 2012.

Hervé Cardot, Peggy Cénac, and Pierre-André Zitt. Efficient and fast estimation of the
geometric median in Hilbert spaces with an averaged stochastic gradient algorithm.
Bernoulli, 19(1):18-43, 2013.

Bob Carpenter, Andrew Gelman, Matt Hoffman, Daniel Lee, Ben Goodrich, Michael Be-
tancourt, Michael A Brubaker, Jigiang Guo, Peter Li, and Allen Riddell. Stan: A prob-
abilistic programming language. Journal of Statistical Software, 20:1-37, 2016.

Ramaswamy Chandrasekaran and Arie Tamir. Algebraic optimization: the Fermat-Weber
location problem. Mathematical Programming, 46(1-3):219-224, 1990.

Kjell A Doksum and Albert Y Lo. Consistent and robust Bayes procedures for location
based on partial information. The Annals of Statistics, pages 443-453, 1990.

Richard M Dudley. Real Analysis and Probability, volume 74. Cambridge University Press,
2002.

David B Dunson and Chuanhua Xing. Nonparametric Bayes modeling of multivariate
categorical data. Journal of the American Statistical Association, 104(487):1042-1051,
2009.

Nicolas Fournier and Arnaud Guillin. On the rate of convergence in wasserstein distance of
the empirical measure. Probability Theory and Related Fields, 162(3):707-738, Aug 2015.

Subhashis Ghosal, Jayanta K Ghosh, and Aad W Van Der Vaart. Convergence rates of
posterior distributions. Annals of Statistics, 28(2):500-531, 2000.

Peter D Hoff. Extending the rank likelihood for semiparametric copula estimation. The
Annals of Applied Statistics, pages 265283, 2007.

38



ROBUST AND SCALABLE BAYES

Matthew D. Hoffman, David M. Blei, Chong Wang, and John Paisley. Stochastic variational
inference. Journal of Machine Learning Research, 14:1303-1347, 2013.

Giles Hooker and Anand N Vidyashankar. Bayesian model robustness via disparities. Test,
23(3):556-584, 2014.

Daniel Hsu and Sivan Sabato. Loss minimization and parameter estimation with heavy
tails. arXiw preprint arXiv:1307.1827, 2013.

Peter J. Huber and Elvezio M. Ronchetti. Robust Statistics. Wiley Series in Probability
and Statistics. John Wiley & Sons Inc., second edition, 2009.

J. H. B. Kemperman. The median of a finite measure on a Banach space. Statistical Data
Analysis Based on the Li-norm and Related Methods, North-Holland, Amesterdam, pages
217-230, 1987.

Ariel Kleiner, Ameet Talwalkar, Purnamrita Sarkar, and Michael I Jordan. A scalable
bootstrap for massive data. Journal of the Royal Statistical Society: Series B (Statistical
Methodology), 76(4):795-816, 2014.

Anoop Korattikara, Yutian Chen, and Max Welling. Austerity in MCMC land: cutting the
Metropolis-Hastings budget. arXiv preprint arXiv:1304.5299, 2013.

Matthieu Lerasle and Roberto I. Oliveira. Robust empirical mean estimators. arXiv preprint
arXw:1112.3914, 2011.

Hendrik P Lopuhaa and Peter J Rousseeuw. Breakdown points of affine equivariant esti-
mators of multivariate location and covariance matrices. The Annals of Statistics, pages
229-248, 1991.

Jeffrey W Miller and David B Dunson. Robust Bayesian inference via coarsening. arXiv
preprint arXiw:1506.06101, 2015.

Stanislav Minsker. Geometric median and robust estimation in Banach spaces. Bernoulls,
21(4):2308-2335, 2015.

Willie Neiswanger, Chong Wang, and Eric Xing. Asymptotically exact, embarrassingly
parallel MCMC. arXiv preprint arXiv:1311.4780, 2013.

Arkadi S. Nemirovskii and B. Yudin David. Problem Complexity and Method Efficiency in
Optimization. A Wiley-Interscience publication. Wiley, 1983.

Frank Nielsen and Vincent Garcia. Statistical exponential families: a digest with flash
cards. arXiwv preprint arXiv:0911.4863, 2011.

Lawrence M. Ostresh. On the convergence of a class of iterative methods for solving the
Weber location problem. Operations Research, 26(4):597-609, 1978.

Michael L. Overton. A quadratically convergent method for minimizing a sum of Euclidean
norms. Mathematical Programming, 27(1):34-63, 1983.

Carl Edward Rasmussen and Christopher KI Williams. Gaussian processes for machine
learning. the MIT Press, 2, 2006.

39



MINSKER ET AL.

Steven L Scott, Alexander W Blocker, Fernando V Bonassi, Hugh A Chipman, Edward 1
George, and Robert E McCulloch. Bayes and big data: the consensus Monte Carlo
algorithm, 2013.

Alexander Smola and Shravan Narayanamurthy. An Architecture for Parallel Topic Models.
In Very Large Databases (VLDB), 2010.

Bharath K Sriperumbudur, Kenji Fukumizu, Arthur Gretton, Bernhard Schoélkopf, and
Gert RG Lanckriet. On integral probability metrics, ¢-divergences and binary classifica-
tion. arXiv:0901.2698, 2009.

Bharath K Sriperumbudur, Arthur Gretton, Kenji Fukumizu, Bernhard Scholkopf, and
Gert RG Lanckriet. Hilbert space embeddings and metrics on probability measures. The
Journal of Machine Learning Research, 99:1517-1561, 2010.

Sanvesh Srivastava, Volkan Cevher, Quoc Dinh, and David Dunson. WASP: Scalable Bayes
via barycenters of subset posteriors. In Proceedings of the 18th International Conference
on Artificial Intelligence and Statistics, pages 912-920, 2015a.

Sanvesh Srivastava, Cheng Li, and David B Dunson. Scalable Bayes via barycenter in
Wasserstein space. arXiv preprint arXiv:1508.05880, 2015b.

Markus Svensen and Christopher M Bishop. Robust Bayesian mixture modelling. Neuro-
computing, 64:235-252, 2005.

Aad van der Vaart. Asymptotic Statistics. Cambridge university press, 2000.

Aad van der Vaart and Jon A. Wellner. Weak Convergence and FEmpirical Processes.
Springer Series in Statistics. Springer-Verlag, New York, 1996.

Chong Wang, John W Paisley, and David M Blei. Online variational inference for the
hierarchical Dirichlet process. In International Conference on Artificial Intelligence and
Statistics, pages 752-760, 2011.

Xiangyu Wang and David B Dunson. Parallel MCMC via Weierstrass sampler. arXiv
preprint arXiw:1512.4605, 2013.

Endre Weiszfeld. Sur un probleme de minimum dans I’espace. Tohoku Mathematical Journal,
1936.

Max Welling and Yee W Teh. Bayesian learning via stochastic gradient Langevin dynamics.
In Proceedings of the 28th International Conference on Machine Learning (ICML-11),
pages 681-688, 2011.

Wing Hung Wong, Xiaotong Shen, et al. Probability inequalities for likelihood ratios and
convergence rates of sieve MLEs. The Annals of Statistics, 23(2):339-362, 1995.

40



	Introduction
	Discussion of Related Work
	Preliminaries
	Notation
	Generalizations of the Univariate Median
	Distances Between Probability Measures
	Construction of the M-Posterior Distribution

	Theoretical Analysis
	Convergence of Posterior Distribution and Robust Bayesian Inference
	Bayesian Inference Based on Stochastic Approximation of the Posterior Distribution

	Numerical Algorithms and Examples
	Numerical Analysis: Simulated Data
	Real Data Analysis: General Social Survey

	Proofs.
	Proof of Theorem ??
	Proof of Theorem ??
	Proof of Theorem ??
	Proof of Theorem ??
	Proof of Proposition ??
	Selection of the optimal number of subsets m



