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Thisnotedescribessufficientconditionsunderwhichtotal-costandaverage-costMarkovdecisionpro-

cesses(MDPs)withgeneralstateandactionspaces,andwithweaklycontinuoustransitionprobabilities,

canbereducedtodiscounted MDPs.Forundiscountedproblems,thesereductionsimplythevalidity

ofoptimalityequationsandtheexistenceofstationaryoptimalpolicies.Thereductionsalsoprovide

methodsforcomputingoptimalpolicies.Theresultsareappliedtoacapacitatedinventorycontrol

problemwithfixedcostsandlostsales.
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1.Introduction

UndiscountedMarkovdecisionprocesses(MDPs)aretypically

muchmoredifficulttostudythandiscountedMDPs.Thisistrue

bothfor modelswithexpectedtotalcostsandfor modelswith

averagecostsperunittime.Thispaperdescribesconditionsunder

whichundiscountedMDPswithinfinitestatespacesandweakly

continuoustransitionkernelscanbetransformedintodiscounted

MDPs.

Forundiscountedtotalcosts,aclassicassumptionisthatthe

expectednumberofvisitstoeachstateinacertainsetX′is
finiteundereverypolicyandinitialstate.Suchanassumptionis

typicallyreferredtoastransience[3,Chapter7],[18]. Whenthe

expectedamountoftimespentinX′(i.e.,the‘‘lifetime’’ofthe
system)isfiniteforeverypolicyandinitialstate,theMDPiscalled

absorbing[3,Chapter7].Itiswell-knownthateverydiscounted

MDPcanbeviewedasanabsorbingMDPwiththelifetimeofthe

systembeinggeometricallydistributed[3,p.137].Weremarkthat

everyabsorbingMDPistransient,andthatthetwoconditionsare

equivalentwhenthesetX′isfinite.
Foraveragecostsperunittime,aclassicapproachhasbeen

tomakeuseofresultsaboutdiscountedMDPs.Themostgeneral

resultshavebeenobtainedin[10]usingtheso-calledvanish-

ingdiscountfactorapproach, wherethevalidityofoptimality

*Correspondingauthor.
E-mailaddresses:eugene.feinberg@stonybrook.edu(E.A.Feinberg),

jefferson.huang@cornell.edu(J.Huang).

inequalitiesandexistenceofstationaryoptimalpoliciesareob-
tainedbyconsideringoptimalityequationsfordiscountedMDPs
andlettingthediscountfactortendtoone.Anotherapproach,
whichwasusedearlyinthedevelopmentofthetheoryofaverage-
cost MDPs,istotransformtheaverage-costproblemintoadis-
countedone,andarguethatoptimalpoliciesforthelatterare
alsooptimalfortheformer[6,Chapter7§10],[16,17].Onead-
vantageofthisapproachisthatitcanbeusedtoapplymethods
andalgorithmsdevelopedfordiscountedMDPstoundiscounted
MDPs.[1,8,9].
In[9],conditionsweregivenunderwhichundiscountedMDPs

withgeneralstateandactionspacescanbereducedtodiscounted
ones.Theseconditionsincludetheassumptionthatthetransition
probabilitiesaresetwisecontinuous.However,formanymodels
ofinterest,suchasthosearisingininventorycontrol[7],the
transitionprobabilitiesareonlyweaklycontinuous.Inthispaper,
weprovideconditionsunderwhichthereductionsin[9]leadto
optimalityresultsforundiscounted MDPswithweaklycontinu-
oustransitionkernels.Inparticular,undertheseconditionsthe
discounted MDPstowhichtheundiscounted MDPsarereduced
haveweaklycontinuoustransitionprobabilities.Moreover,while
sufficientconditionsareprovidedin[5,12,15]forthevalidityof
theoptimalityequationsforaverage-cost MDPs,AssumptionHT
inSection4ensuresthatasolutiontothisoptimalityequationcan
beobtainedviatheoptimalityequationforadiscountedMDP.This
inturnimpliesthatsuchaverage-costMDPscanbesolvedusing
methodsdevelopedfordiscountedMDPs.
Therestofthepaperisorganizedasfollows.InSection2,

the MDP modelandobjectivefunctionsaredescribed.Next,in
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Section3theresultsforundiscountedtotal-cost MDPsarepre-

sented.Section4containstheresultsforaverage-costMDPs.Fi-

nally,inSection5weapplytheprecedingresultstoacapacitated

inventorycontrolproblemwithfixedorderingcostsandlostsales.

2. Modeldescription

ThestatespaceXandactionspaceAareBorelsubsetsofcom-
pleteseparablemetricspacesendowedwiththeirrespectiveBorel

σ-algebrasB(X)andB(A). Whenthecurrentstateisx ∈ X,
thedecision-makermustselectanactionfromthesetofavailable

actionsA(x),whichisanonemptyBorelsubsetofA.Thespaceof
allfeasiblestate–actionpairs

Gr(A):={(x,a)|x∈X,a∈A(x)}

isassumedtobeaBorelsubsetofX×A,andtocontainthegraph
ofaBorel-measurablefunctionfromXtoA(theseassumptions
followfromAssumption WC(i)).Foreach(x,a)∈Gr(A)thereis
anassociatedone-stepcostc(x,a)∈[0,∞)andafinitemeasure
q(·|x,a)on(X,B(X)).Weassumethatthefunctions(x,a)↦→c(x,a)
and(x,a)↦→q(B|x,a),foreachB∈B(X),areBorel-measurable.
Moreover,qisassumedtosatisfy

sup{q(X|x,a):(x,a)∈Gr(A)}<∞.

Forpossibleinterpretationsofthevaluesq(B|x,a)forB∈B(X),
whichmaybegreaterthanone,see[9,Section2.1];inlightofthese

interpretations,wewillrefertoqasthetransitionkernel.

2.1.Objectivefunctions

LetH0:=X,andforn= 1,2,...letHn:=X×A×Hn−1
denotethespaceofallhistoriesoftheprocessuptodecisionepoch

n,endowedwiththeproductσ-algebra.Adecisionruleforepoch
n= 0,1,...isamappingπn :B(A)×Hn →[0,1]suchthat
foreveryhn=x0a0···xnthesetfunctionπn(·|hn)isaprobability
measureon(A,B(A))satisfyingπn(A(xn)|hn)= 1,andforevery
B∈B(A)thefunctionπn(B|·)onHnisBorel-measurable.
Apolicyisasequenceπ={πn}

∞
n=0ofdecisionrules;letΠ

denotethesetofallpolicies.Underapolicyπ,ateachdecision
epochn=0,1,...thedecision-makerobservesthehistoryhn=
x0a0···xn ∈ Hnoftheprocessuptoepochnandselectsan
actiona∈A(xn)accordingtotheprobabilitydistributionπn(·|hn).
AstationarypolicyisidentifiedwithaBorel-measurablefunction

φ:X→ Asatisfyingφ(x)∈A(x)forallx∈X;undersuchapolicy,
thedecision-makerselectstheactionφ(x)ifthecurrentstateisx.
ThesetofallstationarypoliciesisdenotedbyF.
Todefinetheobjectivefunctionsunderconsideration,forB∈

B(X)and(x,a)∈Gr(A)let

p(B|x,a):=q(B|x,a)/q(X|x,a),

andlet

α(x,a):=q(X|x,a).

Observethatp(·|x,a)isaprobability measureon(X,B(X))for
every(x,a)∈Gr(A),andthatp(B|·)isaBorelfunctiononGr(A)
foreveryB∈B(X).Therefore,foreverypolicyπ∈Πandinitial
statex∈XtheIonescuTulceatheorem[4,pp.140–141]uniquely
definesaprobabilitymeasurePπxon((X×A)

∞,B[(X×A)∞])and
itsassociatedexpectationoperatorEπx.
Whentheinitialstateis x∈X,underπ∈Πthetotalcost

incurredis

vπ(x):=Eπx

∞∑

n=0

α(xn,an)c(xn,an),

andtheaveragecostincurredis

wπ(x):=limsup
N→∞

1

N
Eπx

N−1∑

n=0

α(xn,an)c(xn,an).

Apolicyπ∗∈Πistotal-costoptimalif

vπ∗(x)= inf
π∈Π
vπ(x)=:v(x) ∀x∈X,

andisaverage-costoptimalif

wπ∗(x)= inf
π∈Π
wπ(x)=:w(x) ∀x∈X.

Ifthereexistsaconstantβsuchthatα(x,a)=βforall(x,a)∈
Gr(A),atotal-costoptimalpolicyiscalledβ-optimal.

3.Totalcosts

TostateAssumptionTforthetotal-costcriterion,givenφ∈F
andaBorelfunctionu:X→ Rlet

Qφu(x):=

∫

X

u(y)q(dy|x,φ(x)), x∈X,

letQ0φu(x):=u(x)forx∈X,andforn=1,2,...letQ
n
φu(x):=

Qφ(Q
n−1
φ u)(x)forx∈X.

AssumptionT.ThereexistacontinuousfunctionV:X→[1,∞)
andaconstantKsatisfying

∞∑

n=0

QnφV(x)≤KV(x)<∞,∀φ∈F,x∈X. (1)

ThestatementofAssumption WCrequiresseveraldefinitions.

LetSandTbemetricspacesendowedwiththeirrespectiveBorel
σ-algebrasB(S)andB(T).Aset-valuedmappings↦→Φ(s)⊆Ton
Siscompact-valuedifΦ(s)iscompactforalls∈S,andiscontinuous
onSifforeveryopensetV⊆Tthesets{s∈S|Φ(s)⊆V}and
{s∈S|Φ(s)∩V ≠∅}areopeninS.
Next,atransitionkernelfromStoTisamappingκ:B(T)×S→

[0,∞)suchthatκ(·|s)isafinitemeasureon(T,B(T))forevery
s∈S,andκ(T|·)isaBorelfunctiononSforeveryT∈B(T).
Atransitionkernelκisweaklycontinuousifforeverybounded
continuousfunctionf:T→ Rthemapping

s↦→

∫

T

f(t)κ(dt|s)

iscontinuousonS.Ifκisatransitionkernelsuchthatκ(·|s)is
aprobability measureforeverys∈ S,itiscalledatransition
probabilitykernel.

Finally,afunctionf:S→ Rislowersemicontinuousats∈Sif
liminfs′→sf(s

′)≥f(s),andislowersemicontinuousonS⊆Sifitis
lowersemicontinuousateverys∈S.

AssumptionWC.

(i)Theset-valued mappingx↦→A(x)iscompact-valuedand
continuousonX.

(ii)Thetransitionkernelqisweaklycontinuous.

(iii)Thefunction(x,a)↦→c(x,a)islowersemicontinuouson
Gr(A).

Proposition1.SupposeAssumptionsTandWC(i,ii)hold.Thenthere

existsacontinuousfunctionµ:X →[1,∞)satisfyingV(x)≤
µ(x)≤KV(x)forallx∈Xand

µ(x)≥V(x)+

∫

X

µ(y)q(dy|x,a) (2)

forall(x,a)∈Gr(A).
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Proof.ConsidertheoperatorUdefinedforBorelfunctionsu:X→
Rby

Uu(x):=sup
a∈A(x)

[

V(x)+

∫

X

u(y)q(dy|x,a)

]

forx∈X.Letu0 ≡ 0,andforn= 1,2,...letun :=Uun−1.
AccordingtotheBergemaximumtheorem(seee.g.,[2,p.570]),for

n=0,1,...thefunctionuniscontinuous.Sinceun+1≥un≥V
pointwiseforn=1,2,...,thesequenceofcontinuousfunctions
{un}

∞
n=0convergestoaBorelfunctionµ :=limn→∞un ≥ V.

Theclaimthatµ≤ KVcanbeverifiedusingtheargumentsin
[9,ProofofProposition1]andtheBergemaximumtheorem.More-

over,Lebesgue’smonotoneconvergencetheoremimpliesthatµ=
Uµ,whichmeans(2)holdsforall(x,a)∈Gr(A).
Itremainstobeshownthatthefunctionµ:X→ Rdefined

aboveiscontinuous.First,observethatforanyBorelfunctionsf,g
onX,

f(x)≤g(x)+µ(x)

(

sup
x∈X

|f(x)−g(x)|

µ(x)

)

,∀x∈X,

whichimpliesthatforallx∈X,

Uf(x)≤Ug(x)+(µ(x)−V(x))

(

sup
x∈X

|f(x)−g(x)|

µ(x)

)

≤Ug(x)+µ(x)

(
K−1

K

)(

sup
x∈X

|f(x)−g(x)|

µ(x)

)

.

Byreversingtherolesoffandg,itfollowsthat

|Uf(x)−Ug(x)|

µ(x)
≤

(
K−1

K

)

sup
x∈X

|f(x)−g(x)|

µ(x)
,∀x∈X.

SinceV≤µ≤KV,itfollowsthatforthesequence{un}
∞
n=0defined

above,

sup
x∈X

|un+1(x)−un(x)|

KV(x)
≤

(
K−1

K

)n
,n=0,1,...,

whichimpliesthatforallnonnegativeintegersm,nsatisfyingm>
n,

sup
x∈X

|um(x)−un(x)|

KV(x)

≤

m−n−1∑

k=0

sup
x∈X

|un+k+1(x)−un+k(x)|

KV(x)

≤

m−n−1∑

k=0

(
K−1

K

)n+k

≤

(
K−1

K

)n ∞∑

k=0

(
K−1

K

)k

=K

(
K−1

K

)n
. (3)

DefinetheV-normforfunctionsf :X → Rby∥f∥V :=
supx∈X|f(x)|/V(x),andletCV(X)denotethespaceofcontinuous
functionsonXwithfiniteV-norm.Then(3)impliesthat{un}

∞
n=0

isaCauchysequenceinCV(X).SinceCV(X)isaBanachspacewith
respectto∥·∥V,itfollowsthatthesequence{un}

∞
n=0convergesto

afunctioninCV.Sincelimn→∞un=µ,itfollowsthatµ∈CV;in
particular,µiscontinuous. □

3.1.Hoffman–Veinott(HV)transformation

Inthissection,wepresenttheHVtransformation[9],whichis

basedonideasduetoAlanHoffmanandA.F.Veinott[18].Apoint

sisisolatedfromametricspaceS,ifthereexistsanϵ >0such

thatthedistancebetweensandanyelementofSislargerthanϵ.
ThestatespaceofthenewMDPisX̃:=X∪{̃x},wherẽx ∉X
isacost-freeabsorbingstatethatisisolatedfromX.Theaction
spaceisÃ:=A∪{̃a},wherẽaistheonlyactionavailablewhen
thecurrentstateis̃x.Theset̃A(x)ofavailableactionsisunchanged

ifthecurrentstatexisnot̃x,i.e.,

Ã(x):=

{
A(x), ifx∈X,
{̃a}, ifx=x̃.

Theone-stepcostfunctionc̃isdefinedby

c̃(x,a):=

{
µ(x)−1c(x,a), if(x,a)∈Gr(A),
0, if(x,a)=(̃x,̃a).

Finally,selectadiscountfactor

β̃∈[(K−1)/K,1),

anddefinethetransitionprobabilitiesp̃asfollows.For(x,a)∈
Gr(A),let

p̃(B|x,a):=
1

β̃µ(x)

∫

B

µ(y)q(dy|x,a),B∈B(X),

p̃({̃x}|x,a):=1−
1

β̃µ(x)

∫

X

µ(y)q(dy|x,a),

andlet

p̃({̃x}|̃x,̃a):=1.

Sinceonlyoneactionisavailableinstatex̃,andtheactionsets

coincideotherwise,thereisaone-to-onecorrespondencebetween

policiesforthenewMDPandtheoriginalMDP.

Forx ∈ X̃andπ ∈ Π,let̃vπ(x),betheexpectedtotal
discountedcostforthenewmodel,andletṽ(x):=infπ∈Πṽ

π(x).

Itiswell-known(seee.g.,[9])that̃vπ(x)=µ(x)−1vπ(x)and̃v(x)=
µ(x)−1v(x)forallx∈X.

Theorem2.SupposeAssumptionsTandWC(i,ii)hold.Ifthefunction

(x,a)↦→

∫

X

V(y)q(dy|x,a) (4)

iscontinuousonGr(A),theñpisaweaklycontinuoustransition

probabilitykernel.Inaddition,ifAssumptionWC(iii)holds,thenthere

existsastationaryβ̃-optimalpolicyfortheMDPobtainedfromtheHV
transformation,andforthisMDPastationarypolicyφis̃β-optimalif
andonlyifforallx∈X,

ṽ(x)=c̃(x,φ(x))+β̃

∫

X

ṽ(y)̃p(dy|x,φ(x))

=min
a∈A(x)

[

c̃(x,a)+β̃

∫

X

ṽ(y)̃p(dy|x,a)

]

.

(5)

Proof. AccordingtoProposition1,thefunctionµusedinthe
HVtransformationcanbetakentobecontinuous. Moreover,

AssumptionTimpliesthatthefunctionVisintegrablewithrespect

toq(·|x,a),forall(x,a)∈Gr(A).Sinceµ≤KV,theweakcontinuity
ofp̃thenfollowsfromLemma11intheAppendix.

Next,recallingthatx̃isisolatedfromX,thecontinuityofµ
byProposition1impliesthatthenonnegativefunctioñcislower

semicontinuousonGr(̃A).Sincetheactionsets̃A(x)arecompactfor

allx∈X̃,itfollowsfrom[10,Theorem2]thatthevaluefunctioñv
forthediscountedMDPdefinedbytheHVtransformationsatisfies

ṽ(x)=min
a∈̃A(x)

[

c̃(x,a)+β̃

∫

X̃

ṽ(y)̃p(dy|x,a)

]

forallx∈X̃,andthereexistsastationaryoptimalpolicyforthis
discountedproblem.Moreover,sinceṽ(̃x)=0,astationarypolicy
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φisoptimalforthediscountedproblemifandonlyif(5)holdsfor
allx∈X̃.Theneedtoonlyconsiderx∈X,forwhichA(x)=Ã(x),
followsfromthefactthatthereisonlyoneavailableactionat
statẽx.□

Corollary3. SupposeAssumptionsTandWC holdandthatthe
mapping(4)onGr(A)iscontinuous.Then

(i)thevaluefunctionvsatisfiestheoptimalityequation

v(x)=min
a∈A(x)

[

c(x,a)+

∫

X

v(y)q(dy|x,a)

]

forallx∈X;
(ii)thereexistsastationarypolicythatistotal-costoptimal;
(iii)astationarypolicyφistotal-costoptimalifandonlyif

v(x)=cφ(x)+Qφv(x) ∀x∈X,

whichholdsifandonlyifφis̃β-optimalfortheMDPdefinedby
theHVtransformation.

Proof. ThisfollowsfromTheorem2,thedefinitionoftheHV
transformation,andthefactthatv(x)=µ(x)̃v(x)forallx∈X.□

4.Averagecostsperunittime

TostateAssumptionHT,givenφ∈F,aBorelfunctionu:X→
R,andastatez∈X,let

zQφu(x):=

∫

X\{z}

u(y)q(dy|x,a), x∈X,

definezQ
0
φu(x)≡u(x)forx∈X,andforx∈Xandn=1,2,...let

zQ
n
φu(x):=zQφ(zQ

n−1
φ u)(x).Also,lete(x):=1forx∈X.

AssumptionHT. Thereexistastateℓ∈ XandaconstantKℓ
satisfying

∞∑

n=0

ℓQ
n
φe(x)≤Kℓ<∞,∀φ∈F,x∈X. (6)

Proposition4.SupposeAssumptionHTholdswithastateℓ∈Xthat
isisolatedfromX,andAssumptionsWC(i,ii)hold.Thenthereexistsa
continuousfunctionµℓ:X→[1,∞)satisfyingµℓ(x)≤Kℓforall
x∈Xand

µℓ(x)≥1+

∫

X\{ℓ}

µℓ(y)q(dy|x,a) (7)

forall(x,a)∈Gr(A).

Proof.ConsiderthetransitionkernelqℓfromGrℓ(A):={(x,a)∈
Gr(A)|x̸ =ℓ}toXℓ:=X\{ℓ}where

qℓ(B|x,a):=q(B\{ℓ}|x,a)

forB ∈ B(Xℓ)and(x,a) ∈ Grℓ(A).Thenitfollowsfrom
Proposition1andAssumptionHTthatthereexistsacontinuous
functionµℓ:Xℓ→[1,∞)thatisboundedaboveby

K−ℓ:=sup
x∈X\{ℓ}

{
∞∑

n=0

ℓQ
n
φe(x)

}

andsatisfies(7)forall(x,a)∈Grℓ(A).Letting

µℓ(ℓ):=sup
a∈A(ℓ)

[

1+

∫

X\{ℓ}

µℓ(y)q(dy|x,a)

]

andrecallingthatℓisisolatedfromX,itfollowsthatthisextension
ofµℓtoXiscontinuousandboundedabovebyKℓaccordingto
AssumptionHT,andsatisfies(7)forall(x,a)∈Gr(A). □

Remark5. Thefunctionµℓthatisconstructedintheproofof
Proposition4gives,foreachx∈X,thesupremumµℓ(x)(overall
policies)oftheexpectednumberofepochsbeforethesystemhits

stateℓafterepoch1.Ifthestateℓisnotisolated,thenthisfunction
µℓmaybediscontinuousatℓdespitetheweakcontinuityofq.
Toverifythis,letℓ:=(

√
5−1)/2andconsiderthefollowing

MDPwithonlyoneavailableactiona0foreachstateandaconstant

one-stepcostfunction.ThestatespaceistheclosedintervalX:=
[0,ℓ],andthetransitionprobabilitiesq(·|x,a0)aredefinedforx∈
Xasfollows.Letq({ℓ}|0,a0):=1,q({ℓ}|ℓ,a0):=1−ℓ,and
q({0}|ℓ,a0):=ℓ.Inaddition,forx∈(0,ℓ)letq({x}|x,a0):=
x2,q({ℓ}|x,a0):=1−x−x

2,andq({0}|x,a0):=x.Observe
thatAssumptionHTholdsbecauseµℓ(0)= 1,µℓ(ℓ)= (

√
5+

1)/2,andµℓ(x)= 1/(1−x)≤ (
√
5+3)/2forx∈ (0,ℓ).

Moreover,itisstraightforwardtoverifythatthis MDPsatisfies

Assumptions WC(i,ii).Ontheotherhand,sincelimx→ℓµℓ(x)=

1/(1−ℓ)=(
√
5+3)/2>(

√
5+1)/2=µℓ(ℓ),thefunction

µℓisdiscontinuousatℓ.

4.1.HV-AGtransformation

SupposeAssumption HTholds. WenowdescribetheHV-

AGtransformation[9], whichisbasedonthe workofAkian&

Gaubert[1].As wasthecase withtheHVtransformation,the

HV-AGtransformationresultsinadiscountedMDP,whosesetof

policiescorrespondstothesetofpoliciesfortheoriginalMDP.

Thecomponentsofthediscounted MDPdefinedbytheHV-

AGtransformationwillbeindicatedbyahorizontalbar.Thestate

spaceisX̄:=X∪{̄x},wherēx ∉Xisacost-freeabsorbingstate
thatisisolatedfromX.Theactionspaceis̄A:=A∪{̄a},wherēais
theonlyactionavailablewhenthesystemisinstatēx.Theset̄A(x)

ofavailableactionsisunchangedifthecurrentstatexisnot̄x,i.e.,

Ā(x):=

{
A(x), ifx∈X,
{̄a}, ifx=x̄.

Theone-stepcostfunctionc̄isdefinedby

c̄(x,a):=

{
µℓ(x)

−1c(x,a), if(x,a)∈Gr(A),
0, if(x,a)=(̄x,̄a).

Finally,selectadiscountfactor

β̄∈[(Kℓ−1)/Kℓ,1),

anddefinethetransitionprobabilitiesp̄asfollows.For(x,a)∈
Gr(A)andB∈B(X\{ℓ}),let

p̄(B|x,a):=
1

β̄µℓ(x)

∫

B

µℓ(y)q(dy|x,a),

andlet

p̄({ℓ}|x,a):=
µℓ(x)−1−

∫
X\{ℓ}
µℓ(y)q(dy|x,a)

β̄µℓ(x)
,

p̄({̄x}|x,a):=1−
µℓ(x)−1

β̄µℓ(x)
.

Finally,let

p̄({̄x}|̄x,̄a):=1.

Sinceonlytheaction̄aisavailableatthestatēxandtheactionsets

coincideotherwise,thereisaone-to-onecorrespondencebetween

policiesforthenewMDPandtheoriginalMDP.

Forx ∈ X̄andπ ∈ Π,let̄vπ(x),betheexpectedtotal
discountedcostforthenewmodel,andletv̄(x):=infπ∈Πv̄

π(x).
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Theorem6. SupposeAssumptionHTholdswithastateℓ∈ X
thatisisolatedfromX,andAssumptionsWC(i,ii)hold.Thenp̄is
a weaklycontinuoustransitionprobabilitykernel.Inaddition,if

AssumptionWC(iii)holds,thenthereexistsastationaryβ̄-optimal
policyfortheMDPdefinedbytheHV-AGtransformation,andforthis

MDPastationarypolicyφis̄β-optimalifandonlyifforallx∈X,

v̄(x)=c̄(x,φ(x))+β̄

∫

X

v̄(y)̄p(dy|x,φ(x))

=min
a∈A(x)

[

c̄(x,a)+β̄

∫

X

v̄(y)̄p(dy|x,a)

]

.

(8)

Proof. Proposition4impliesthatthefunctionµℓusedinthe
HV-AGtransformationcanbetakentobecontinuous.Sinceµℓ≤
Kℓ<∞,theweakcontinuityof̄pfollowsfromLemma11inthe
Appendix.

Next,observethatc̄islowersemicontinuousonGr(̄A),and

theactionsetsĀ(x)arecompactforallx ∈ X̄.Accordingto
[10,Theorem2],itfollowsthat

v̄(x)=min
a∈̄A(x)

[

c̄(x,a)+β̄

∫

X̄

v̄(y)̄p(dy|x,a)

]

forallx∈ X̄,thereexistsastationaryoptimalpolicyforthe
discountedproblem,andastationarypolicyφisoptimalforthis
problemifandonlyif(8)holdsforallx∈X.□

Corollary7.SupposeAssumptionHTholdswithastateℓ∈Xthatis
isolatedfromXandAssumptionWCholds.Then

(i)theconstantw:=̄v(ℓ)andthefunctionh(x):=µ(x)[̄v(x)−
v̄(ℓ)],x∈X,satisfy

w+h(x)=min
a∈A(x)

[

c(x,a)+

∫

X

h(y)q(dy|x,a)

]

forallx∈X,and
(ii)iftheone-stepcostfunctioncisbounded,andqisatransition

probabilitykernel,thenthereexistsastationaryaverage-cost

optimalpolicy,andanystationarypolicyφsatisfying

w+h(x)=cφ(x)+Qφh(x) ∀x∈X,

wherewareharedefinedin(i),isaverage-costoptimal;
(iii)thereexistsāβ-optimalstationarypolicyfortheMDPdefined

bytheHV-AGtransformation,andunderthehypothesesof(ii)

everysuchpolicyisaverage-costoptimalfortheoriginalMDP.

Proof. Statement(i)followsfromTheorem6andthedefinition

oftheHV-AGtransformation. Moreover,statement(ii)follows

fromstatement(i)and[14,Proposition5.5.5].Finally,statement

(iii)followsfromTheorem6,statement(ii),thedefinitionofthe

HV-AGtransformation. □

5.Capacitatedinventorycontrolwithfixedorderingcostsand

lostsales

Considerthefollowingsingle-itemcapacitatedperiodic-review

inventorycontrolproblemwithfixedorderingcostsandlostsales.

Ateachperiodn = 0,1,...,thedecision-makerobservesthe
currentinventorylevelxnandplacesanorderan ≥ 0.Afterthe
orderisreceivedinthesameperiod,thedemandDn+1 ≥ 0is

realized.Anyremaininginventoryisheldtothenextperiod,and

allunmetdemandislost.ThedemandsD1,D2,...areassumed
tobeindependentandidenticallydistributed withdistribution

GD(·),whereGD(0)<1.Moreover,weassumethatthesystemis
capacitated,wheretheinventorylevelcanbeatmostC<∞and
themaximumordersizeisM<∞.

Wheneverapositiveamountisordered,afixedcost K≥0is
incurredinadditiontoaper-unitcostofc>0.Thecosttoholdx
unitsofinventoryforoneperiodish(x),whereh:[0,C] →[0,∞)
isassumedtobecontinuous.

Theinventorycontrolproblemdescribedabovecanbeformu-

latedasan MDPasfollows.ThestatespaceisX :=[0,C]∪
{0L},where0Lisisolatedfrom[0,C].Thespecialstate0L,which
indicatestheoccurrenceofalostsale,willbeusedtoapplythe

resultsinSection4.Foreveryx∈X,thesetofavailableactionsis
A(x)≡A:=[0,M].
Letting0L+y:=yfory∈R,thestateprocesscanbedescribed

bythestochasticequation

xn+1=F(xn,an,Dn+1)

:=

{
min{xn+an−Dn+1,C}, xn+an≥Dn+1,
0L, xn+an<Dn+1.

Thisequationdefinesthetransitionprobabilitykernelqforthe

correspondingMDP,where

q(B|x,a):=

∫

B

1{F(x,a,s)∈B}dGD(s)

forB∈B(X)and(x,a)∈X×A,where1{·}denotestheindicator
function.Since0LisisolatedfromXandFiscontinuousonX×A×
[0,∞),itfollowsthatqisweaklycontinuous;seee.g.,[13,p.92].
RecallthatK≥0isthefixedorderingcost,c≥0istheper-

unitorderingcost,andh:X→[0,∞)istheper-periodholding
costfunction.Lettingh(0L):=h(0),itfollowsthattheassociated
one-stepcostfunctionc:X×A→[0,∞)isgivenbyc(x,a):=
K1{a>0}+ca+

∫∞
0
h[F(x,a,s)]dGD(s).Sincehiscontinuouson

[0,C],cisboundedonX×A.Moreover,foreveryλ∈R,theset
{(x,a)∈X×A|c(x,a)≤λ}isacompactsubsetofX×A;this
impliesthatcislowersemicontinuousonX×A.Recallingthat
theactionsetsA(x)≡A=[0,M]forallx∈X,itfollowsthat
AssumptionWCholds.

AssumptionD.Withpositiveprobability,theper-perioddemand

DisgreaterthanthemaximumordersizeM,thatis,GD(M)<1.

Proposition8.AssumptionDimpliesthatAssumptionHTholdswith

ℓ=0L.

Proof.Letγ:=1−GD(M)>0,andletτL:=inf{n≥1|xn=0L}
denotethefirstepochnwhenthedemandDngeneratedalost

sale.Sincetheamountofon-handinventoryisatmostC,andat

most M unitscanbeorderedinasingleperiod,itfollowsthat

P
φ
x{x⌈C/M⌉+1 = 0L}≥γ

⌈C/M⌉+1 > 0forallφ∈Fandx∈X.
Hence

∞∑

n=0

0LQ
n
φe(x)=E

φ
xτL=

∞∑

n=0

Pφx{τL>n}

=1+

∞∑

n=1

Pφx{xk ≠0L,k=1,...,n}

≤1+

∞∑

n=1

(1−γ⌈C/M⌉+1)⌊n/(⌈C/M⌉+1)⌋

≤
⌈C/M⌉+1

γ⌈C/M⌉+1
<∞

forallφ∈Fandx∈X.□

Theorem9. SupposeAssumptionDholds.Thenthereexistsa

β̄-optimalpolicyfortheMDPdefinedbytheHV-AGtransformation,
andeverysuchpolicyisaverage-costoptimalfortheoriginalinven-

torycontrolproblem.
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Proof.Thisfollowsfromstatements(ii)and(iii)ofCorollary7.□

Remark10.UsingtheHVtransformationandCorollary3,itcanbe

shownthat,whenAssumptionDholds,theproblemofminimizing

thetotalcostincurredbeforethefirstlostsalecanalsobereduced

toadiscountedMDP.
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Appendix

LetSbeametricspaceendowedwithitsBorelσ-algebraB(S).
Asequence{νn}

∞
n=0offinitemeasureson(S,B(S))convergesweakly

toameasureνif,foreveryboundedcontinuousfunctionf:S→
R,

lim
n→∞

∫

S

f(x)νn(dx)=

∫

S

f(x)ν(dx).

Lemma11(DominatedConvergence).Letg:S→[0,∞)bea
continuousfunction,andlet{νn}

∞
n=0beasequenceoffinitemeasures

on(S,B(S))thatconvergesweaklytoameasureν.Supposethere
existsacontinuousfunctionhonSsuchthatg≤hand

lim
n→∞

∫

S

h(x)νn(dx)=

∫

S

h(x)ν(dx)<∞. (9)

Then

lim
n→∞

∫

S

g(x)νn(dx)=

∫

S

g(x)ν(dx). (10)

Proof. Accordingto[11,Theorem1.1],iff:S→[0,∞)is
continuous,then
∫

S

f(x)ν(dx)≤liminf
n→∞

∫

S

f(x)νn(dx). (11)

Theequality(10)thenfollowsbyapplying(9)and(11)tothe

nonnegativecontinuousfunctionsh−gandh+g.□
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