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Abstract—We consider a recently proposed convex formulation,
known as the PhaseMax method, for solving the phase retrieval
problem. Using the replica method from statistical mechanics, we
analyze the performance of PhaseMax in the high-dimensional
limit. QOur analysis predicts the exact asymptotic performance of
PhaseMax. In particular, we show that a sharp phase transition
phenomenon takes place, with a simple analytical formula charac-
terizing the phase transition boundary. This result shows that the
oversampling ratio required by existing performance bounds in
the literature can be further reduced. Numerical results confirm
the validity of our replica analysis, showing that the theoretical
predictions are in excellent agreement with the actual performance
of the algorithm, even for moderate signal dimensions.

I. INTRODUCTION

Let £ € R™ be an unknown signal, and {a;},_,.,, be a
collection of sensing vectors. Given the measurements

v =|ale|. M

we are interested in reconstructing £ up to a global sign change.
This is the real-valued version of the classical phase retrieval
problem [1], [2], which has attracted much renewed interests in
the signal processing community in recent years (see, e.g., [3]-
[8]). The main challenge of the phase retrieval problem comes
from the nonconvex nature of the constraints (1). Recently, a
simple yet very effective convex relaxation was independently
proposed by two groups of authors [9], [10]. Following [10],
we shall refer to it as the PhaseMax method, which seeks to
estimate £ via a linear programming problem:

Z =arg max x ., x
“ r 2)
s.t. ‘aix‘ <y, for 1 <i<m.

Here, the nonconvex equality constraints in (1) have been
relaxed to convex inequality constraints. The vector &, is an
initial guess of &. In practice, xiy; can be obtained if we have
additional prior knowledge about & (e.g., nonnegativity) or by
using a simple spectral method [6], [7], [11].

The performance of the PhaseMax method has been inves-
tigated in [9], [10] (see also [12]), where the authors provide
sufficient conditions for PhaseMax to successfully recover the
target vector £. In this paper, we present an exact performance
analysis of the method in the high-dimensional (n — ©0)
limit. In particular, we show that a sharp phase transition
phenomenon takes place, with a simple analytical formula
characterizing the phase transition boundary.
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Fig. 1. The normalized mean squared error (NMSE) of the PhaseMax method:
theory versus simulations. The signal dimension is set to n = 1000, and
the results are averaged over 50 independent trials. The red curve shows
the predicted phase transition boundary given in (4). Above the threshold,
PhaseMax recovers the signal perfectly; below the threshold, NMSE > 0. The
blue curve shows the sufficient condition (5) derived in [10].

We shall quantify the performance of PhaseMax in terms
of the normalized mean squared error (NMSE), defined as

NMSE,, £ min{|¢ — Z[|3.€ + Z[3}/|€]3. The NMSE de-

. . def
pends on two parameters: the oversampling ratio a@ = m/n,
and the quality of the initial guess x;,;;, measured via the input
cosine similarity

def |w£it£ |
Pinit = .
[[iniel |2 /1€l
Taking values between 0 and 1, the parameter pj,; assesses the
degree of alignment between the true signal vector £ and the
initial guess xjpi.

As the main contribution of our work, we derive the follow-
ing asymptotically exact characterization of PhaseMax, under
the assumption that the sensing vectors are drawn from the
normal distribution:

3

i /o 2.
NMSE,, nzoo, 0, if tan(7/c) > 1= pii (4)
$(pinit, @), otherwise,

where s(pinir, @) is a positive function that can be computed
by solving a fixed point equation (see (13), (14) and (16) in
Section II-C.) The above expression characterizes the funda-
mental limits of PhaseMax: for any fixed input cosine similarity
Pinit> there is a critical threshold av.(pinit) such that PhaseMax
perfectly recovers £ if o > «v.(pinit), and that it fails to recover
& if a < ac(pmi)-

Figure 1 illustrates our asymptotic characterization and com-
pares it with results from numerical simulations. Specifically,



the red curve in the figure shows the phase transition boundary
ac(pmie) as a function of the input cosine similarity piy,
which can be seen to have excellent agreement with the actual
performance of the algorithm. In [10], the authors show that
PhaseMax is successful with high probability if

s

o > .
7w — 2 arccos(Pimit)

(&)

This sufficient condition is plotted as the blue curve in Figure 1.
We note that our theoretical prediction significantly reduces the
required oversampling ratio as given in (5) for any considered
quality of the initial guess vector.

Our analysis is based on the powerful replica method [13]
from statistical mechanics. Although certain key steps of the
replica method have not yet been mathematically proven,
the method has been successful in the analysis of a wide-
range of high-dimensional inference problems in signal and
information processing (see, e.g., [14]-[16]). Some of its sharp
predictions have later been proven through alternative mathe-
matical approaches (e.g., [17]). In this work, we use the replica
method to derive our asymptotic predictions, and corroborate
these analytical results—rigorously speaking, conjectures—via
numerical simulations.

The rest of this paper is organized as follows. After precisely
laying out the various technical assumptions, we present the
main results of this work in Section II. Additional numerical
results are provided in Section III to validate our theoretical
predictions. Section IV concludes the paper. For readers inter-
ested in our replica calculations, we present some of our key
derivations in the appendix, and leave the full technical details
to a follow-up paper.

II. MAIN RESULTS
A. Technical Assumptions

In what follows, we first state the assumptions under which
we derive our analytical predictions.

(A.1) The sensing vectors {a;}, <i<m are independent random
vectors whose entries are i.i.d. standard normal random
variables.

(A.2) The number of measurements m =
m(n)/n — a >0 as n — co.

(A.3) Both the target vector £ and the initial guess wi,; are
independent from the sensing vectors.

(A.4) The initial guess vector i, has a positive correlation with
the target signal vector &, i.e. . & > 0.

(A.5) €], = lincll, = V.

Note that the last two assumptions can be made without loss
of generality, since & and —& are both valid targets and thanks
to the scale invariant nature of the convex optimization problem
in (2), respectively.

m(n) with a,, =

B. The Boltzmann Distribution

The first step of our replica analysis is to “soften” the
optimization problem (2) via a probability distribution. To that
end, we introduce the following function

H(z) < —alz— Y log [U(lale| —|alx])], (6)
=1

where U(x) represents the unit-step function, i.e., U(z) = 1
if £ > 0 and U(xz) = 0 otherwise. Clearly, the convex opti-
mization problem (2) is equivalent to minimizing the function
‘H over the variable . Now consider the following probability
distribution

Ps(w) = ——

Zn(B)
1

Zn(B)

where 8 > 0 is a fixed parameter and Z,(f) denotes a
normalizing constant. We note that the probability distribution
Pg(x) (often referred to as the Boltzmann distribution in the
literature) can be interpreted as a softened version of (2). In
particular, when 8 = 0, the distribution is uniform over all
x satisfying the constraints |aiTw‘ <y forl < i < m.
As we increase [3, however, the distribution will become
more concentrated around the optimal solution Z of (2). In
fact, if @ is the unique solution of (2), then the distribution
Pg(x) will converge to a singular distribution §(x — &) as
B — oo. Therefore, to characterize the performance of the
PhaseMax method, one only needs to examine the behavior of
the Boltzmann distribution Pg(z) for sufficiently large values
of .

Of particular interest to us are the following two asymptotic
moments of Pg(x):

exp(—fH(x))

exp(Bzi) [[Ullal &l — lalz)), (7)

i=1

1 T

U = lim —E{z" ¢} ®)
o1 2

gp = lim —E{fz|,} ©)

where E {-} denotes the expectation over the Boltzmann dis-
tribution and over the sensing vectors {a;},. Moreover, define

9" = lim Jg and ¢* = lim gg. (10)
—00 B—o0

Since the Boltzmann distribution Pg(x) will be concentrated
on the global optimal solution Z of (2) as  — oo, the
value of ¥* reveals the normalized inner product between the
optimal solution Z and the true signal vector &, i.e., 9* =
lim,, oo %E{ETg}. Similarly, the value of ¢* is equal to the
normalized squared norm of Z, i.e., ¢* = lim, %E{Hi“g}
It follows that the asymptotic NMSE can be computed as

. ~112 ~112
Emin{| —2l;,[€ + 2|5}

NMSE = lim 2
€112

n—-+oo

=q* = 2|9*|+ 1,

Y

where in reaching (11) we have used the assumption that
ll€ll, = +/n. Thus, the task of analyzing the asymptotic
performance of PhaseMax boils down to calculating the values
of ¢* and ¥*, which we do next by using the replica method.

C. Asymptotic Predictions via the Replica Method

Much of the information about the Boltzmann distribution
Pg(x), in particular, the moments as in (8) and (9), can be
obtained from its log-partition function, defined as

£(8) ™ Jim 5 E{log Z,(9)}.

n



The challenge here is to compute the partition function Z,(3),
which involves a high-dimensional integration. And this is
where the replica method [13] comes in. Using this method,
we can calculate f(() for all 8 > 0. In particular, its limit as
8 — oo can be derived as

£(c0) —extr[a{ — 2/ g — % + (1 +q+20) A4

¥.q,x | 21X
9,4,X
1~ 1.
+(1+q—29)A2 - 419143} - §Qq + XX

S 9?1+ 20p X
M_X], 1)

+ 99 — — =
20 20
where A; = arctan( g+9 ), Ay = arctan( q—Y
[q—092 /o— 92
9 q q

192) are three functions, and extrx{g(X)}

) and

Az = arctan(

denotes the extremization of a function g over a set of variables
X. Here, X includes six scalar variables 9, ¢, x, ¥, ¢ and X.
To streamline our presentation, we postpone the details of our
replica calculations leading to (12) to the appendix.

To solve the extremization problem in (12), we set the
gradient with respect to the variables to zero, which leads to
a set of nonlinear saddle point equations. After some further
simplifications, we can eliminate the variables 9, x, 1}, ¢ and
X and just need to study a simple fixed-point equation:

q=h(q)

def 71'

= 1+ 5 —[w(9) — P (9 —w(a))* — 1],

where ¢ = tan(w/a)/2 is a constant,

q—c*(1—q)?

(13)

9= (14)

and

c[l —q] ) (15)

w(q) =1-2 arctan(
Tt Va @0 gp

The solution to the above equations then gives us the key
parameters of interest ¥* and ¢* as defined in (10), from which
we can compute the asymptotic NMSE by using (11).

We observe that ¢ = 1 is always a fixed point of (13).
However, for any fixed piyy and when we reduce the over-
sampling ratio « to below a threshold, a second fixed point
emerges and the original solution ¢ = 1 becomes unstable.
This is indeed the origin of the phase transition. To locate the
phase transition boundary, we study the stability of the solution
g = 1. Specifically, by the definition of h(q), we can verify that

dh _

aq lg=1 = 1 and
di’; :g_(w/z—o;c)?_l/é
dq =1 2w 2mocpil,

Thus, the solution ¢ =
transition happens) when

1 becomes unstable (i.e. a phase

/o

2
2o<l - ———,
plmt tan(ﬂ'/a)
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Fig. 2. Analytical predictions v.s. numerical simulations. (a) The NMSE
as a function of the input cosine similarity, for two different values of the
oversampling ratio; (b) The NMSE as a function of the oversampling ratio,
for two different values of pjni. In both cases, the theoretical results obtained
by the replica analysis can accurately predict the actual performance of the
PhaseMax method.

which is exactly when % |q=1 changes its sign. Finally, the

function s(pini, ) in (4) can be obtained as

S(pinilva) = q* - 2|Il9*‘ + 1a (16)

where ¢* is the stable solution of (13) and ¢* is given by (14).

III. NUMERICAL RESULTS

In this section, we present additional numerical results to ver-
ify our analytical predictions found through the replica method.
In all of our experiments, we solve the convex optimization
problem (2) using the approach presented in [18] where the
signal dimension is set to n = 1000. The results are also
averaged over 50 independent Monte Carlo trials.

Our first simulation example, shown in Figure 2(a), studies
the performance of our analytical prediction of the NMSE
[see (16)] as a function of the input cosine similarity pi,; for
two different values of the oversampling ratio: @ = 2.5 and
a = 3.5, respectively. As seen from the figure, the theoretical
prediction obtained by the replica method is in excellent agree-
ment with the experimental results obtained by numerically
solving the convex optimization problem (2). The results also
validate our theoretical prediction of the phase transition points:
the critical input cosine similarity corresponding to each value
of @ is pmit(a = 2.5) = 0.769 and piie(a = 3.5) = 0.533,
respectively.

A different example is shown in Figure 2(b), where we
examine the performance of our analytical prediction of the
NMSE as a function of the oversampling ratio a for two
different values of the input cosine similarity: pj,; = 0.25 and
pinit = 0.35. Again, as seen from the figure, our theoretical
results can accurately predict the actual performance of the
algorithm.

IV. CONCLUSION

We presented in this paper an exact characterization of
the performance of the PhaseMax method for phase retrieval.
Our replica analysis leads to an analytical formula for the
asymptotic NMSE of the estimate given by PhaseMax in the
high-dimensional limit. It also reveals a sharp phase transition
phenomenon: for PhaseMax to succeed, the oversampling ratio
must be above a critical threshold, given as a function of the
input cosine similarity. Simulation results confirm the validity



of our theoretical predictions. They also show that our theoret-
ical results significantly reduce the required oversampling ratio
given by an existing sufficient condition in the literature.

APPENDIX

This appendix provides a sketch of our derivations leading
to (12). To start, we write the partition function Z,(5) as

Zn(B) = /exp (53317.;1[37) ﬁU{|aiT€| - \a?m|} dz
i=1

Using the replica trick [13], the free energy density for any
given parameter 5 can be expressed as follows

£(8) = lim g—lE{log%(m)}

"o {E(Z4(6)) ).

= lim lim —

n—o00 £—0 ﬁﬁn (17)

where the expectation is over the random measurement vectors
{a;, 1 < i < m}. To determine the expression of the
free energy density, we first need to compute an analytical
expression of E(Z%()). To this end, we write the expression
of E(Z£(B)) as follows

4
E(Zﬁ(ﬁ))=/exp > Brh@a |

H U{|C\l/§| afa|} ﬁdmm (18)

where x, denotes the ath replica signal and where the expecta-
tion is over the random vector a which is normally distributed
with zero mean and covariance matrix I,,.

Define the following variables Y, = n*1£ Ty, Ta =
n~txlx, and g, = n~'xlxy, for all a,b € {1,..,¢}. The

expression of E(Z%(f3)) given in (18) can be rewritten as

}E(Zﬁ(ﬂ)) = /exp (”{alog [g({'&aﬂ"aaqm)})]

T({Vasar dav}) }> Hd{ra}d{ﬁ T dlaw), (19

a<b

where o = 7 denotes the oversampling ratio and where the
function G can be expressed as follows

HU{|uo| ual} ¢

with ug = aT¢/\/n and u, = aTz,/\/n, for all a. Fur-
thermore, using a result in large deviation theory known as the
Gartner-Ellis theorem [19], the rate function Z can be expressed
as the Fenchel-Legendre transform of a cumulant generating

G{Vas7arqab}) = (20)

function. Specifically, the rate function Z can be expressed as
follows

extr

£ £
_§ ﬂaﬁa_§ TaTa
19 Tardab a=1 a=1

Z Gabqab + A({éaa Ta, Qab})> ,

1<a<b<?t

I({ﬂm Tas QGb})

2

where the function A represents the cumulant generating func-
tion and is given by

/exp <z€:1§a£Txa

a=1

+ Z raa: x, + Z qab:c x, + Z mema> H dwa] .

a<b

~ ) 1
/\({ﬁa7raaQab}) = nh—>ngo Elog

We use the replica symmetry (RS) ansatz where it is assumed
that, when the dimension n is sufficiently large, the integration
in (19) is dominated by the configurations satisfying the
following particular property: ¥, = ¥, 0q = U, 1q = 7, 7q = T,
dab = q and gup = ¢, for all a,b € {1,2,..,¢}. This leads to
the following representation of the random variables ug and
{tg,1 <a <t}

ug = \/1 —92/qso + \/192/qt
Ug = /T — qSq +/qt
where sg, t and {s,;,1 < a < n} are i.i.d. Gaussian random
variables with zero mean and unit variance. Using the intro-

duced representation of the random variables uy and u,, the
free energy density can be rewritten as follows

(22)

1 1 1~
xtr{ 6qq—|—6rr+ 1919+—10g(q—2r)

f(B) = giw 3 53
9,q,7
‘UQ|—\/at |UO| \[t
Eq, . { log |® -
e (1) o (=)
9% + B2 + 208 pinie q
T 28G - _25(5—273} 2

where the expectation is over the random variables sg and ¢
and where ® denotes the cumulative distribution function of
the standard normal distribution. Recall that our objective is to
study the behavior of the free energy density as the parameter
[ tends to infinity. When [ goes to +oo, the only non-trivial
solution of the extremization problem given 1n (23) occurs
when x = B(r q) is finite. Assume that ¥ = 372, 9= B9
and Q B~1(q—27). Under the RS assumption and using the
Laplace method, the free energy density, as 3 tends to infinity,
can then be expressed as in (12).
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