


PersonX’s Intent Event Phrase PersonX’s Reaction Others’ Reactions

to express anger

to vent their frustration

to get PersonY’s full

attention

PersonX starts to

yell at PersonY

mad

frustrated

annoyed

shocked

humiliated

mad at PersonX

to communicate something

without being rude

to let the other person think

for themselves

to be subtle

PersonX drops a hint

sly

secretive

frustrated

oblivious

surprised

grateful

to catch the criminal

to be civilized

justice

PersonX reports

to the police

anxious

worried

nervous

sad

angry

regret

to wake up

to feel more energized

PersonX drinks

a cup of coffee

alert

awake

refreshed

NONE

to be feared

to be taken seriously

to exact revenge

PersonX carries

out PersonX’s threat

angry

dangerous

satisfied

sad

afraid

angry

NONE
It starts

snowing
NONE

calm

peaceful

cold

Table 1: Example annotations of intent and reactions for 6 event phrases. Each annotator could fill in up

to three free-responses for each mental state.

and model, supporting commonsense inference on

events with a specific focus on modeling stereo-

typical intents and reactions of people, described

in short free-form text. Our study is in a similar

spirit to recent efforts of Ding and Riloff (2016)

and Zhang et al. (2017), in that we aim to model

aspects of commonsense inference via natural lan-

guage descriptions. Our new contributions are:

(1) a new corpus that supports commonsense in-

ference about people’s intents and reactions over

a diverse range of everyday events and situations,

(2) inference about even those people who are not

directly mentioned by the event phrase, and (3) a

task formulation that aims to generate the textual

descriptions of intents and reactions, instead of

classifying their polarities or classifying the infer-

ence relations between two given textual descrip-

tions.

Our work establishes baseline performance on

this new task, demonstrating that, given the

phrase-level inference dataset, neural encoder-

decoder models can successfully compose phrasal

embeddings for previously unseen events and rea-

son about the mental states of their participants.

Furthermore, in order to showcase the practical

implications of commonsense inference on events

and people’s mental states, we apply our model

to modern movie scripts, which provide a new in-

sight into the gender bias in modern films beyond

what previous studies have offered (England et al.,

2011; Agarwal et al., 2015; Ramakrishna et al.,

2017; Sap et al., 2017). The resulting corpus in-

cludes around 25,000 event phrases, which com-

bine automatically extracted phrases from stories

and blogs with all idiomatic verb phrases listed in

the Wiktionary. Our corpus is publicly available.1

2 Dataset

One goal of our investigation is to probe whether

it is feasible to build computational models that

can perform limited, but well-scoped common-

sense inference on short free-form text, which we

refer to as event phrases. While there has been

much prior research on phrase-level paraphrases

(Pavlick et al., 2015) and phrase-level entailment

(Dagan et al., 2006), relatively little prior work fo-

cused on phrase-level inference that requires prag-

1https://tinyurl.com/event2mind



matic or commonsense interpretation. We scope

our study to two distinct types of inference: given

a phrase that describes an event, we want to reason

about the likely intents and emotional reactions of

people who caused or affected by the event. This

complements prior work on more general com-

monsense inference (Speer and Havasi, 2012; Li

et al., 2016; Zhang et al., 2017), by focusing on

the causal relations between events and people’s

mental states, which are not well covered by most

existing resources.

We collect a wide range of phrasal event de-

scriptions from stories, blogs, and Wiktionary id-

ioms. Compared to prior work on phrasal em-

beddings (Wieting et al., 2015; Pavlick et al.,

2015), our work generalizes the phrases by in-

troducing (typed) variables. In particular, we re-

place words that correspond to entity mentions or

pronouns with typed variables such as PersonX

or PersonY, as shown in examples in Table 1.

More formally, the phrases we extract are a com-

bination of a verb predicate with partially instan-

tiated arguments. We keep specific arguments

together with the predicate, if they appear fre-

quently enough (e.g., PersonX eats pasta

for dinner). Otherwise, the arguments are

replaced with an untyped blank (e.g., PersonX

eats for dinner). In our work, only

person mentions are replaced with typed variables,

leaving other types to future research.

Inference types The first type of pragmatic in-

ference is about intent. We define intent as an

explanation of why the agent causes a volitional

event to occur (or “none” if the event phrase was

unintentional). The intent can be considered a

mental pre-condition of an action or an event. For

example, if the event phrase is PersonX takes

a stab at , the annotated intent might be

that “PersonX wants to solve a problem”.

The second type of pragmatic inference is about

emotional reaction. We define reaction as an ex-

planation of how the mental states of the agent and

other people involved in the event would change

as a result. The reaction can be considered a men-

tal post-condition of an action or an event. For

example, if the event phrase is that PersonX

gives PersonY as a gift, PersonX

might “feel good about themselves” as a result,

and PersonY might “feel grateful” or “feel thank-

ful”.

Source
# Unique

Events
# Unique

Verbs
Average

κ

ROC Story 13,627 639 0.57
G. N-grams 7,066 789 0.39
Spinn3r 2,130 388 0.41
Idioms 1,916 442 0.42

Total 24,716 1,333 0.45

Table 2: Data and annotation agreement statistics

for our new phrasal inference corpus. Each event

is annotated by three crowdworkers.

2.1 Event Extraction

We extract phrasal events from three different cor-

pora for broad coverage: the ROC Story train-

ing set (Mostafazadeh et al., 2016), the Google

Syntactic N-grams (Goldberg and Orwant, 2013),

and the Spinn3r corpus (Gordon and Swanson,

2008). We derive events from the set of verb

phrases in our corpora, based on syntactic parses

(Klein and Manning, 2003). We then replace the

predicate subject and other entities with the typed

variables (e.g., PersonX, PersonY), and selec-

tively substitute verb arguments with blanks ( ).

We use frequency thresholds to select events to

annotate (for details, see Appendix A.1). Addi-

tionally, we supplement the list of events with all

2,000 verb idioms found in Wiktionary, in order to

cover events that are less compositional.2 Our fi-

nal annotation corpus contains nearly 25,000 event

phrases, spanning over 1,300 unique verb predi-

cates (Table 2).

2.2 Crowdsourcing

We design an Amazon Mechanical Turk task to

annotate the mental pre- and post-conditions of

event phrases. A snippet of our MTurk HIT de-

sign is shown in Figure 2. For each phrase, we ask

three annotators whether the agent of the event,

PersonX, intentionally causes the event, and if

so, to provide up to three possible textual de-

scriptions of their intents. We then ask anno-

tators to provide up to three possible reactions

that PersonX might experience as a result. We

also ask annotators to provide up to three pos-

sible reactions of other people, when applicable.

These other people can be either explicitly men-

tioned (e.g., “PersonY” in PersonX punches

PersonY’s lights out), or only implied

2We compiled the list of idiomatic verb phrases by cross-
referencing between Wiktionary’s English idioms category
and the Wiktionary English verbs categories.













into more explicit statements, helping to identify

and explain gender bias that is prevalent in modern

literature and media. Specifically, our results indi-

cate that modern movies have the bias to portray

female characters as having pro-social attitudes,

whereas male characters are portrayed as being

competitive or pro-achievement. This is consis-

tent with gender stereotypes that have been studied

in movies in both NLP and psychology literature

(Agarwal et al., 2015; Madaan et al., 2017; Pren-

tice and Carranza, 2002; England et al., 2011).

6 Related Work

Prior work has sought formal frameworks for in-

ferring roles and other attributes in relation to

events (Baker et al., 1998; Das et al., 2014; Schuler

et al., 2009; Hartshorne et al., 2013, inter alia),

implicitly connoted by events (Reisinger et al.,

2015; White et al., 2016; Greene, 2007; Rashkin

et al., 2016), or sentiment polarities of events

(Ding and Riloff, 2016; Choi and Wiebe, 2014;

Russo et al., 2015; Ding and Riloff, 2018). In ad-

dition, recent work has studied the patterns which

evoke certain polarities (Reed et al., 2017), the

desires which make events affective (Ding et al.,

2017), the emotions caused by events (Vu et al.,

2014), or, conversely, identifying events or rea-

soning behind particular emotions (Gui et al.,

2017). Compared to this prior literature, our work

uniquely learns to model intents and reactions over

a diverse set of events, includes inference over

event participants not explicitly mentioned in text,

and formulates the task as predicting the textual

descriptions of the implied commonsense instead

of classifying various event attributes.

Previous work in natural language inference has

focused on linguistic entailment (Bowman et al.,

2015; Bos and Markert, 2005) while ours fo-

cuses on commonsense-based inference. There

also has been inference or entailment work that

is more generation focused: generating, e.g., en-

tailed statements (Zhang et al., 2017; Blouw and

Eliasmith, 2018), explanations of causality (Kang

et al., 2017), or paraphrases (Dong et al., 2017).

Our work also aims at generating inferences from

sentences; however, our models infer implicit in-

formation about mental states and causality, which

has not been studied by most previous systems.

Also related are commonsense knowledge

bases (Espinosa and Lieberman, 2005; Speer and

Havasi, 2012). Our work complements these ex-

isting resources by providing commonsense rela-

tions that are relatively less populated in previ-

ous work. For instance, ConceptNet contains only

25% of our events, and only 12% have relations

that resemble intent and reaction. We present a

more detailed comparison with ConceptNet in Ap-

pendix C.

7 Conclusion

We introduced a new corpus, task, and model for

performing commonsense inference on textually-

described everyday events, focusing on stereotyp-

ical intents and reactions of people involved in the

events. Our corpus supports learning representa-

tions over a diverse range of events and reason-

ing about the likely intents and reactions of pre-

viously unseen events. We also demonstrate that

such inference can help reveal implicit gender bias

in movie scripts.
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A Appendix

A.1 Event Extraction

We balance the number of content words to ensure

that the events are generalizable but still concrete

enough to be labelled. We only keep events with

at least two and less than five content words, de-

fined as words that are not stop words, person tags,

or blanks. We count phrasal verbs (such as “get

up”) as content word. We limit the sets of events

to those events that occur most frequently in our

corpora, using corpus-specific thresholds. 5

A.2 Annotation Setup

Each event was presented to three different raters

recruited via Amazon Mechanical Turk. Raters

were given the option to say that the event did

not make sense (invalid), at which point they were

not asked any other questions. If the rater marked

the event as valid, they were required to answer

the question about how PersonX typically feels

after the event. Each rater was paid $0.10 per

event. Additionally we annotated a small number

of events where “It” was in the subject (e.g., It

rains all day). For these events, we only

asked raters to say how other people typically feel

after the event (if they marked the event as valid).

B Event2Mind Training Details

In our experiments, we use Adam to train for

ten epochs, as implemented in Tensorflow (Abadi

et al., 2015).

For baseline models, the dimension of the event

encoded embedding is H = 300. For our BiRNN

model, we also experimented with an embedding

dimension of H = 100.

We define the vocabulary as the tokens appear-

ing in the training data events and annotations at

least twice, plus the bigrams and trigrams that ap-

pear more than five times. In cases where an an-

notation for the intent/reaction was left blank (be-

cause there was no intent or the event did not affect

other people), we treated the annotation as equiv-

alent to the word “none”. Because many of the

annotations for intent started with “to” or “to be”,

we stripped these two words from the beginning

of all intent annotations.

5For ROC Story and Spinn3r events, we choose events
with frequency at least five and 100, respectively. For Syn-
tactic Ngrams, we took the top 10000 events.

Overlap criterion % of Event2Mind events

Any node 25%

All annotations,

with select relations
12 %

XIntent,

with select relations
3%

XReact/OReact,

with select relations
<1%

Table 5: Event2Mind events overlap with Con-

ceptNet events. While a non-trivial amount are

represented in some capacity, few events have in-

tent or reactions.

C Comparison with ConceptNet

We match our events with the event nodes in Con-

ceptNet and find 6 ConceptNet relations that com-

pare to our intent and reaction dimensions. Specif-

ically, we compare MotivatedByGoal, CausesDe-

sire, HasFirstSubevent, and HasSubevent with the

‘XIntent’ annotations, and ‘XReact’ and ‘OReact’

annotations with the Causes and HasLastSubevent

relations. For each ConceptNet event, we then

compute unigram overlap between our annotations

and their ConceptNet proxy using the 6 relations.

We summarize overlap in Table 5, where we

show that 75% of Event2Mind events are not cov-

ered in ConceptNet. We also show that while

12% of our events have an edge with one of the

6 relations, the actual overlap between our annota-

tions and the ConceptNet data is very low (<5%).

This overlap statistics indicates that our dataset

provides new commonsense knowledge that is not

covered by previous resources such as Concept-

Net.



Event
PersonX 

1. Does this event make sense enough for you to answer

2-5?

(Or does it have too many meanings?)

 Yes, can answer
 

 No, can't answer or has too many meanings

Before the event
2. Does PersonX willingly cause this event?

 Yes

 No

a). Why?

(Try to describe without reusing words from the event)

Because PersonX
wants ...

to (be)

[write a reason]

[write another reason - optional]

[write another reason - optional]

After the event
3. How does PersonX typically feel after the event?

PersonX
feels ...

[write a

reaction]

[write

another reaction - optional]

[write

another reaction - optional]

4. Does this event affect people other than PersonX?

(e.g., PersonY, people included but not mentioned in the event)

 Yes

 No

a). How do they typically feel after the event?

They feel ...  [write a

reaction]

[write

another reaction - optional]

[write

another reaction - optional]

Figure 8: Main event phrase annotation setup. Each event was annotated by three Amazon Mechanical

Turk raters.


