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Abstract—While CI providers have continued success with the
infrastructure-as-a-service model (IaaS), there are increasing
demands to offer more user driven service models from
domain scientists. We propose a user driven web application
that empowers users to run their interactive analytic tasks
using CI resources dynamically. Ad-hoc analysis routines can
be described with multiple pre-defined task modules in a
configuration file that can be shared and re-used. A user can
run the web application on CI resource without alleviated
privilege or additional service deployment by administrators.
The functions and user interface of the web application are
automatically initialized based on the -configuration file.
Therefore, the framework offers a new way for a user to access
and utilize remote resources. This new model can effectively
reduce the access barrier to remote computing resource
offered by CI. In this paper, we describe the proposed
architecture of this framework and give a use case example.
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[. INTRODUCTION

Across many domain science fields in academia, there is
an increasing trend to move computational expensive
analytics to remote advanced computing resources [1] [2] [3]
[4]. However, the complexity of infrastructure and existing
service models presents challenges to users.

To improve the CI resource accessibility for wide variety
use cases and domain fields, we propose a user driven web
application that can dynamically support a various analysis
pipeline by enabling users to set up their own interactive web
application. This application effectively bridges existing
resource and services with specific needs from users.
Common operations are abstracted as fasks. Multiple tasks
can be composed to an application through a simple
configuration file in JSON format. The framework can then
generate a web user interface to allow user run the analysis
interactively on the remote resources.

In this paper, we describe the design and implementation
of proposed framework and discuss how our proposed
approach offers complementary services to existing
approaches.

II.

There are three most common CI utilization models (job
submission with secure shell, remote software session, web
portal and gateway) for open science. The proposed
application framework offers features complementary to the
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existing service models. With TaaS model, users can start a
customized web application with improved usability and
interactivity. CI providers have the flexibility to deploy the
proposed framework with specific workflow defined as a
software service for a targeted user community. The
framework can also be deployed and made available as part
of platform to support dynamically created workflows.

The framework is also related to widely available
existing workflow management system from open source
community and industry [5] [6] [7] [8]. However, a key
difference is that the proposed framework is designed to run
as a standalone web application. It doesn’t rely on server
tools and software installation at remote resources. Hence the
proposed framework can be easily run on different remote
resources, even in a heterogonous resources environment.
This component enables not only sharable workflows but also
multi-user analytic instances.

III. ARCHITECHURE DESIGN AND DATA MODEL

A. Architecture Overview
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Figure 1. Overview of framework architecture and access workflow

An overview of the system architecture of proposed
framework and startup workflow is shown in Figure 1. To
start the web application, application owner will first request
resources from remote cyberinfrastructure. Once the
application and its configuration files are accessible from
allocated resource, a web application server can be started
by on the allocated resources for application users to interact
through web interface.
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There are four key components of the proposed web
application framework: credential management, application
management, pre-defined task libraries and application
configuration files. The application configuration files are
central in the proposed web framework. Many of the
features and content of the web application can be
dynamically and customized through configuration files.

B. Preliminary Implementation

We have implemented the proposed framework using
Play Web Framework (version 2.6). The authentication and
authorization services are implemented using Silhouette
authentication library (version 5.0). The application has
been tested with computing resources hosted at Texas
Advanced Computing Center.

C. A Simple Example

An exemplar application configuration file consisting of
three tasks is shown in Figure-2 (top left). The result of this
configuration file is a web interface with three steps each of
which corresponds to one task (Figure-2 right). This
exemplar application is designed to enable users to run
processing tasks in parallel. The first task creates a widget
for users to interactively upload script files to be executed to
the remote resource. The second task is to enable user
running distributed copies of script using MPI [9]. The third
step will help users to inspect the combined results.

Simple Workflow Example
q Step 1: Preparation
“head”:"Simple Workflow Example”
“description”:"This is a workflow example.” Choose
"tasks"

"task_name":"Preparation”
“task_type": "fileUpload"

“description”:“Upload file for execution”

"task_name":"Run Analysis”
“task_type":*runMPITask"
"description”:"Run analysis using MPL"

“task_name": "Postprocessing”
“task_type": "shosResultTask"
“description*: “Display result of

Step 2: Run Analysis
analysis.”

Total sumber of tasks:  Quewe name:

3 Allocasion:

Workflow Management

Stcp 3: Postprocessing

Figure 2. Example of workflow configuration and result web interface

In addition to three processing steps specified by
configuration file, the workflow management component
also generates control elements for users to interactive with
the workflow itself (Figure-2 bottom left). There are three
workflow interactions currently implemented: 1) download
the current workflow as a JSON file; 2) upload a new

50

workflow configuration file to change the workflow
dynamically; 3) specify dependency among tasks.

IV. SUMMARY AND ONGOING WORK

In this paper, we have presented a web application
framework proposal to enhance the accessibility of large
cyberinfrastructure to users from diverse domain fields. The
framework includes a set of pre-built task modules to help
bridging users with remote hardware and software resources.
By specifying JSON formatted configuration files, users can
transform an ad-hoc analytic workflow into a dynamically
composed multi-user interactive web application. The
generated web application is self-contained with minimum
system dependency on remote system. The composed
workflow can also be exported, preserved and shared by
other users. While it is still an ongoing development, we
have successfully used with several ongoing projects. Only a
simplest example is included here due to space constraint.

Our ongoing work includes extending the usability and
extensibility of the framework by implementing additional
re-usable task modules and supports of more remote
resources and analysis tools. The framework can be used as a
way to set up cloud based virtual laboratory for training and
education on advanced computing technology.
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