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As electronic systems become miniaturized, it is crucial to implement optimal cooling technologies to
dissipate high heat levels. Evaporation cooling for electronics systems has been considered one of the
most promising approaches for meeting the demands of high-powered technologies by taking advantage
of their latent heat. Integrating microscale or nanoscale features into two-phase microfluidic cooling sys-
tems such as porous media can dramatically increase the area of liquid-vapor interfaces where phonons
translate thermal energy to fluid enthalpy. To achieve this performance jump, it is essential to understand
how the engineered features improve evaporative heat transfer performance. In this study, we investigate
thin-film evaporation performance within crystalline pore surfaces by employing simulation models that
examine solid-liquid contact lines and liquid-vapor interfaces. The simulation models compute detailed
performance parameters including phase volume fraction, temperature, pressure profile, and evaporative
mass flux as a function of location, allowing us to calculate local heat transfer performance parameters.
Based on local heat transfer performances, we identify thin-film regions and quantify their fractions to
the overall evaporation performance. Area-averaged heat transfer coefficients are compared to identify
the morphological effects of varying pore diameters and surface wettability. Insights from this parametric
study will allow us to understand how evaporative heat transfer is related to the structural details of por-
ous media and assist us to determine guidelines for the design of evaporating surfaces in modern elec-
tronics cooling.
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1. Introduction push these devices to the fundamental limits of evaporative cool-

ing. However, much more needs to be known about the relation-

As electronic devices become smaller and more compact, their
need for sophisticated and disruptive thermal technologies
increases concomitantly [1]. Current thermal management
solutions using air cooling [2], single-phase liquid cooling [3], or
thermoelectric cooling schemes [4] cannot meet the demands of
high-performance electronics, but two-phase cooling devices offer
a promising approach over conventional single-phase cooling
architectures by utilizing latent heat during the phase change
process [5]. In particular, two-phase cooling devices integrating
porous materials can significantly improve the evaporation region
owing to their favorable combination of conduction and convec-
tion properties as well as their enormous interfacial area [6,7]. Por-
ous materials provide conduction pathways through their solid
fraction and enable efficient convection transport between solid
and liquid phases through their large specific surface area. There-
fore, the incorporation of porous materials into recent microfluidic
heat exchangers such as vapor chambers and heat pipes [8] may
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ship between porous materials’ structural details and their
evaporation performance before porous structures capable of
pushing devices to their limits can be designed. Transport mecha-
nisms in these materials present various design challenges. For
example, liquid transport by capillary pumping within a porous
medium competes with the viscous resistance associated with
small pores [9-11]. Using engineered materials to control the
shape of the meniscus and minimize diffusion lengths through
the often-insulating liquid phase improves evaporation [12]. Most
current challenges in the design of porous structures can eventu-
ally be overcome by performing theoretical parametric studies to
identify the critical material parameters needed to engineer opti-
mized evaporative cooling surfaces.

Recently, thin-film performances using nanoporous membranes
[12,13] and microfabricated pin fin arrays [14] were experimen-
tally investigated to explore the effects of morphological parame-
ters (e.g., pore size, wick depth, and heated area) on evaporative
heat transfer [15]. However, the ability of previous experiments
to explain these phenomena has been limited by the structural
materials and geometric parameters necessitated by their fabrica-
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Nomenclature

A area, jim?

C Courant number

Cn coefficients

CA contact angle, °

specific heat, J/kg K

diameter, pm

energy, J/kg

gravitational acceleration, m/s?
enthalpy of evaporation, J/kg
thermal conductivity, W/m K
molar weight, kg/mol

mass flux, kg/m? s

number

pressure, Pa

heat flux, W/m?

energy source, W/m>
universal gas constant, J/mol K
radius, pm

volumetric mass source, kg/m° s
temperature, K

flow time, s

velocity, m/s
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Greek symbols
o volume fraction
d thickness, pm

u viscosity, Pa s
p mass density, kg/m>
T accommodation factor
¢ porosity
Subscripts

b bottom

c condensation
cell cell

conv convection

e or evap evaporation
eff effective

10 inverse opal
in in

l liquid

lv liquid-vapor
pore pore

s solid

sat saturation

sl solid-liquid
tf thin film

v vapor

via via

tion methods [12], which requires a theoretical approach to attain
a systematic parametric study. Furthermore, if evaporating sur-
faces are integrated with force convection flows, it is difficult to
understand the flow effects of forced convection on evaporation
without the aid of computational models [16]. Therefore, it is
imperative to develop computational simulation models such as
computational fluid dynamics (CFD) that allow to explore a wide
range of parameters to complete the design guidelines or to care-
fully investigate the physics phenomena that are difficult to exper-
imentally measure, particularly in the presence of nanoscale
structures.

In this context, substantial efforts have been made to study
phase change processes such as boiling [17,18], evaporation [19-
24], and condensation [25,26] by implementing phase change the-
ory into CFD simulation tools [27]. The wicking surfaces investi-
gated in most prior studies include packed spheres [28-30], wire
meshes [30], grooves [31-35], and sintered powder wicks [36] on
the order of submillimeters [37]. The reported heat transfer coeffi-
cients in these studies are much lower than the theoretical limit
based on kinetic theory because the effective thin-film area occu-
pies only a small portion of the meniscus (approximately 10-
20%), while most evaporative mass flux occurs through this small
thin-film evaporating region [12,24,38,39]. This prior work moti-
vates an examination of the local evaporation performance param-
eters of porous structures, in particular those sized on the order of
tens of micrometers with the aim of investigating the role of struc-
tural characteristic lengths in determining thin-film evaporation
performance.

To address such challenges, this study demonstrates a compre-
hensive analysis of the effects of microstructures on meniscus
formation and thereby thin-film evaporation by employing
highly-ordered porous materials. Here, we examine a wide range
of morphological parameters by computing both solid-liquid con-
tact lines and liquid-vapor interfaces in order to provide a set of
guidelines for optimizing porous structures. The results of this
study will allow us to pave the way to design better evaporating

surfaces that effectively solve the thermal challenges posed by
modern electronics devices.

2. Methods
2.1. Microstructure topology using inverse opals

This work investigates evaporative heat transfer parameters by
studying copper inverse opals (I0s), a crystalline porous structure
that possesses structural regularity, in order to understand the
effects of morphology on evaporation performance. I0s are
highly-ordered inverted structures of self-assembled sacrificial
spheres forming a close-packed configuration (Fig. 1(a)) [40,41]
The sacrificial spheres’ diameter, ranging from 50 nm to 20 pm,
determines pore diameter dp... After the sacrificial template is
removed, the necks between adjacent spheres in the template will
become “vias” (that is, interconnected windows between the
pores), that enable high fluid accessibility with a large specific sur-
face area. The manufacturing process for I0s precisely controls 10s’
morphological parameters by modulating sacrificial sphere size,
the annealing process, and the deposition material used. The com-
bination of periodicity and regularity of 10s allows us to predict
their physical transport parameters by developing a unit cell model
with symmetry boundary conditions (Fig. 1(b)). In a prior study,
we calculated the 10s’ porosity and permeability assumed to be
in a face-centered configuration (FCC), and the results showed a
good agreement with experimental measurements [41].

2.2. Liquid meniscus computation

We track how liquid-vapor interfaces evolve within a spherical
concave pore representing a unit cell of copper 10 structures
through Surface Evolver [42]. Surface Evolver solves for liquid-
vapor interfaces associated with surface forces, the gravitational
force, and other constraints (i.e., contact angle and volume) by cal-
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Fig. 1. The structural regularity and periodicity of copper inverse opals (IOs). (a) Representative scanning electronic microscope image of a copper IO structure showing face-
centered configuration. The combined interconnectivity and periodicity of the pores provide liquid flow paths through the porous structure and enable a unit cell approach.
(b) Schematic of the two-dimensional (2D) unit cell of I0s showing the symmetry boundary conditions. Liquid inlet with v = 0 m/s is introduced from the bottom liquid cells
while a constant heat flux q” is added to the bottom solid cells. In addition, the I10s’ spherical concave shape helps to minimize meniscus thickness and to enhance evaporating

areas.

culating the total energy for different conditions. The gradient des-
cent method, a first-order iterative optimization algorithm, is used
to find the local minimum of the total energy of interfacial sur-
faces. By repeating gradient descent iterations, the shape of
liquid-vapor interfaces is obtained possessing the minimum total
energy needed for the system reaches an equilibrium state. The liq-
uid meniscus thickness for different contact angles inside an 10
pore with a constant liquid volume fraction is shown in Fig. 2,
where the normalized thickness is defined as the vertical distance
between liquid-vapor and solid-liquid interfaces in an IO pore over
the pore radius (see the vertical arrow in Fig. 1(b)). In this study,
the volume of 32.5% of the 10 pore will be filled with a liquid for
the initial condition, which is the maximum liquid volume that
maintains the liquid level below the centerline of the spherical
10 pore for contact angles of 20-40°. As indicated, the liquid with
smaller contact angles is prone to wet the 10 pore surface, enabling
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Fig. 2. Meniscus thickness as a function of position in the r-direction in normalized
coordinates. Normalized thickness is calculated based on the ratio between the
vertical distance between the liquid-vapor and solid-liquid lines and the pore
radius. As a contact angle decreases, the thickness at the center decreases (where
normalized r = 0) and the extended meniscus becomes larger. (Inset) Capture from
Surface Evolver showing the interface between liquid (blue) and vapor (gray)
phases in an IO pore (white). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

formation of an extremely thin liquid film over a larger area. In
contrast, large contact angles lead to a thicker liquid film that occu-
pies only a small portion of the I0 pore surface. The meniscus
shapes obtained from Surface Evolver are then imported into Solid-
Works for post-processing, ANSYS Meshing for mesh generation,
and ANSYS Fluent for CFD calculations, respectively.

3. Mathematical model
3.1. Governing equations

3.1.1. Volume of fluid method

Once the meniscus shapes are imported to ANSYS Fluent, vol-
ume of fluid (VOF) method identifies different phases to track
liquid-vapor interfaces in the computational domain by assuming
that the two phases do not interpenetrate each other. In the VOF
method, a value of 1 indicates that the cell is filled with primary
phase (liquid in this case) while a value of O indicates the cell is
occupied by something other than the primary phase. Cells with
values between 0 and 1 represent the presence of two-phase inter-
faces as Fig. 3 shows a representative phase contour. Afterwards,
mass conservation equations are solved separately for liquid and
vapor phases:

o N
&(alpz) + V- (up ) =S (1

9 .
&(O‘vpy) + V- (opp,Uy) =Sy ()

where « is the volume fraction, p is the density, u is the velocity
vector, and S is the volumetric mass source term accounting for
mass transfer between the phases. Subscripts | and v represent liq-
uid and vapor, respectively. A single set of momentum and energy
equations is solved for the entire domain:

8(gt”) LV (pUU)=-VP+V-[Vu+Vi)+pg+F  (3)

% + V- (u(pE+P)) =V - (kVT)+Q (4)

where Q is the energy source term, and E is the energy, which can be
defined as the phase-averaged value:
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Fig. 3. Phase contour representing liquid and vapor phases on a solid surface. (a)
Red (value of 1) indicates the liquid phase and blue (value of 0) indicates other
phases. Cells with the values between 0 and 1 indicate vapor-liquid interfaces. (b)
Close-up view of the phase contour showing the detailed mesh in different phases
and at interface for the thin liquid film near the solid surface. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)
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The properties used in the momentum and energy equations

are defined as effective values for the combined phase and are
obtained based on the volume fractions of each phase:

E ()

Peg = 04P1 + %P, (6)
Heg = Oty + Lo fd,, (7)
keff = OC[k{ -+ O(yky (8)

where p is the viscosity, and k is the thermal conductivity.

3.1.2. Phase change at interfaces

The interfacial mass and energy transfer is considered by adding
appropriate volumetric mass source term S and energy source term
Q to the continuity and energy equations in Eq. (1), (2), (4), through
the use of user-defined functions (UDFs). The volumetric mass
source term imposed on the liquid phase S; has a negative value
because of the evaporative mass from liquid to vapor phase. There-
fore, S;= —S, = —m"|Va,| based on the Schrage model [43], where
|V, | is the interfacial area over the volume within one computa-
tional cell as expressed in this equation [41]:

1 Alucell
Vol = / Valav =T 9)

The values of |Va,| are obtained by using a UDF to calculate
evaporative mass fluxes. Then, an energy source term Q= hg S, is
added to the energy equation at the liquid and vapor interfaces
in order to account for the enthalpy difference between liquid
and vapor during the phase change. Schrage theory [43] provides
the correlation between the mass flux and the thermofluidic pro-
files in the two-phase system [26,45]:

. 2 M [oP, o.P
o2 J Mo 10
W = o\ R ot ] (10)

where R is the universal gas constant (8.314 J/mol K), and M is the
molar weight (0.018 kg/mol for water). In Eq. (10), the accommoda-
tion factor ¢ is the fraction of molecules transferred owing to the

phase change while subscripts ¢ and e dictate condensation and
evaporation, respectively. In the most of previous studies, the
accommodation factors for condensation ¢. and evaporation o,
are treated as an identical value ¢ [44]. The value of 6 =1 means
that all the molecules at the interface line changes their phases.
Often, values larger than 0.1 are suggested for dynamic surfaces
(i.e., boiling), and values smaller than 0.1 are suggested for static
surfaces (i.e.,, condensation or evaporating surfaces) [45]. Tana-
sawa’s model simplifies Eq. (10) by assuming that there is a small
temperature jump between the liquid-vapor interface and vapor
with a linear correlation between those two temperatures [46]:

., 20 ﬂpuhfg(Tlv — Tsar)
“2-0V27R 7

sat

(11)

Tanasawa’s assumption will be valid if there are small devia-
tions (Tp, — Tsae)/Tsar < 1 [47], which is the case for this study.

3.2. Numerical simulation

Based on the numerical correlations obtained Egs. (1)-(10),
transient thin-film evaporation models are developed to calculate
thermofluidic performance parameters. First, a two-dimensional
(2D) unit cell from Fig. 4(a) is considered by using incompressible
and laminar flow with a pressure-based solver. The simulation
models use semi-implicit method for pressure linked equations
(the SIMPLE scheme) [48], least square cell-based formulation for
gradient spatial discretization, and the PRESTO! scheme [49] for
pressure discretization. In the model, the VOF method computes
different phases with explicit formulation and implicit body forces
while the volume fraction cutoff and the Courant number assume
the default values of 107® and 0.25, respectively. High resolution
interface-capturing (modified HRIC) [50] discretizes the volume
fraction where its computational expense is smaller than the
Geo-Reconstruct scheme. Momentum and energy equations are
discretized using second-order upwind scheme [51]. Using the
continuum surface force (CSF) model [52] helps to maintain con-
stant contact angles during the evaporation process (see Table S1
for simulation details).

3.3. Geometry, boundary conditions, and material properties

This study examines a 2D IO unit cell for varying pore diameters
from 10 pm to 20 pum. All the geometrical values are expressed as a
function of pore diameter, such that geometrical values increase as
pore diameter increases. Detailed dimension information for the
unit cell is provided in Fig. 4(a). As boundary conditions for a 2D
10 unit cell (with a width of 1.21,,. and a height of 31,4.¢) are illus-
trated in Fig. 4(b), the working fluid is introduced through a via at a
constant temperature with an inlet velocity of 0 m/s and a radius of
the via (1yiq = 0.21p0re). The ratio between via and pore size yields a
constant porosity of 78%. A heat flux of ¢’ = 100 W/cm? is applied
to the solid portion of the bottom surface. The liquid in the inlet
has a constant temperature of 373 K, and the solid phase is initially
superheated at 380 K. We can track the recession of interface as the
water evaporates inside the pore while the bubble nucleation on
the solid-liquid interfaces is suppressed by using a UDF. Symmetric
boundary conditions are applied at the sides because of the peri-
odic structure of 10s. The pressure outlet boundary condition is
used at the top surface, and the temperature at the outlet is equal
to the vapor saturation temperature Ty, In all simulation models,
the working fluid and the solid material are water and copper,
respectively. The thermophysical properties of water and copper
are listed in Table S2 and S3 where saturation temperature and
enthalpy of evaporation are reported at a pressure of 1 atm.
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Fig. 4. Computational unit cell of copper 10 showing geometrical details and boundary conditions. (a) Unit cell dimensions are indicated where the via is defined as 20% of a
pore diameter. (b) Boundary conditions include liquid in and a constant heat flux in from the bottom surface as well as symmetry conditions due to the periodicity of the IOs.
Liquid to vapor phase change occurs only at the interfacial regions. (¢) Thermal circuits represent the film resistance and interfacial transport resistance in series (left), which

is equivalent to the convective heat transfer resistance (right) based on the one-dimensional conduction assumption.

4. Results

We perform a parametric study of evaporation performance by
testing various pore diameters of copper IO cells ranging from 10 to
20 wm and contact angles of 20° to 40°. The computational models
directly provide thermofluidic parameters such as spatial and tem-
poral temperatures, pressures, velocity profiles, and evaporative
mass fluxes, allowing us to compute heat transfer coefficients.
The thermofluidic parameters are collected and reported in this
work once the interfacial parameters get stabilized after 10 to
20 ps for different cases (see Fig. S4).

4.1. Local evaporative mass flux

The computational simulation models calculate local evapora-
tive mass flux using the simplified version of the Schrage model
expressed in Eq. (11). Evaporative mass flux is plotted for pore
diameters of 10 pm and 20 um in Fig. S1(a) and (b).

4.2. Temperature profiles

Fig. 5(a) shows the temperature contour in the liquid, vapor,
and solid domains of the evaporating meniscus where pore diam-
eter is 10 pm and the contact angle is 20°. Fig. 5(b) shows the plot
of the detailed temperature profile T,(r) along the liquid and vapor
interface (liquid volume fraction = 0.5) under steady-state condi-
tions. As indicated, the temperature Tj, is minimum at the center
of the pore (at r =0 pm), and this value is influenced by the liquid
inlet with a constant temperature of 373 K. The temperature T},
near the wall (at r =, pm) is shown to be much higher because
of lower conduction resistance through the liquid film, which is
proportional to liquid film thickness based on Fourier’s conduction
law.

In the solid region of the unit cell, the conduction is the domi-
nant heat transfer mode. Therefore, the temperature deviation is
relatively small (compared to temperature profiles in the liquid

or vapor regions) because copper has a high thermal conductivity.
The local temperature information Tg(r) is plugged into Eq. (12) to
calculate the corresponding local heat transfer coefficient. The
area-averaged solid temperatures Ty, for different pore diameters
and contact angles are compared in Fig. 6. In this plot, as pore
diameter increases, average temperature increases as well. This
might be evidence of efficient evaporation performance for smaller
pore diameters.

4.3. Computation of local heat transfer coefficient

To characterize the evaporative heat transfer performance in a
copper 10 cell, we assume one-dimensional (1D) heat transfer
[53] from the solid surface to the liquid (phonons and electrons
in solid phase translate thermal energy to fluid enthalpy) and from
the liquid to the evaporating surface (thermal energy is transferred
by both conduction and advection through the thin-film liquid
region and further translated through to the vapor region via
thin-film evaporation). Such transport physics with a 1D assump-
tion can be represented by the thermal resistances in series in
Fig. 4(c). The heat flux q" = heony (1) (Tsi(r) — Tsqr) is assumed to be
equal to the heat flux transferred through the interface
q" = m"(r)hg. Therefore, the local heat transfer coefficient can be
calculated as:

" (1) g

heons (1) = ) = T

(12)
by using local evaporative mass flux m”(r) and local solid-liquid
temperature Tq(r). In Fig. 4(c), the combined thin-film resistance

and evaporation resistance can be defined as the local convective
thermal resistance Rqon,(7):

1

Reony (1) = m

(13)

where A is the heat transfer area.
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Fig. 6. Area-averaged temperature of solid-liquid contact lines for varying pore
diameters and CA=20°. As the pore diameter increases, solid temperature
increases, indicating decreased evaporation rates.

In this work, the local convective heat transfer coefficient along
the interface is computed as a function of the radius, which allows
us to understand the local evaporative heat transfer performance
related to local meniscus thickness. Fig. 7 shows the representative
heony(r) profiles using copper 10s with pore diameters of 10 um and
20 pm. In this plot, a maximum h,,, at the wall increases to the
values of 700 kW/m? K in the thin-film region for both cases. This
heat transfer coefficient shows a good agreement with the existing
data in the literature ranging from 800 to 1000 kW/m? K [29] test-
ing copper microstructures with the characteristic lengths of 10—
100 pm using CFD simulations, and these values are higher than
experimental values [14].

5. Discussion

This study computes local and average heat transfer coefficients
to reveal the crystalline 10s’ role in improving thin-film evapora-
tion as it relates to meniscus shapes. Local heat transfer coeffi-
cients are calculated based on the local evaporative mass flux

and the difference between the solid-liquid temperature and the
saturation temperature, and they are used to identify different
evaporation regions along the interface. The area-averaged heat
transfer coefficients are computed to compare overall evaporative
heat transfer performance for a variety of cases.

5.1. Evaporation region identification

Fig. 7 and Fig. S1 show plots of local evaporation performance
parameters, based on the modified Schrage model. In these plots,
the local evaporative mass flux and local heat transfer coefficients
are roughly inversely proportional to the local meniscus thickness.
Based on these plots, three main evaporation regions can be iden-
tified: a thin-film region, a transition region, and a non-effective
region as a function of the radial location as illustrated in Fig. 7.
(1) The thin-film region (0.97p,. < T < Tpor), the most efficient of
the three regions, occurs near the wall where a sudden decrease
in thin-film thickness is observed [30]. The thin-film region occu-
pies only a small portion of the thin meniscus, but a large portion
of evaporation occurs through this small region. In order to account
for the thin-film effects, it is necessary to quantify the ratio of
evaporative mass transfer through the thin-film area (in the range
0f 0.9 pore < T < I'pore) to the total evaporative mass transfer through
the entire interface, which is called the “fraction” of the thin-film
region:

Tpore

N
. J0.9rpore m"dr
fraction; = —F=——

14
f(;PO"f m// dr ( )

In Fig. 8(a), the fraction of thin-film evaporation to the total
evaporation is plotted for varying pore diameters, which ranges
from 28% to 53% as pore diameter increases from 10 to 20 pm.
Smaller pores show smaller fractions, indicating the creation of
efficient and uniform evaporation over the pore surface but larger
heat transfer coefficients over the thin film (Fig. 8(b)). Larger pores
show larger fractions because the evaporation of larger pores is
dominated by the presence of a thin-film region. (2) The transition
region, the transition between the thin-film region and the non-
effective region, occupies a large portion of the meniscus. (3) In
the non-effective region (if a local evaporative mass flux is less
than 1% of the maximum evaporative mass flux), the local temper-
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ature profile is directly affected by the inlet temperature, which is
often lower than the saturation temperature. Thereby, evaporation
occurs at a very slow rate.

5.2. Effects of pore diameters on evaporation

In order to understand the impact of different pore diameters
on overall evaporation performance, area-averaged evaporative
mass flux, evaporative heat flux, and convective heat transfer coef-
ficients as a function of pore diameter are calculated in Fig. 9 and
Fig. S2. In Fig. 9(a) and (b), decreasing the pore diameter from
20 um to 10 pm increases the convective heat transfer coefficient
by ~60% and area-averaged evaporative mass flux by ~15%. The
fitting lines estimate the area-averaged convective heat transfer
coefficients by using following correlation: h = C;dpore + C; (W/m?
K) where C; is —13,330 x 10°W/m? K and G, is 520,290, 483,560,
and 460,130 W/m? K for CA=20°, 30°, and 40°, respectively. The
trend can be attributed to the presence of different portions of
non-effective regions for different pore diameters, as is compared
in Fig. 7. For example, local region plots indicate that a smaller pore
diameter (dpore = 10 pm) demonstrates a small portion of a non-
effective region (<5%) while a larger pore diameter (dpor =20
pm) shows a large portion of a non-effective region (30%), which

helps small pores to enable more efficient evaporation in overall.
The total heat transfer rate can be directly calculated as
Qevap = Qerapiv- I this equation, the total area of the evaporating
surface is proportional to the single pore’s surface area and the
number of pores: Aj, = AporeNpore Where Ny is inversely propor-
tional to Ayore, providing a constant evaporating surface area for dif-
ferent pore sizes. Therefore, this investigation concludes that
attaining small characteristic lengths and corresponding large heat
transfer coefficients is critical to enhancing evaporation perfor-
mance in crystalline porous structures.

5.3. Role of contact angles in evaporation

In addition to pore diameters, another important parameter
determining overall evaporation performance is surface wettabil-
ity, which can be quantified with a contact angle. Often, surface
wettability can be controlled by surface engineering methods that
modulate surface roughness and chemistry. In order to account for
such surface engineering effects, we vary the contact angles
between the solid wall and the liquid inside the pore by 20° to
40° in our simulation models. The contact angle values are directly
plugged into Surface Evolver to determine the liquid film thickness
first and then the thermofluidic properties of simulation domains
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Fig. 9. Area-averaged evaporation performance values for varying pore diameters and contact angles. (a) Area-averaged heat transfer coefficient and (b) heat flux are plotted
for different cases. Changes in pore diameters and contact angles will significantly affect the corresponding heat transfer coefficients. Fitting lines can estimate the area-

averaged heat transfer coefficients in (a).

are calculated using the CFD models (see Sections 3 and 4). Surface
wettability plays key roles in determining evaporation perfor-
mance parameters: Liquid with smaller contact angles (1) is prone
to wet 10 surfaces, allowing creating enormous evaporating sur-
faces; (2) minimizes the thickness deviation along the interface,
enabling more stable evaporating performance over the entire sys-
tem; and (3) results in efficient evaporation properties (Fig. 9). As a
result, as contact angle decreases from 40° to 20°, the improve-
ment in evaporation is reported as ~15%.

6. Validation of the computational model
6.1. Mesh independence study

The Courant number indicates the numerical correlations
among the computational cell size Ax, the transient time step At,
and the velocity of the liquid flowing inside the cell #, as in C=
vAT| Ax. The Courant number thus explains how much information
propagates through a computational cell at each time step and
directly affects the convergence quality of the calculations. Using
inappropriate values of Courant number results in data transfer
through more than one cell at each time step, causing a calculation
to be unstable and unphysical [51]. Considering the microscale
computational domain of a single unit cell, to maintain the Courant
number within convergence criteria (the Courant number is usu-
ally smaller than 1 in the VOF method), a time step vale of 107° s
is required. Based on this time step, it is essential to choose a mesh
size that allows a reasonable calculation time for the simulation
process. To confirm the independence of the results from the com-
putational mesh of this work, we test three different mesh sizes via
numerical simulations. The number of cells in mesh 1, mesh 2, and
mesh 3is 9151, 36,579, and 145,019, respectively. The average size
of mesh 1, mesh 2, and mesh 3 is 0.112, 0.054, and 0.024 pm,
respectively. Temperature profiles along the liquid-vapor interface
and the solid-liquid contact line are calculated for each of the
meshes and are listed in Table S4. The percentage differences
between the average wall temperature and the interface tempera-
ture for pairs of meshes are calculated in Table S5. Since the devi-
ations between the results are negligible, we choose to use mesh 2
as the discretized domain for our simulations.

6.2. Mass balance calculation

In order to prove the simulation calculations’ accuracy, the
mass conservation is confirmed by calculating the evaporative

mass flux from the liquid-vapor interface and the mass flux leaving
the system, which shows errors consistently smaller than 11% as
shown in Fig. S5. These errors are attributed to the presence of
the evaporation rate in adjacent cells to the interface that are not
included in the definition of the liquid-vapor interface line.

6.3. Limitation of CFD models

CFD computations are challenging because phase change mod-
els predominantly rely on the rough estimation of empirical values
(i.e., accommodation factors [52]). This work uses a value of 0.1 for
the accommodation factor; this value is widely used in previous
literatures dealing with evaporation phenomena [53]. Further-
more, CFD computations are suitable for microscale systems but
not ideal for nanoscale calculations whereas atomistic-level calcu-
lations are capable of calculating individual particle behaviors and
their interactions based on numerical algorithms that account for
interatomic forces between particles. For example, as pore diame-
ter decreases to 1 um, the meniscus thickness decreases to an
order of nanometers. In this case, the atomistic-level calculations
that account for intermolecular forces between water and copper
molecules might be more critical and should be considered. Also,
disjoining pressure—the excess pressure required for evaporation
in the thin-film region owing to the presence of solid-liquid inter-
actions—is significant in small-scale evaporation [11,35]. However,
the effects of disjoining pressure on the suppression of evaporation
could not be considered in the present work without considering
the effects of intermolecular forces in the thin-film region on the
evaporation process. Furthermore, interfacial temperature jumps
cannot always be neglected in microscale simulations [47]. There-
fore, in order to capture more complex phase change physics at
interfaces, atomistic-level calculations might be considered as a
follow up study.

7. Conclusion

This study investigates the effects of pore surfaces on meniscus
formation and evaporation parameters by computing both solid-
liquid contact lines and liquid-vapor interfaces with the aim of
understanding evaporation through the use of a crystalline porous
structure composed of inverse opals. A liquid meniscus shape is
defined based on the minimum total surface free energy for a given
intrinsic contact angle and imported as an initial condition for two-
phase calculations. The two-phase models compute transient ther-
mofluidic properties such as local temperature, pressure, phase
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volume fractions, and mass flux by tracking liquid-vapor interface
changes, allowing us to evaluate local heat transfer coefficients
along the interface for varying cases. The local convective heat
transfer coefficients increase as the meniscus thickness decreased,
to a maximum value of 700 kW/m? K near the wall. This analysis
identifies how thin-film regions occupying a small portion of the
overall interface area dominate the total evaporation rate for larger
pores whereas smaller pores create efficient evaporation over the
entire pore. Correlating area-averaged convective heat transfer
coefficients to pore diameters and contact angles reveals that
decreasing pore diameter from 20 pm to 10 pm improves the evap-
orative heat transfer coefficient by up to ~60% and that decreasing
contact angle from 40° to 20° improves the evaporative heat trans-
fer coefficient by ~15%. These results suggest that incorporating
smaller pores with desirable surface engineering will create
improved hydrophilic surfaces that enhance evaporation perfor-
mance. The fundamental insights from this study will enable
rational design of evaporating surfaces to address thermal chal-
lenges in many applications.
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