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ABSTRACT 

Recent research has identified a correlation between increasing Twitter activity and incurred damage in 
disasters.  This research, however, fails to account for localized emergencies occurring in areas in which people 
have lost power, otherwise lack internet connectivity, or are uncompelled to Tweet during a disaster.  In this 
paper, we analyze the correlation between daily Tweet counts and FEMA Building Level Damage Assessments 
during Hurricane Harvey.  We find that the absolute deviation of Tweet counts from steady state is a potentially 
useful tool for the evolving information needs of emergency responders.  Our results show this to be a more 
consistent and persistent metric for flood damage across the full temporal extent of the disaster.  This shows 
that, when considering the varied information needs of emergency responders, social media tools that seek to 
identify emergencies need to consider both where Tweet counts are increasing and where they are dropping off. 
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INTRODUCTION 

By the start of August 2017, natural disasters in 2017 had already cost the United States 15 billion dollars and 
the lives of almost 300 people.  The yet-uncalculated costs of the three major hurricanes that hit the East Coast 
in August and September are expected to catapult that total cost into the hundreds of billions (Lam, 2017).  The 
first of these three, Hurricane Harvey is expected to ultimately cost more than $183 billion dollars in federal 
relief (Amadeo, 2017).  As the frequency and intensity of hurricanes are only expected to increase, 
understanding how to improve our crisis infrastructure is of critical importance.  Our ability to both minimize 
initial damage and accelerate recovery is contingent on a wide variety of factors, including primarily the 
availability of emergency resources and how we structure our emergency response.  We will need to improve 
the efficiency of both factors in order to mitigate future disaster-related costs. 

The National Center for Environmental Information (NCEI) reports that tropical cyclones are, on average, the 
costliest of natural disasters in the United States (NCEI, 2017).  This cost can be mitigated by an increase in the 
resilience of the community infrastructure (Coughlan De Perez et al., 2015), the availability of social, economic, 
and physical capital (Abramson et al., 2014), and the speed and efficiency of the emergency response network 
(Conrado, Neville, Woodworth, & O’Riordan, 2016).  Much of crisis mitigation research has focused on 
understanding the importance of and strengthening of these resilience factors.  Empowering emergency response 
organizations by increasing information availability has recently taken center stage in crisis research (Shklovski, 
Palen, & Sutton, 2008).   

Information regarding disaster severity, human locations and mobility, and resource locations tends to be scarce 
immediately after disaster strikes and in the weeks following.  Victims of disasters are one of the main providers 
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of crisis information, as they are the most intimately familiar with the aftermath.  First responders are often 
operating on eye-witness accounts when they arrive at the scene of local emergencies, such as flooded houses or 
electrical fires, that comprise the larger disaster.  However, it is difficult to acquire and accumulate victims’ 
local knowledge during a massive crisis (Mason, Drew, & Weaver, 2017).  There is an unmet need to facilitate 
the utilization of affected people’s information in emergency response.  In the past few years, a growing amount 
of research has sought to utilize humans as sensors—that is, using how victims “sense” damage and danger and 
how their behavior changes in response—to produce usable data for emergency responders (Hiltz et al., 2014; 
Kryvasheyeu, Chen, Moro, Van Hentenryck, & Cebrian, 2015; Sakaki, Okazaki, & Matsuo, 2010b; Tien et al., 
2016).  The conversion of human behavior data to empirical crisis data has been mainly performed through the 
use of social media; however, that crisis data is not currently in widespread use.  We need to improve the 
accuracy and usability of social media tools before they can be implemented effectively. 

LITERATURE REVIEW 

Since the explosive increase in Twitter users in 2009 and the increasingly widespread use of other social 
platforms, researchers have been trying to utilize social media to characterize and improve community resilience 
to disaster.  Initially, researchers used social media data to analyze the details of a specific prior event such as an 
earthquake (Sakaki, Okazaki, & Matsuo, 2010a); more recently, researchers have been trying to use the real-
time flow of information from victims to advise responders during an emergency.  The behavioral data recorded 
through social media has been examined for use in detecting emergencies (Kryvasheyeu et al., 2015), 
emergency types (Hiltz et al., 2014), damage severity (Kryvasheyeu et al., 2016), detecting resource availability 
and need (Choe, Park, Han, Park, & Yun, 2017), identifying human sentiment in real time (Caragea, 
Squicciarini, Stehle, Neppalli, & Tapia, 2014), and characterizing resilience and community recovery through 
mobility patterns (Wang & Taylor, 2014).   Authors have utilized this information to create a variety of tools 
that are intended to assist professional emergency responders and citizen volunteerism in real time.  These tools 
mainly utilize Twitter and Facebook, and primarily take the form of smart phone applications and websites, such 
as Ushahidi and XHELP (Reuter, Hughes, & Kaufhold, 2018). 

Responders need to know, with high accuracy, the most time- and cost-effective areas in which to focus their 
efforts.  Knowing where to go involves knowing where people and emergencies are.  Knowing where to go first 
requires knowing where people are in the most danger relative to the people around them.  Social media data is 
useful for the former, because geo-located Tweets show exactly when and where a single person is.  Previous 
research has concerned itself with connecting social media to the latter.  The current theory operates on the idea 
that people Tweet when they feel endangered, when they feel they can receive aid through social media, or, at 
the very least, when something abnormal is happening.  More Tweets are thought to indicate abnormal 
occurrences and thus indicate when and where a disaster may be occurring. 

In the search for a correlation between Tweeting and the presence of a disaster, Kryvasheyeu et al. performed a 
rigorous analysis of how well Twitter was able to predict infrastructure costs before, during, and after Hurricane 
Sandy (Kryvasheyeu et al., 2016).  Large numbers of Tweets per day at the ZCTA-scale corresponded well with 
areas with higher insurance claims, and vice versa.  This relationship was identified in twelve other emergency 
events in 2013 and 2014 at varying strengths.  However, despite the strong correlation discovered in the above 
research, emergency identification and responder advisement systems do not currently have widespread use 
during disasters (Mason et al., 2017).  Many of the inhibiting factors for tool usage are related to a perceived 
lack of accuracy (Imran, Castillo, Diaz, & Vieweg, 2015).  

Accuracy in disaster informatics consists of rumor and completeness.  The accuracy of Twitter data with respect 
to rumor has been addressed through studies that have sought to quantify rumors’ propagation through networks 
(Starbird, Maddock, Orand, Achterman, & Mason, 2014) and to identify rumors in automatic Tweet filtration 
tools (Zeng, Starbird, & Spiro, 2016).  Recent studies have been able to classify Tweets as rumors in 
emergencies, such as the 2013 Boston Marathon Bombing, with reasonable accuracy (Lu & Brelsford, 2015; 
Zeng et al., 2016).  There is, however, another important aspect to accuracy: data completeness.  A lack of data 
completeness can produce false negatives.  A false positive such as a rumor would result in a waste of time and 
resources; a false negative could result in overlooked victims.  Much of existing social media research assumes 
that if there is a disaster, people are Tweeting about it, but there is little research on the detriments of only using 
areas that are Tweeting in emergency identification and danger assessment (Reuter et al., 2018).  There is also a 
lack of research on how we can potentially use the gaps in Twitter activity.   

Emergency analysis tools that can only function in areas with high volumes of Tweets may be biased against 
underprivileged people in disasters that can heavily impact energy infrastructure, such as hurricanes.  The 
Rutgers report on the impact of Superstorm Sandy showed that, although lower income families were hit by 
more than half of the costs of the storm, they received only 27% of the distributed aid.  Wealthier communities 
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with more robust houses and energy infrastructures are also less likely to fear for their livelihoods or fear an 
extended loss of power, so they would be less likely to take precautions to conserve power.  FEMA has 
encouraged people needing to conserve power to activate their phones’ airplane mode (Fugate, 2017), which 
would remove the phones’ data capabilities and the ability to Tweet.   

Shelton et al. sought to demonstrate potential flaws in big data by looking at the relationship between Twitter 
activity and areas in the High-Impact Zone assessment produced by FEMA (Shelton, Poorthuis, Graham, & 
Zook, 2014).  They normalized their data to a steady-state Tweet count value calculated from two weeks prior to 
the disaster instead of normalizing the activity to the number of active users.  This normalization strategy 
reduces the possibility of areas without any active users during a disaster situation being ignored by the 
correlation analysis.   Their results show that, while some areas’ increase in Twitter activity did correlate with 
being in a High-Impact Zone, other areas lacked Tweets.  These areas were termed “data shadows”.  A large 
data shadow was particularly evident in Staten Island, in which more than half of all Sandy-related deaths 
occurred.  The majority of social media emergency identification tools developed to date would have been 
unable to help emergency responders prevent these deaths, as the silent areas would have been ignored. 

In order to make social media analysis tools useful for emergency responders, we need to show that the data can 
be utilized in a way that does not overlook areas that do not Tweet during a disaster because of older 
demographics or lower socioeconomic status.  We theorize that natural disasters can influence human behavior 
by causing some people to Tweet more, and others to Tweet far less.  As such, strong deviations from steady 
state Twitter activity may be indicative of separate hazards and risks in addition to the spikes in Twitter activity 
utilized in the majority of social media crisis studies.  By accounting for the data shadows identified by Shelton 
et al., we can increase the usability of social media data for emergency responders while reducing the risk of 
ignoring areas in need of assistance that do not have the ability or compulsion to Tweet. 

In this paper, we seek to determine if there is a significant, useful correlation between hurricane damage and a 
decline in Twitter intensity that is missed in analyses focused on Twitter activity spikes.  We chose to apply our 
analysis to Hurricane Harvey, which heavily impacted Houston, the fifth-biggest metropolis in the U.S. 

RESEARCH DESIGN AND METHODS 

Spatial Grid Creation 

Based on our data distribution, the size of the Greater Houston Area, the layout of the city’s roadway 
infrastructure, and the findings of Potter et al. (Potter, Koch, Oswalt, & Iannone, 2016), we used ArcGIS’ 
Generate Tessellation function to generate a grid of 10 square kilometer (km2) hexagons.  In our grid, 
approximately 2,000 hexagons overlaid the Greater Houston Area, and approximately 500 of those contained 
more than three Tweets per day across the study period. 

Twitter Data Acquisition 

Because we wanted to find a metric of Twitter activity intensity that would consider both users’ ability to Tweet 
and their inclination to Tweet, we decided to explore each area’s deviation from a defined steady state of 
Twitter intensity.  We defined our steady state using the period of August 7 to August 15, 2017, two weeks 
before Hurricane Harvey made landfall the night of August 25, 2017.  Harvey developed into a tropical storm on 
August 17, 2017, so this time frame is distant enough from the storm’s inception to not be impacted by the 
storm development and yet close enough to reflect an accurate steady state.   

Our Lab has been continuously collecting Tweets through the Twitter Streaming Application Program Interface 
(API).  We are accessing the Twitter API through the use of the python package tweepy.  Twitter only provides 
1% of real-time global Tweets; however, the 1% can be filtered by certain specifications.  We filtered our 
streamed Tweets to only include geo-referenced data.  From these Tweets, we downloaded the associated User 
ID, originating latitude and longitude, username, and the text of the Tweet.  We used this data to extract Tweets 
generated within the Greater Houston Area during our determined steady state time frame.  We then manually 
filtered out Tweets made by Twitter bots, which are accounts that Tweet pre-programmed messages at 
automated times throughout the day, through manual inspection of suspicious Tweets and Twitter Users.  
Identifying Tweets that do not originate with a real person is a continuing problem in crisis informatics; 
however, we believe that the bots will not change their behavior overtly from the steady state to the crisis, and 
their impact will be mitigated through our analytical methods. 

We repeated this process for the days following August 21, which is two days prior to when Harvey developed 
into a hurricane.  As such, Tweets from August 21 to August 31, 2017 were used to define our perturbed state.   
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Hazard Assessment Data 

We analyzed five different metrics of hazard indicators related to weather and flooding phenomena in order to 
avoid the confounding factor of economic influences.  Primarily, we used data from the FEMA Building Level 
Damage Assessments, referred to as FEMA Damage Assessments (The Federal Emergency Management 
Agency, 2017).  These preliminary damage assessments were performed as soon as was safely possible 
following the hurricane and are available as point data that represent buildings that have been classified as 
having “No Damage”, being “Affected”, having “Minor Damage”, having “Major Damage”, and being 
“Destroyed” (The Federal Emergency Management Agency, 2016).  We reinterpreted this range into a 
continuous numeric scale from 0, representing “No Damage”, to 5, representing “Destroyed”.  This more 
subjective scale would represent the overall potential danger to a building’s inhabitants during the hurricane 
more judiciously than a monetized scale, which might amplify damage to richer communities.  Based on the 
threat to human life represented by flooding, we also used the interpreted flood risk from Risk Management 
Systems (RMS) for the Greater Houston Area.  This flood risk was modeled using elevation, rainfall, and data 
from the National Oceanic and Atmospheric Administration (Young, 2017).  This data was rasterized in 
ArcMap with a cell size of approximately 30 meters.  In another interpretation of flood risk, we mapped 
historical high water mark data from previous floods provided by the USGS (United States Geological Survey, 
2017).  Lastly, as one of the greatest dangers with flooding is due to flooded roads, we downloaded the 
volunteered geographic information (VGI) from the most popular crowdsourced map that identified road 
closures during Hurricane Harvey (Flooded streets due to #Harvey, 2017).  Hurricane Harvey was the wettest 
tropical cyclone in both Texas and US history, and the sudden, massive, unexpected rainfall flooded homes 
while simultaneously cutting off evacuation routes.  We theorized that areas with damaged or blocked escape 
routes would have a much greater need of emergency rescue. Lastly, we determined whether or not each 
hexagon was mostly within or without the hurricane evacuation area defined by the Houston Emergency 
Operations Center (Houston-Galveston Area Council, 2017). 

Hexagon Data Attribution 

We developed a model in ArcMap that would summarize the Twitter activity statistics for each day within each 
hexagon.  We used the sum total Tweet counts for each day of the steady state to determine the average Tweet 
count and the standard deviation of that Tweet count for each hexagon.  We normalized the Tweet counts within 
each hexagon for each day of the perturbed state using the standard deviation and average of the Tweet counts in 
each hexagon across the defined steady state.  

We then used ArcMap’s Field Calculator to create two sets of normalized Twitter counts in the attribution field 
of each hexagon.  The first was the real normalized data, which ranged from -1.8 (decreased Twitter activity) to 
8.3 (greatly increased Twitter activity).  The data is referred to as the real deviation because it preserves the 
direction, positive or negative, of the deviation.  For the second set of Twitter counts, we took the absolute value 
of this normalized data, which ranged from 0 (no deviation from steady state) to 8.3 (the highest deviation from 
steady state).  We show the difference in deviation spread between the real and absolute normalized Twitter 
activity data for the day following Hurricane Harvey’s landfall in Figures 1a and 1b. 

Figure 1. A map of the Greater Houston Area overlaid with a grid of 10 km2 hexagons.  Each hexagon is 
colored according to the real (Figure 1a) or absolute (Figure 1b) standard deviation of georeferenced 

Tweet counts recorded on August 26, 2017 when normalized to the steady state period.   

 (a) (b) 



Samuels et al. Decreases in Tweets Can Indicate Local Disaster  
 

WiPe Paper – Social Media Studies 
Proceedings of the 15th ISCRAM Conference – Rochester, NY, USA May 2018 

Kees Boersma and Brian Tomaszewski, eds. 

 

For the hazard assignation, we used a second ArcMap model to classify each hexagon based on:  

1) The highest classification of any singular FEMA Damage Assessments located within the hexagon. 

2) The average, maximum, and minimum of the RMS flood hazard cells in the hexagon; 

3) The average, maximum, and minimum height of the high-water marks in the hexagon; 

4) The presence (1) or absence (0) of a flooded road in the hexagon; and, 

5) If the hexagon was mostly inside the evacuation zone (1) or mostly outside of it (0). 

ANALYSIS 

We determined the Kendall and Spearman rank correlation coefficients for two pairs of variables: 1) the 
correlation between the highest FEMA Damage Assessment in each hexagon and the real normalized deviation 
in Twitter intensity from steady state, and 2) the correlation between the highest FEMA Damage Assessment 
and the absolute normalized deviation in Twitter intensity. Following Kyryvasheyeu et al., we compare the 
Kendall and Spearman rank correlation coefficients for the damage assessments and the absolute and real 
Twitter activity deviations from steady state in Table 1.   

Table 1. Kendall and Spearman Rank Correlation Coefficients for the maximum FEMA Assessment in 
each hexagon and the normalized Twitter Activity from August 21 to August 31, 2017. 

    Absolute Deviation Real Deviation 

Date Rainfall (in.) Spearman's ρ Kendall's τ Spearman's ρ Kendall's τ 

21-Aug 0 -0.02 -0.02 0.06 0.05 
22-Aug 0 0.04 0.03 -0.03 -0.02 
23-Aug 0 0.03 0.02 0.01 0.01 
24-Aug 0 0.04 0.04 0.05 0.04 
25-Aug 0.28 0.09* 0.07* -0.03 -0.03 
26-Aug 3.83 0.07* 0.05 -0.01 -0.01 
27-Aug 11.82 0.08* 0.07* 0.13** 0.10** 
28-Aug 1.74 0.10** 0.08* 0.08* 0.06* 
29-Aug 2.4 0.09* 0.08* 0.09* 0.07* 
30-Aug 0.15 0.13** 0.11** -0.07 -0.05 
31-Aug 0 0.01 0.01 0.07 0.05 

* indicates p < 0.05; ** indicates p < 0.01 

FINDINGS 

Our first research question concerned identifying the strength of correlation between Twitter data and hurricane 
hazard at a spatial scale smaller than ZCTAs.  The correlation determined in our research is weaker than that 
found by Kryvasheyeu et al. during Hurricane Sandy, but comparable with the correlations found by 
Kryvasheyeu et al. during flooding events.  We also used a much smaller spatial area, so a weaker correlation 
can be expected.  Our correlation results are still significant and the real deviation results follow the same 
general trends seen in prior research.  It should be noted that, although the hurricane made landfall the night of 
August 25th, the hurricane’s movements resulted in the heaviest rainfall hitting Houston on August 27th.  The 
fact that the correlations peak on that day—and that they more closely match the prior correlations found during 
flooding—are likely because the persistent flooding was the biggest danger for the city.   

The spatiotemporal behavior of the correlation coefficients for each metric and their significance across the 
perturbed period is shown in Figure 2.  The correlation between damage and Twitter activity is significant from 
August 27th to August 29th for both metrics, and the correlation between real deviation and damage is much 
stronger on the day of the greatest rainfall.  However, the correlation between absolute deviation and damage is 
significant for the days after the hurricane made landfall (the 25th and the 26th), and for one additional day after 
(the 30th).  Both relationships peak with a Spearman’s ρ of 0.13 with a p-value of 0.001, but these peaks occur 
on disparate days: the real deviation peaks on the day of the most damage, and the absolute deviation peaks 
later.  The absolute deviation is also the stronger relationship for every day except that of maximal flooding.   
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Figure 2. Spearman’s ρ for Twitter Activity Deviation and FEMA Damage for the Perturbed Period 

 
 

DISCUSSION AND CONTRIBUTIONS  

We sought to assess the utility of social media in emergency response by correlating Twitter activity and the 
extent of infrastructural damage, and to define that correlation through a metric that can encompass areas that 
have lost the ability to Tweet.  To our knowledge, this is the first analysis to supply a method for Twitter data 
analysis that utilizes a deviation from a steady state to address potential data shadows, as determined by Shelton 
et al (Shelton et al., 2014).  Our results show that, in confirmation of prior literature, Twitter activity spikes are 
significantly correlated with damage on the day of maximal rainfall in Houston (Kryvasheyeu et al., 2016); they 
also show that absolute activity deviation is a more significant metric before and after that day.  This shows that 
the absolute change in Twitter activity and the infrastructural damage can provide a secondary hazard indicator 
to address more persistent informational needs during an evolving natural disaster.  

A potential flaw in this analysis is that the decrease in activity primarily indicates areas that people have 
evacuated, or commercial sectors of the city that have closed in anticipation of danger.  In terms of evacuation, 
the distribution of hexagons that increased and decreased in Twitter activity does not appear to have any 
correlation with being inside the evacuation zone, and the city of Houston did not have mandatory evacuation 
orders prior to landfall.  The hexagonal grid should minimize the partitioning of our study area by residential 
and commercial sectors.  It is therefore likely that Tweeting behavior deviated from its steady state due to 
reasons beyond mobility.  Future research needs to focus on determining at what spatial and temporal scales the 
identified relationship is strongest, and at which spatiotemporal scales the relationship breaks down.  The effect 
of broad-scale, enforced evacuation on the correlation needs to be identified and removed such that emergency 
responders do not look for victims in rows of empty houses.   

This analysis needs to be performed on other hurricanes and natural disasters.  Based on preliminary further 
research and the theories identified above, we believe that the potential uses and relevance of our metrics could 
be dependent on the economic demographics and the severity of the hurricane.  Hurricanes that do not heavily 
impact the energy infrastructure of the city may do very little to a population’s ability and inclination to Tweet, 
and prior research has shown that, in some areas, even power outages do not heavily influence social media 
access (Jennex, 2012).  The situations in which the absolute deviation would be useful needs to be identified 
through further disaster analysis.   

Our research shows that the relationship between human behavior and damage across a disaster’s duration is not 
only because people Tweet more in the face of danger; rather, people are changing their Twitter habits in 
different ways based on their inclination and their environment.  Some are Tweeting more, sharing information 
with family members or trying to spread awareness about hurricane dangers; some are Tweeting less, saving 
their phone battery for 911 calls, or are without power.  This modulation is the human behavior signal that 
should be additionally monitored when advising emergency response on an extended timeframe.   

CONCLUSIONS AND IMPACTS  

There is currently a lack of confirmation that the emergencies identified through Twitter are the most critical 
emergencies for responders to address, especially in terms of people who become unable to access their phones 
or are without power.  In order for responders to triage the emergencies during a natural disaster, they need to 
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know the emergency’s location, severity, and magnitude throughout the emergency. Existing social media 
emergency response tools fail this by neglecting the possibility of severe emergencies occurring in areas where 
Tweets are not occurring (Tapia & Moore, 2014).  Through our research, we have shown that absolute Twitter 
activity deviation from a steady state can be used to identify areas that are experiencing more infrastructural 
damage during a hurricane.  Our method does not ignore areas with fewer Tweets, but rather fully incorporates 
those areas into its hazard association, and is more particularly useful on days following landfall or after the 
biggest disaster event. 

For emergency responders, the identification of the existence of an emergency through social media is not 
sufficient; 911 calls and aid requests already inundate emergency agencies with emergency identifications 
during a major disaster.  To be truly useful to responders, social media must be able to point responders in the 
direction of the greatest and most urgent damage in near-real-time.  For tools using only spikes in Twitter 
activity to identify areas of need, areas without the ability to Tweet are invisible.  These tools may be stronger 
on the day of maximum perturbation, but as the emergency evolves, response information needs change and 
other populations are more at risk.  We need to be able to “hear” distress among these populations as well.  We 
show this is possible by ascertaining the value of listening to where Tweets have stopped occurring.  Our paper 
highlights the importance of considering the presence and absence of data in social media analysis tools 
designed for use by emergency responders.  Ultimately, we find that the most effective analysis tools using 
humans as sensors must be able to incorporate the sound of humans in danger—and the sound of silence. 
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