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ABSTRACT
Cross-technology interference (CTI) from dense and prevalent wire-
less has become a primary threat to low-power IoT. This paper
presents G-Bee, a CTI avoidance technique that uniquely places
ZigBee packet on the guard band of ongoing WiFi traffic, which
effectively safeguards the packet from WiFi interference. Such de-
sign ensures reliable ZigBee communication even under saturated
WiFi traffic where traditional ZigBee is considered inoperable. Tech-
nical highlight is in lighweight WiFi guard band capture mecha-
nism using ZigBee PHY layer samples directly accessible in various
commercial ZigBee chip. Another exclusive feature of G-Bee is
spectrum-synchronized low duty cycling – by utilizing guard bands
of periodicWiFi beacons, active slots are effectively synchronized to
spectrum availability (i.e., guard band) for significant delay improve-
ment. Extensive evaluations on our prototype system demonstrates
G-Bee PRR over 95% where legacy ZigBee drops to below 15% under
significant interference with hundreds WiFi users and reduction
of low duty cycle delay by 87.5%, all of which are achieved with a
light computational overhead of 0.3%.
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1 INTRODUCTION
The massive body of wireless is anticipated to make another leap
in the upcoming Internet of Things (IoT) era, up to 20 billion by
2020 [23, 25, 37]. While the dense coverage provides great con-
venience, this has led to severe competition over the shared ISM
band. Specifically, cross-technology interference (CTI) [15] between
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heterogeneous devices has become one of the major bottlenecks
to network performance. Studies have shown that the impact of
CTI is especially significant for low-power IoT – WiFi interference
is a major source of ZigBee disruption, corrupting over 50% of
packets [4, 26, 29, 42].

Researchers have proposed a body of work on effectively avoid-
ing CTI [2, 14, 16, 17, 32, 40, 44], where they commonly use statisti-
cal approaches to model the traffic pattern from which the channel
idle times are inferred. For examples, WISE [17] predicts the idle
time following the bursty WiFi while TIIM [16] adopts machine
learning techniques to characterize CTI pattern. While shown to
be highly effective, the probablistic nature of such designs leads to
intrinsic vulnerability to dynamics of wireless activities, including
the degree of traffic, number of users, and mobility.

We present G-Bee, a new technique that uniquely avoids CTI in
a deterministic manner by counterintuitively exploiting ambient
WiFi (802.11b) to safeguard ZigBee. This is achieved by leveraging
the guard band of ongoing WiFi transmission, sufficiently wide (5
or 3MHz) to incorporate a ZigBee channel (2MHz); As originally
intended to avoid inter-channel interference, WiFi guard band is
designed such that it is ensured to be idle (i.e., free from WiFi
interference). By carefully observing WiFi signal, G-Bee identifies
guard band duration and frequency on the fly in which the ZigBee
packet is placed, thus providing deterministic CTI avoidance.

The key contribution of G-Bee is ensuring reliable ZigBee under
CTI, even under saturated WiFi traffic where ZigBee is normally
considered inoperable. Our empirical evaluations demonstrate over
95% packet reception rate (PRR) where legacy ZigBee drops below
15%. G-Bee also exclusively enables spectrum-synchronized low
duty cycling – i.e., by aligning the active slot with the guard band
of periodic WiFi beacons, G-Bee essentially synchronizes active
slot with the spectrum availability, offering low delay and high
energy efficiency simultaneously. Other unique benefits include:
(i) enhancing spectral efficiency by utilizing guard band which is
otherwise wasted, (ii) non-disruptiveness to coexisting networks
including WiFi, and finally (iii) backward compatibility with (i.e.,
transparently operates with) legacy ZigBee network, ensuring low
adaptation cost.

Technical highlight of G-Bee is in lightweight detecting and
decoding WiFi packet by smartly processing ZigBee PHY layer
samples (in-phase and quadrature) directly accessible in various
commercial ZigBee and other IoT RF, e.g., BLE [1, 6, 20, 30, 33]. The
techniques are carefully designed to keep the computational/storage
overhead and energy consumption minimal on off-the-shelf device.
According to our measurement, G-Bee incurs only 0.3% computa-
tional overhead under feasible scenarios, demonstrating the prac-
tical pathway to utilizing PHY layer for IoT improvement. Our
contributions are three-fold:
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• G-Bee uniquely investigates the opportunities of guard band
for safeguarded communication in the ISM band, for intrin-
sic robustness to interference dynamics. While the case of
ZigBee was examined, the idea can be generally applied to
other IoT platforms, e.g., BLE.

• To the best of our knowledge, for the first time, we design and
demonstrate lightweight practical techniques to process PHY
layer samples from heterogeneous signal (WiFi ↔ ZigBee)
for performance improvement.

• We implement G-Bee prototype on off-the-shelf design Zig-
Bee testbed, where extensive real-life evaluations under hun-
dreds of WiFi users yield PRR of 95%, improving the legacy
ZigBee by a vast amount of 6.3×.
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Figure 1: The guard band is conservatively set to 3 or 5MHz
while WiFi devices effectively suppress leakage (38.5dB
power drop) into the guard band, providing potential oppor-
tunity for exploitation.

2 MOTIVATION
Here we discuss the hidden opportunity behind the WiFi spectrum
with potential to enable safe and spectrum-efficient ZigBee.

2.1 Opportunity Behind WiFi Guard Band
As per the standard, WiFi channels are separated by guard band.
To avoid inter-channel interference, the guard band is set conser-
vatively at 3 (802.11b) or 5MHz (802.11g/n) – larger than what is
needed in most real-life scenarios especially with recent WiFi ra-
dio circuitry effectively suppressing signal leakage. Measurement
in Figure 1 validates that WiFi signal from a commodity device
(NETGEAR WNDR3800), emitted at the highest power of 20dBm,
undergoes a large power drop of 38.5dB at the guard band. The mea-
surement was taken from a USRP in close proximity (50cm), where
the results were similar for other WiFi devices. This observation,
along with the guard band width of 3 or 5MHz (>2MHz-wide Zig-
Bee) demonstrates the potential of leveraging guard band to carry
ZigBee. This improves spectral efficiency by recycling frequency
(i.e., guard band) mostly left used.

More importantly, WiFi in fact safeguards (from interference)
ZigBee within its guard band. This counterintuitive observation
can be easily understood from the channel layout shown in Figure 2
– Suppose a WiFi device is transmitting on channel 1, which we
represent1 as Chw1 . Then, as per CSMA, other WiFi stations operat-
ing on overlapping frequencies (i.e.,Chw1 -Chw5 ) back off. This holds
for all 802.11b, g, n and their combinations. In the meantime, Chw6
1For clarity and brevity, throughout the paper we use notations Chwi and Chzj to
indicate WiFi channel i and ZigBee channel j , respectively.
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Figure 2: 5MHz-wide guard band (in gray) between two
frequency-multiplexedWiFi channels of 1 and 6,with 2MHz
bandwidth, fits within this under-utilized spectrum. Such
guard bands exist adjacent to any WiFi channel.

may be used simultaneously as it does not overlap, where the guard
band still remains idle. In other words, ongoing WiFi transmission
on Chw1 ensures silence on the guard band, thus protecting ZigBee
signal within that band. We note that ZigBee channel 15 (i.e.,Chz15)
fits exactly within the guard band. Therefore, ZigBee on Chz15 is
protected whenever WiFi is transmitting on Chw1 (or Chw6 ). The
same holds for WiFi on Chw2 and ZigBee on Chz16. Utilizing guard
band is indeed very powerful, as ZigBee is safeguarded regardless of
the density of WiFi devices or their traffic volume, enabling ZigBee
even under the worst interference scenarios.
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Figure 3: WiFi traffic (@Chw1 ) vs ZigBee PRR (@Chz15).

To validate such insight in practice, we deploy 5m-apart ZigBee
pair exchanging packets under heavy WiFi. To examine the impact
of guard band, we tune the ZigBee to operate on Chz15 and increase
the degree of WiFi traffic on Chw1 with Iperf, which introduces
more frequent guard band to protect more ZigBee transmissions.
As depicted in Figure 3, 86.4% of 1,000 packets were successfully
received under 800 pkts/s WiFi traffic onChw1 , while it drops to only
49.3% without the WiFi traffic. The results remained consistent un-
der various proximity and LOS or NLOS scenarios, demonstrating
the efficacy of utilizing guard band for ZigBee under WiFi pres-
ence. The result contradicts the common belief that WiFi is only
detrimental to ZigBee; in fact, WiFi may indeed protect ZigBee
communications from WiFi interference via guard band.

Challenges in Practice. Although facilitation of guard band for
ZigBee offers significant advantages in both spectrum and energy,
it is non-trivial to achieve in reality. This is because guard band is
highly dynamic in practice; That is, frequency, time, and duration of
guard band reflects the channel, access time, and packet length/data
rate/modulation of WiFi transmissions, which are unknown apriori.
Specifically, since the channel access among WiFi devices are fully
distributed and uncoordinated in nature, exploiting guard band
imposes challenging tasks of real-time guard band capturing and
utilization techniques that are generally applicable to any practical
scenario, including traffic volume, pattern, and deployment density.



Exploiting WiFi Guard Band for Safeguarded ZigBee SenSys ’18, November 4–7, 2018, Shenzhen, China

2.2 Feasibility of PHY Layer Utilization
Various recent commercial low-power radio chips from major ven-
dors (e.g., Atmel and TI) offer direct accessibility to physical layer
signal (In-phase and Quadrature samples) [1, 6, 30, 33–35], includ-
ing ZigBee. This is mainly driven by ZigBee’s limited bandwidth;
Unlike wider band systems such as WiFi (>20MHz), ZigBee’s band-
width only spans 2MHz with a conventional sampling rate of 4MHz
(vs. 40MHz or higher in WiFi [27]). With the modern low-power mi-
croprocessors equipped in ZigBee devices often reaching hundreds
of MHz in speed [1, 31], the rate of 4MHz can be appropriately han-
dled in software, especially with a careful (i.e., lightweight) design.
For example, our design requires 13 cycles per 1us for computation
and only 0.3% computational overhead for practical use. (Section 7).
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Figure 4: Exploiting channel layout in (a), G-Bee identifies
guard band duration/channel for exploitation via the steps
in (b).

3 G-BEE OVERVIEW
G-Bee enables safeguarded ZigBee communication by leveraging
guard bands of ambient WiFi, without any prior knowledge nor
coordination. That is, G-Bee is entirely passive and highly flexible,
where it accommodates any traffic pattern, volume, or density of
WiFi in vicinity.

3.1 G-Bee Operation
G-Bee is essentially an add-on functionality at the ZigBee sender
side, which detects the timing and duration of the guard band to
transmit a ZigBee packet while the guard band is maintained (i.e.,
WiFi packet is on-air). The receiver side remains to be a standard Zig-
Bee receiver. In other words, for a given ZigBee channel allocated
between a sender-receiver pair, G-Bee captures the corresponding
guard band (= detects WiFi packet in the corresponding channel)
in real time, and transmits on the given channel accordingly.

In essence, G-Bee exploits the unique channel layout between
ZigBee and WiFi, depicted in Figure 4a, where we leverage the fact
that a WiFi channel can be specified by the overlapping leftmost
and rightmost ZigBee channels. For example, if a WiFi packet is
detected on (i.e., overlaps with) both Chz12 and Ch

z
15, the channel it

resides on must beChw2 . G-Bee not only captures the guard band of
interest, but also its duration, by directly interpreting WiFi packet
header.

As a walk-through example, suppose the ZigBee receiver is lis-
tening on Chz11. From the channel layout, G-Bee (i.e., the sender)
immediately finds that the ZigBee channel falls within the guard
band of Chw2 . Then, G-Bee switches to Chz12, the leftmost chan-
nel that overlaps with Chw2 to capture WiFi packet. Subsequent
processes are illustrated in Figure 4b – (i) G-Bee performs narrow
decoding, (ii) where the decoded bits are matched to a fixed 38bit
sequence for WiFi detection (Section 4.3). (iii) Once detected, G-Bee
performs guard band identification (Section 4.4); i.e., G-Bee switches
toChz15, the rightmost channel overlapping withChw2 , where it con-
tinues to decode for WiFi packet length corresponding to guard
band duration. Successful reading of length also indicates the WiFi
packet is indeed in Chw2 . Finally, (iv) G-Bee switches to Chz11 to
transmit for the duration of the guard band. This mechanism not
only applies to Chz11, but any ZigBee channels that overlaps with
WiFi.

3.2 Leveraging 802.11b Guard Band
G-Bee exploitsWiFi (802.11b) guard band with the following unique
features for ZigBee protection: (i) it is free from WiFi interference
including 802.11b, g, and n, (ii) long duration of often over 1ms (due
to long 802.11b packets) suitable for protecting ZigBee packets, and
(iii) periodically occurs thereby naturally supports ZigBee low duty
cycling. This is because beacons are necessarily sent by WiFi APs
typically every 102.4ms.

Ambient 802.11b Traffic. While 802.11g and n traffics are dom-
inant, 802.11b is constantly utilized for its robustness, where it
reaches the volume sufficient to support sparse IoT traffic. Specifi-
cally, majority of the recent WiFi devices are 802.11b/g/n compati-
ble, where they often transmit control packets (e.g., beacons, probe
request/response) in 802.11b for maximum reliability. According
to our measurement study, more than 100 802.11b packets per sec-
ond were found in a typical downtown environment (Sections 7.4).
Therefore, G-Bee is widely applicable to practical WiFi settings and
provides sufficient opportunities for IoT traffic.

3.3 Unique Features
G-Bee effectively cuts down the energy dissipation by 83% (Sec-
tion 7.6), while enhancing the spectrum utilization by exploring
largely under-utilized spectrum (i.e., guard band), improving net-
works as a whole. Also, G-Bee operates silently without disrupting
WiFi, and is transparent to the ZigBee receiver. This offers great
adaptability without enforcing replacement of existing network de-
ployments. Finally, the idea of G-Bee applies to other IoT standards
as long as it fits into the guard band and is capable of accessing
physical layer information, e.g., BLE with commodity RF chips
DA14781 [6] and SX1257 [30].
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4 G-BEE DESIGN
This section illustrates the G-Bee design in detail.

4.1 Background
G-Bee exploits 802.11b WiFi guard band captured on the fly via
ZigBee Rx front-end, which is achieved by the key technique of nar-
rowband decoding. As a background, we first discuss the physical
layers of WiFi and ZigBee.

DAC Mixer

iii

Bits
DBPSK

Modulator

i

…0,1,1…

ii

Barker

Codes

Baseband

Signal

Passband

Signal

Figure 5: WiFi transmitter RF front-end.

WiFi Tx front-end. Figure 5 illustrates the architecture of WiFi
transmitter [9]. (i) First, Differential Binary Phase-Shift Keying
(DBPSK) mapper encodes the input bits to Barker code (non)inver-
sions, which essentially stretches the bits to 1us-long sequences (i.e.,
Barker code) for reliability, generally known as Direct Sequence
Spread Spectrum (DSSS). In (ii) the Barker code is filtered to yield
band-limited (i.e., 22MHz) signal. This is then converted to analog
continuous waveform denoted as w(t) via digital-to-analog con-
verter. In step (iii) w(t) is shifted to passband by mixing with the
carrier wave with the frequency corresponding to WiFi channel,
fw . This yieldsw(t)e j2π fw t , which is pushed into the air through
the antenna.

Mixer LPFLPF

2MHz Distorted

WiFi Signal
ADC

4MHz
s[n]

WiFi

Signal

(a) (b) (c)

Figure 6: ZigBee receiver RF front-end.

ZigBee Rx front-end. As in Figure 6 WiFi signal of w(t)e j2π fw t
naturally flows into ZigBee radio coexisting on 2.4GHz band, which
is then processed through steps (a)-(c). In (a) the signal is shifted to
the baseband via mixing with ZigBee carrier signal at frequency fz .
The resulting signal is centered around the frequency difference
between ZigBee andWiFi center frequencies (i.e., fw − fz ). In (b) the
signal passes through a low pass filter (LPF) that cuts off the 22MHz
WiFi signal to 2MHz (i.e., ZigBee bandwidth) causing significant
distortion. Lastly in (c) the signal is digitized by analog-to-digital
converter (ADC) typically operating at 4MHz sampling rate. Then,
n-th 4MHz sample s[n] after passing through ZigBee mixer, LPF,
and ADC becomes:

s[n] = (w(nTs )e j2π (fw−fz )nTs ) ∗ h (1)

where ∗ indicates convolution, while h is the time-invariant LPF
with 2MHz bandwidth and Ts is the sampling interval of 250ns
(= 1

4MHz ) in compliance with ZigBee.

4.2 Narrowband Decoding
G-Bee’s key technique of narrowband decoding exclusively enables
interpretation of WiFi bits, directly from ZigBee’s physical layer
(i.e., I/Q) samples. That is, counterintuitively, 22MHz bandwidth
WiFi (802.11b) signal is decoded at the ZigBee RF front-end with
only 2MHz bandwidth – thus narrowband decoding. In fact, the
technique leverages unique signature in theWiFi signal distorted by
2MHz LPF at ZigBee, which can be generally applied regardless of
carrier frequency offset (CFO) as well as WiFi and ZigBee channels.
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Figure 7: Upper figure demonstrates WiFi DBPSK using
Barker code, where inverted and non-inverted codes are
symmetric about the x axis. Lower figure shows that this
feature is kept intact in the distorted signal after passing
through 2MHz LPF; phase difference of π and 0 in 1µs in-
terval indicates WiFi bits ‘1’ and ‘0’, respectively.

As seen in Figure 6, when under overlapping spectrum, WiFi
DBPSK signal naturally flows into ZigBee RF front-end and passes
through 2MHz LPF, leaving only low frequency components. Fig-
ure 7 depicts empirical measurements of the WiFi signal transmit-
ted from a commercial WiFi (Intel 5300). The upper figure shows
the original WiFi with 22MHz bandwidth, while the lower is the
distorted signal after passing through 2MHz LPF, where both are
measured on USRP for analysis purpose.

As in the upper part in Figure 7, WiFi DBPSK utilizes (non-
)inverted Barker code where two consecutive (non-)inverted codes
indicate bit ‘0’ while the transition (inverted ↔ non-inverted) rep-
resents bit ‘1’. More importantly, we observe that the inverted
and non-inverted Barker codes are symmetric about the x axis. As
demonstrated in the lower figure, the feature is strictly retained
even after the significant distortion induced by 2MHz filtering. Intu-
itively, this is because Barker code is essentially a 1µs-long pulse –
therefore it may only repeat once per 1µs , or equivalently at 1MHz
(= 1

1µs ), a frequency that can be captured within 2MHz. The fea-
ture of symmetry about the x axis is the fundamental enabler to
narrowband decoding. For example, black dots in the lower figure
illustrate the sign flip in the magnitudes 1µs apart (i.e., Barker code
length) which reflects the code transition and thus represents bit
‘1’. On the contrary, the magnitude remains the same for consecu-
tive (non-)inverted codes indicating bit ‘0’. In the complex domain,
this translates to phase difference of π and 0 for bits ‘1’ and ‘0’,
respectively (quadrature is 0). Therefore, narrowband decoding is
computed as:

Φ[n] = tan−1s[4n] − tan−1s[4(n − 1)] (2)
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indicating Φ[n] is computed every 1µs , or equivalently, every 4
samples (4MHz). To accommodate noise in reality, the decision
boundaries equally divide the entire phase space of 2π centered
around ideal constellation points of π (bit ‘1’) and 0 (bit ‘0’): π2 ≤
Φ[n] < 3π

2 is decoded as bit ‘1’, otherwise bit ‘0’.
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Figure 8: Narrowband decoding in practice.

Figure 8 demonstrates narrowband decoding result in practice,
with decision boundaries in gray lines. It demonstrates that Φ is
kept around π or 0 during WiFi packet, while it is random under
noise, successfully validating the mechanism in practice. Narrow-
band decoding has multiple favorable practical features: as Eq. 2
suggests, it is as simple as tracking phase change, and it does not
require synchronization as it holds at any point in time as long
as the samples are 1µs apart. Furthermore, narrowband decoding
universally applies to any WiFi and ZigBee channels combinations
while robust to carrier frequency offset (CFO), which are analyt-
ically shown in Appendix. To sum up, aforementioned features
significantly reduce the complexity, to keep narrowband decoding
computationally light and viable for low-end ZigBee devices.

}
SYNC

subSYNC

SFD Header Payload…

Length}

Figure 9: WiFi 802.11b packet structure. WiFi detection and
guard band identification exploits SYNC andHeader, respec-
tively, located within the first 176bits.

4.3 Ultra-Lightweight WiFi Detection
G-Bee effectively and reliably detects incoming WiFi packets in
real time, with only a single-bit comparison operation per sample
(1Msps). Figure 9 illustrates WiFi packet structure beginning with
the SYNC field containing fixed 128bits. As in the figure, G-Bee
exploits this predefined bit sequence captured by narrowband de-
coding, where no bit error is tolerated. That is, G-Bee only captures
error-free (i.e., high SNR) WiFi signals to utilize their guard bands.
The rationale behind this is to maximize the chance of safeguarded
communication – low SNR (i.e., low power) WiFi is less likely to
make other WiFi devices to back off, and thus is less likely to safe-
guard ZigBee. Under this condition, a straight forward method
to achieve SYNC detection is to store the last 128bits which are
compared bit by bit with SYNC where WiFi is detected when all
128bits match. However, we note that this requires 128bit com-
parison for each incoming bit, or in other words, every 1µs (i.e.,
narrowband decoding rate), incurs significant overhead for low-end
ZigBee devices.

We resolve this issue by only using the subsequence of SYNC for
WiFi detection, which we refer to as sub-SYNC. This simple tech-
nique effectively minimizes computational and storage overhead
to a single bit computation per µs (i.e., 1

128 of 128bit computation),
while meeting the reliability requirement. For brevity, this can be
achieved simply by setting sub-SYNC to be a 38bit subsequence
starting from 8th bit in SYNC. In the following we show how this
can be derived.

Let us denote the SYNC as a bit vector [b0,b1, ..., b127]. Without
loss of generality we let sub-SYNC be a L-bit subvector, beginning
from bS : [bS ,bS+1, ...,bS+L−1] where 0 ≤ S ≤ 127 − L. Then the
problem becomes finding S (start position) and L (length) that min-
imize the computational and storage overhead while meeting the
reliability requirement.

0 1 2
…

L-1Original
b
s

b
s+1

b
s+2

b
s+L-1

b
s

b
s+1 b

s+2

Figure 10: Finite state machine for sub-SYNC detection via
single bit operation. Upon receiving a bit, it is compared to
a sub-SYNC bit corresponding to the current state (i.e., 1 bit
operation). Transition to the next state occurs if theymatch,
or returns to state 0 otherwise. WiFi packet is detected upon
reaching state L − 1.
sub-SYNC Start Position. The mechanism of detection via single
bit computation can be represented as a finite state machine (FSM)
shown in Figure 10. For each decoded bit, the only operation is to
compare that bit to the sub-SYNC bit corresponding to the current
state. Transition to the next state occurs if they match, or returns
to state 0 otherwise. WiFi packet is successfully detected upon
reaching state L − 1. We note that such an FSM is not able to detect
sub-SYNC, if it is in a state other than 0 upon receiving sub-SYNC.
For example, let’s consider the received bit just before sub-SYNC
accidentally matches with the first sub-SYNC bit (i.e., bS ), which
could easily occur, with 50% probability. In this case, the FSM is
in state 1 when sub-SYNC arrives, where bit mismatch will occur
within sub-SYNC, resulting in a detection miss.

In order for the FSM to guarantee detection, it must be in state 0
with the beginning of sub-SYNC. Interestingly, this can be achieved
simply by wisely selecting the start position, S . Conceptually, bitsb0
to bS−1 enforces mismatch at bS−1, thus ensuring FSM to be in state
0 when sub-SYNC begins. For a rigorous analysis, we first discuss
the two non-overlapped cases covering all detection miss scenarios.
Case #1: Bit match occurs between b0 and bS−1 and continues to
bS−1. Case #2: Bit match occurs before b0 and continues to bS−1.
The following propositions provide features that sub-SYNC needs
to have in order to avoid each cases.

Proposition 4.1. Case #1 is avoided if [bS−1−n , ..,bS−1] , [bS , ..,
bS+n ] for 0 ≤ n ≤ S − 1.

Proof. The condition indicates a mismatch will always occur
within [b0, ...,bS−1]. Let bi be the mismatched bit, where [bi+1, ...,
bS−1] will also have mismatch. This repeats until bS−1 , bS , there-
fore always keeping FSM at state 0 at the beginning of sub-SYNC.
Therefore, Case #1 is avoided and proposition 4.1 holds. �
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Proposition 4.2. Case #2 is avoided if [b0, ...,bS−1] is not a sub-
sequence of sub-SYNC.

Proof. By definition, Case #2 strictly requires the entire [b0, ...,
bS−1] to be matched in the FSM. This only occurs if it is a subse-
quence of sub-SYNC. Therefore, Proposition 4.2 holds. �

From Propositions 4.1 and 4.2, Cases #1 and #2 are avoided alto-
gether if S is selected such that both the conditions in propositions
are met; i.e., the FSM is guaranteed to capture sub-SYNC with only
a single-bit computation per sample. Since the SYNC has fixed
128bits, feasible values of S are static and thus can be searched
offline. Among multiple solutions, we select S = 7, the minimum
value, for the earliest sub-SYNC detection and the longest skip time
until reaching WiFi header (to be read by G-Bee), during which the
node may be put to sleep for energy savings.
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Figure 11: SubSYNC detection.

sub-SYNC Length. Reliability is determined by length L; false
positive (FP: noise interpreted as WiFi) rate simply becomes 2−L
assuming random noise, while false negative (FN: detection miss)
becomes 1 − (1 − BER)L . We set L = 38 for FP rate to be 3.6 ×
10−12, which translates to an average of a single error in more
than 76 hours under 1µs narrowband sampling rate. Therefore,
erroneous transmission vulnerable to interference is highly unlikely.
On the other hand FN rate becomes 4.3% as measured under a
moderate distance of 5m from WiFi transmitter, where it increases
with weaker WiFi signal. This is acceptable as it naturally leads to
infrequent use of the weaker WiFi signal, which is less likely to
safeguard ZigBee.

To summarize, simply setting sub-SYNC of [b7, ...,b44] enables
WiFi detection under minimized computation and storage via 1bit
computation, while meeting strict reliability constraints. Figure 11
illustrates an example of WiFi detection in practice.

4.4 Guard Band Identification
This sections discusses identifying the channel and duration of the
guard band, or equivalently, finding the length and the channel of
the WiFi detected via sub-SYNC matching. Recall that WiFi detec-
tion is initiated on the leftmost ZigBee channel (Figure 4a) overlap-
ping with the WiFi channel (E.g., Chz12 for Ch

w
2 ). Upon WiFi detec-

tion, G-Bee switches to the rightmost channel (e.g., Chz15 for Ch
w
2 )

and resumes narrowband decoding from the start of the Header
of the WiFi packet which begins at 145th bit. Essentially, Header
interpretation provides complete information on the guard band,
including duration and channel. As Header bits are scrambled as
per the WiFi specification, narrowband decoded bits need be de-
scrambled. If we let bk is the k-th decoded bit from the start of the
header, the corresponding descrambled bit, bdk is computed as:

bdk = (bk−7 ⊕ bk−4) ⊕ bk (3)

Guard Band Duration. the last 16 descrambled bits (i.e., bd160-
bd175) indicates the airtime of the WiFi packet represented in us ,
or in other words, the duration of the guard band. We note that
the descrambling process is light both in computation (two XOR
operations per bit) and storage (8bits stored), which we verify via
empirical measurements in Section 7.

Guard Band Frequency. Guard band identification is performed
based on the information obtained (i.e., the start of Header) from
the WiFi detection. Therefore, successful Header interpretation
strongly indicates that the corresponding WiFi packet overlaps
with both leftmost and rightmost overlapping channels. This im-
mediately identifies the WiFi channel the packet is on, as well the
corresponding guard band. G-Bee effectively verifies interpretation
success by simply matching known bits in the Header to the inter-
preted bits. This is feasible because the Header bits are scrambled –
indicating that an error in one part propagates to the other. Careful
observation of the Header contents and specification [9] yields 7
of such fixed bits, where five of them are reserved (b152 − b153 and
b156 − b158) as bit ‘0’. The other two (b174, b175) are the last two
bits of Length field. While they are not reserved, the maximum
transmission unit (MTU) of 1,500 bytes only uses 14 bits out of the
16bit Length field, leaving the last two as bit ‘0’. Validation via the
seven bits yields a high error detection rate of 99.2%.

Such validation also avoids G-Bee malfunction – Even a single
bit error could lead to either not fully utilizing the guard band (if
erroneously interpreted smaller), or transmitting for longer than
the guard band duration when incorrectly interpreted to be longer,
which puts the transmission under the potential risk of being inter-
fered since it is no longer guarded for the full duration of the packet.
In summary, validation error indicates either (i) WiFi packet under
different channel or (ii) the signal is corrupted, where in both cases
G-Bee aborts the transmission.
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Figure 12: G-Bee transmission spectrum.

4.5 Safeguarded Communication
With the guard band channel and duration detected, G-Bee im-
mediately switches to the transmission channel and initiates the
transmission. The spectrum of G-Bee transmission is shown in Fig-
ure 12. Random delays may be applied for multiple G-Bee, which
we discuss in later section. The maximum ZigBee packet size is dy-
namically computed depending on the guardband duration. That is,
the size is Lenдth−Tt

32 bytes, which ensures the ZigBee transmission
is completed within the guardband duration, ensuring safety. We
note that Lenдth is the guardband duration (in µs) obtained earlier
from the WiFi packet Length field andTt is the ZigBee turn around
time from Rx to Tx mode, which is 198µs in our device. Lastly, the
denominator of 32µs is the per byte transmission delay of ZigBee.
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Figure 13: G-Bee scans and profiles the WiFi beacon period
for a short time (=204.8ms) to utilize the beacon for the duty
cycled transmission.

5 ENHANCED FEATURES
This sections discusses advanced features for low-duty cycle and
multiple G-Bee support.

5.1 Beacon-synchronized Low Duty Cycle
Low duty cycle in G-Bee is achieved by leveraging (802.11b) bea-
cons, which provides two advantages: (i) beacons are mandatory,
enabling G-Bee in most of the real-life scenarios. (ii) Also, beacons
are periodic. By default it repeats every 102.4ms, which is kept
by the vast majority of the WiFi APs in practice [36]. This makes
the timings of beacon transmissions to be easily estimated – or
equivalently, the future occurrences of guard band (from beacons)
becomes highly predictable. Leveraging on this predictability, G-
Bee aligns the wakeup schedule with the predicted guard band
timings (and sleeps in between), essentially synchronizing active
time to the guard band (i.e., channel availability) and ensuring re-
liable transmission during the short active time. This effectively
reduces the energy dissipation by avoiding unnecessary wakeup
(when the channel is busy) and inherently mitigates the long delay
due to packet loss, which is known to be one of the most critical
downside in conventional low duty cycling. Figure 13 illustrates
the low duty cycle operation in G-Bee, consisting of two steps: (1)
beacon scanning and (2) low duty cycle transmission. Details are
as follows.

Beacon Scanning. G-Bee utilizes two features to scan and profile
WiFi beacon: (i) Unique length. Beacons embed information specific
to WiFi APs (e.g. SSID), which result in different beacon lengths. In
other words, the length is effectively a unique identifier of beacons
from the same AP, which are kept on the same WiFi channel (and
thus the channel need only be detected once). (ii) Second feature is
the common beacon interval of 102.4ms [36].

G-Bee initiates beacon scanning by performing the basic (i.e.,
non-duty cycled) operation for 204.8ms (=102.4ms × 2), in which
two beacons are captured from each AP. The arrival time, length,
and channel of each 802.11b packet, which are naturally found
by G-Bee operation, are recorded as three-element tuples. After
204.8ms the recorded tuples are sorted by packet lengths. If the two
adjacent tuples have the same length and the arrival time difference
of approximately 102.4ms , it is considered to be a beacon and is
used for duty cycled transmission.

Low Duty Cycle Transmission. G-Bee node wakes up at the es-
timated arrival time of beacons (as scanned in the previous phase)
and wait for the corresponding beacon; That is, if the length of
the upcoming WiFi packet equals the length of expected beacon,
G-Bee node switches to the guard band corresponding to this bea-
con (recorded in the previous phase) and start transmission for
the beacon length duration, and returns to sleep immediately after
transmission. When three WiFi beacons from the same AP is con-
secutively missing, mobility or environmental change is assumed
and G-Bee reinitiates beacon scanning.

5.2 Supporting Multiple G-Bee
This section discusses how multiple G-Bees are supported in a fair
and efficient manner. When multiple G-Bee nodes detect the same
WiFi guard band on the fly, they are naturally synchronized and
will result in collision if two or more of them transmit on the the
guard band. To avoid this G-Bee introduce a random backoff within
the size of the contention window, followed by CCA. A node with
smallest backoff delay accesses the channel, where the contention
window is dynamically adjusted based on distributed multiplex-
ing approaches. Specifically, we introduce two mechanisms either
focused on fairness or energy/spectrum efficiency.

Fairness Prioritized. The window size is halved whenever a node
loses in the contention, increasing the chance of channel access.
This offers unbiased, fair access to all nodes.

Energy/Spectrum Efficiency Prioritized. The G-Bee node with
the data to be transmitted that most ‘fits’ within the guard band
duration (i.e., which makes the most out of spectrum) has a higher
priority. That is, contention window size is directly computed as
the difference between the captured 802.11b packet size and the
size of the ZigBee packet to be transmitted.

We also note that a WiFi channel has two guard bands, on the
right and left side. Therefore, G-Bee is able to support two ZigBee
packets per WiFi packet. To summarize, under n WiFi (802.11b)
pkts/s, G-Bee (with either of our multiple access designs) safely
supports 2n ZigBee pkts/s and the corresponding number of devices
– That is, 2n devices each with 1 pkt/s, which is a reasonable esti-
mation given the low ZigBee traffic volume in practice. According
to our measurement of > 50 WiFi 802.11b pkts/s (Section 7.4), this
translates to > 100 supported devices. We note that this is a fair
number of devices especially given the limited transmission range
of ZigBee.

6 DISCUSSION
This section presents practical considerations for G-Bee.

Coexistence with 802.11g/n. G-Bee fully maintains its function-
ality under all three WiFi variants on 2.4GHz: 802.11b, g and n. That
is, despite the difference in the bandwidths of 802.11g (20MHz) and
n (20/40MHz) from 802.11b (22MHz), due to the channel layout the
guard band of the 802.11b is kept interference-free. For instance
when 802.11b traffic is on Chw1 , the closest non-overlapped 802.11g
(20MHz) and n (40MHz) channels are centered at Chw6 and Chw8
respectively. This provides 4MHz guardband, sufficiently wide to
protect 2MHz ZigBee.



SenSys ’18, November 4–7, 2018, Shenzhen, China Yoon Chae, Shuai Wang, and Song Min Kim

(a) Library setting

9am 10am 11am 12pm 1pm 2pm 3pm 4pm 5pm 6pm 7pm 8pm 9pm 10pm

   G-Bee   

Legacy ZigBee  

0

40

80

P
R

R
(%

)

50

100

0

C
h
. 
O

c
c
.(
%

)

(b) Upper: Channel occupancy by time, Lower: G-Bee vs. legacy ZigBee PRR

Figure 14: PRRofG-Bee and legacyZigBee deployed in a university library. G-Bee achieves reliable communication throughout
the day, even under hundreds of WiFi users.

Compatibilitywith LegacyZigBee.Benefiting from transparency
to ZigBee receiver, backward compatibility to legacy ZigBee re-
ceiver is naturally achieved in G-Bee. Also, G-Bee sender senses
channel before transmitting, indicating CSMA still remains intact.
In short, G-Bee is fully compatible and non-disruptive to legacy Zig-
Bee networks, ensuring low deployment cost without modification
to readily deployed networks.

Hidden node terminal. When WiFi beacon are exploited, G-Bee
nodes maintain beacon timing table (Section 5.1) with the different
APs and the estimation of arrival time of the corresponding beacons.
Hidden terminal problem occurs when the G-bee is in the range of
bothWiFi AP and interference source (e.g., another WiFi), while the
interference source is outside the range of the WiFi AP. Then the
G-Bee transmission is exposed to the interference and is no longer
protected. To address this, G-Bee first detects the hidden terminal
effect from consecutive packet corruptions. Then the corresponding
AP is blacklisted from the AP beacon timing table to avoid further
use of its beacons. We leave the implementation of hidden terminal
prevention as our future work.
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Figure 15: G-Bee platform built from off-the-shelf devices.
FPGA only used as interface converter (LVDS→ PIO), where
all computation is performed on the microcontroller.

7 PERFORMANCE EVALUATION
This section presents G-Bee device prototype followed by extensive
performance evaluations under various scenarios.

7.1 G-Bee Platform Prototype
As depicted in Figure 15, our prototype, supporting real-time opera-
tion, consists of three off-the-shelf components: (i) ZigBee-compliant
RF front-end (AT86RF215) for communication, (ii) microcontroller
(SAM4SD32C) performing all computation associated with G-Bee,
and (iii) FPGA that only serves as a I/Q sample interface converter
(LVDS→ PIO) between RF front-end and microcontroller, due to
their lack of interface compatibility. To ensure that our design runs
entirely on software via the microcontroller, no computation is per-
formed on the FPGA, which will be shown via measurement studies
(Section 7.6). Furthermore, while we use the FPGA for flexibility,
we note that its function can easily be integrated in the custom
microcontroller board.

7.2 Safeguarding against Interference
Here we demonstrate G-Bee’s reliability under saturated CTI.
Real-life Scenario (Library). We further evaluate G-Bee reliabil-
ity in a practical setting of a university library. Figure 14a shows the
deployment where we run the experiment for the entire day from
9AM to 10PM to reflect the dynamics of the number of students
(i.e., WiFi users) and varying WiFi traffic and pattern throughout
the day. Over 18APs are already installed in the library.

G-Bee sender and receiver pair are 5m apart with 0dBm TX
power. We place a commercial WiFi AP (WNDR3800) in the library
to increase the G-Bee packet transmission rate to 50pkts/s. The rate
was intentionally set high (compared to practical ZigBee) to obtain
a reliable result, largely avoiding the potential statistical bias due to
dynamics of WiFi interference. Figure 14b depicts the result, where
the upper figure shows the degree of WiFi traffic represented in
channel occupancy, measured as the rate of channel energy above
-85dBm (typical WiFi signal strength). The lower figure shows that
G-Bee reliably achieves an average PRR over 96.7% during the entire
day, with low variance. On the contrary, the performance of legacy
ZigBee is highly dependent on the WiFi traffic, fluctuating from
15% (9PM) to 88% (1:30PM) PRR. G-Bee consistently outperforms
legacy ZigBee, reaching over 6.3× at 9PM.
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Figure 16: G-BEE consistently achieves over 93% PRR regard-
less ofWiFi traffic, while that of the legacy ZigBee drops sig-
nificantly to 14%.

Controlled Scenario (Lab). We demonstrates the reliability of
G-Bee compared to legacy ZigBee under different degrees of WiFi
traffic. The experiment is conducted in an empty lab at a univer-
sity building. G-Bee and legacy ZigBee are both set to Chz12 at
the transmission power of 0dBm, and are placed 10m away from
WiFi AP disseminating traffic at Chw1 . Iperf is used to control
the WiFi traffic load from 1-10Mbps throughput, where 1,000 G-
Bee/ZigBee packets at 10Hz transmission rate are tested for each
WiFi throughput setting. Figure 16 demonstrates that G-Bee consis-
tently achieves 92.9-99.7% PRR, even under the heavy WiFi traffic
of 10Mbps corresponding more than 800 WiFi packets per second.
On the other hand PRR of the legacy ZigBee drops significantly to
13.6% at 10Mbps WiFi traffic, indicating that it is largely inoperable.
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Figure 17: G-Bee reduces the lowduty cycle delay to less than
87.5% of legacy ZigBee.
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Figure 18: G-Bee achieves reliable throughput (average
6.5Kbps) with the low duty cycle.

7.3 Duty Cycle Efficiency
Delay.While duty cycling offers significant energy savings, large
delay is known to be the main drawback for low duty cycling
operation [12], which could be greatly aggravated under low com-
munication reliability. G-Bee, by ensuring reliable communication,
has the potential to resolve the critical issue of extensive delay.
We run an experiment in the real-life setting of university library,
where the duty cycle is adjusted between 1 and 10% with the active
duration of 20ms . The results are shown in Figure 17, where G-Bee
suppresses the delay to less than 1

8 of that of the legacy ZigBee at 1%
of duty cycle. In sum, the result indicates that G-Bee, by ensuring
reliable communication, effectively keeps the delay low and stable,
essentially serving as a key enabler for low duty cycle operation
under severe interference.
Throughput. We measure the low duty cycled throughput at uni-
versity library for G-Bee and legacy ZigBee. To ensure a fair com-
parison, keep all parameters consistent between the two – 50pkts/s
where each of packet are 21bytes in length and duty cycle of 2%with
5m distance. From Figure 18, G-Bee reaches an average 6.5Kbps
throughput where legacy ZigBee shows average 3.9Kbps. We ob-
serve that the throughput variation of 1.3Kbps in G-Bee is mainly
due toWiFi signal blockage by people, which lowers theWiFi signal
power so as to be undetectable by G-Bee. However, we argue that
this is not an issue – low SNR WiFi is unlikely to safeguard G-Bee
transmission and therefore should not be used, in order to maintain
the energy efficiency of the low duty cycle.
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Figure 19: G-Bee throughput in downtownWashington, D.C.
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Figure 20: Indoor and outdoor opportunities.

7.4 Throughput via Ambient 802.11b
In this section we evaluate G-Bee’s throughput under real-life net-
work environment.

Throughput in downtownWashington, D.C. As shown in Fig-
ure 19a, the measurement is performed at a coffee shop in Wash-
ington, D.C. downtown, in order to demonstrate 802.11b availabil-
ity and corresponding throughput under a practical scenario. G-
Bee Tx transmits packets to Rx at a distance of 7m with 0dBm Tx
power. At the same time, the ambient WiFi packets on the Chw1
are monitored by Wireshark. As shown in Figure 19b, Chw1 has
an average of 64 802.11b pkts/s where 17APs using 802.11b con-
trol packets were found. More importantly, five of these APs are
using 802.11b beacons which are periodically transmitted. There-
fore, G-Bee, as demonstrated in Figure 19c, is able to consistently
maintain a throughput of higher than 10.6Kbps due to the periodic
opportunities.

Opportunities Under Diff. Scenarios.We collect 802.11b pack-
ets at different locations in 2 scenarios: commercial and residential
area for trace-driven experiment. The 802.11b traffic and G-Bee
throughput are shown in Figure 20. The number of 802.11b control
packets is greater than 50pkts/s, providing more than 17.2Kbps for
G-Bee communication even in the parking lot (C1). The throughput
of residential area are 32.4, 7.3, 54.1, 15.6, 15.3 and 26.2 for R1~R6
respectively. The results show that an average of 76 802.11b packets
are presented in both shopping malls and residential areas that
can represent real-world scenarios, and G-Bee achieves an average
throughput of more than 31.7 Kbps, which is sufficient to support
most IoT applications.
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Figure 21: Cross-impact experiment setting of WiFi and G-
Bee devices.
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Figure 22: Cross-impact between WiFi (@Chw12) and G-bee
(@Chz26).

7.5 Impact of G-Bee & WiFi Ch. Adjacency
Here we study the cross-impact between WiFi and G-Bee. We use
the PRR to show such influence caused by signal leakage from
WiFi and Zigbee channels. We set up a WiFi link on Chw12 and a
G-Bee link onChz26 in a lobby at a university building. As shown in
Figure 21, WiFi Tx(NETGEAR WNDR3800)-Rx(laptop) and G-Bee
Tx-Rx pair are set to [0, 60m] and [0, 30m], respectively. DG→W
and DW→G represent the distance between WiFi and G-Bee. While
WiFi Tx transmits 1000 packets of 20dBm to WiFi Rx, G-Bee also
sends 1000 packets to G-Bee Rx with 5dBm transmission power
using the corresponding guard band.

Impact on G-Bee. Figure 22a shows the impact of adjacent WiFi
on G-Bee. G-bee PRR drops significantly from 100% to 50%whenDG
reaches over 20m due to low SNR. Especially, the PRR at DW→G =

1m and DG = 25m becomes 7.1%, 10× smaller than without WiFi,
showing that G-Bee Rx nodes are affected by WiFi Tx installed at
a distance of less than 1m. On the other hand, the WiFi can affect
G-Bee’s communication only if the DW→G ≤ 1m which rarely
happens in practice.

Impact on WiFi. Figure 22b depicts the influence of G-Bee on
WiFi, which is found to be negligible even when the G-Bee Tx is
placed very close (=1m) to WiFi Rx. In other words, the impact of
signal leakage of ZigBee to WiFi is minimal, indicating that G-Bee
is non-disruptive to existing WiFi.
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7.6 Energy and Computational Cost
This section demonstrates power consumption and computational
cost of G-Bee.

Power Consumption. Recall that G-Bee consists of three steps:
(i) light-weight WiFi detection, (ii) guard band identification, and
(iii) transmission. We measure the power consumption of the three
steps directly from the G-Bee prototype. We also put the device
in the legacy ZigBee mode and measure the power consumption
of idle listening (corresponding to steps (i) and (ii) in G-Bee) and
transmission. This is done using Tektronix MDO 3024 oscilloscope
via microcontroller current measurement pin [28].

G-Bee, through steps (i) and (ii), incurs additional computation
compared to legacy ZigBee. Step (i) requires one bit decoding and
comparison according the FSM every 1us. Figure 23 shows the mea-
sured current from the our prototype (RF and microprocessor). The
average current of a legacy ZigBee (idle listening) and G-Bee (step
(i)) are 22.3mA and 22.6mA, respectively, indicating only 0.3mA
or 1.3% increase. Descrambling and channel switching in step (ii)
consumes an average of 22.9mA, 2.6% higher compared to legacy
ZigBee. Step (iii) is identical for G-Bee and legacy ZigBee. We also
consider additional 0.6mA consumed by the FPGA for interface con-
version. Let us compare the energy dissipation between G-Bee and
legacy ZigBee when transmitting a 30 byte packet. G-Bee slightly
increases the energy consumed per packet compared to legacy
(75.6mW vs. 73.6mW ) while bringing a large difference in reliability,
which results in a significant gain in overall energy consumption.
Specifically, legacy ZigBee consumes 490.6mW (=73.6mW×6.6) for
a packet delivery, where an average of 6.6 transmissions are needed
until a success (according to our measurement under heavy traf-
fic environment). Meanwhile, G-Bee uses 83.2mW (=75.6mW×1.1)
with only 1.1 expected transmission per packet. This shows that
the G-Bee saves 83% of energy compared to legacy ZigBee.

Computational Overhead. G-Bee’s light computation can be eas-
ily performed on a moderate low-power device. Do observe this,
we precisely measure WiFi detection and guard band identification
execution time by triggering GPIO (General Purpose Input/Output)
pin, captured by the oscilloscope. In our prototype equipped with
a microprocessor running at 128MHz, G-Bee imposes 13cycles
(101.5ns) of computation per 1us, indicating 10.2%. This translates
to a negligible overhead of 0.3% under a practical scenario, since (i)
ZigBee’s traffic load is generally light (3pkts/s in our computation)

indicating that the computation occurs infrequently and (ii) only
an average of 10ms is needed to detect the guard band under 50
802.11b pkts/s, following our measurement. In other words, G-Bee
operation occurs for only 10ms per packet transmission. This light
overhead enables G-Bee to run on low end IoT devices without
disrupting the system.
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Figure 24: G-Bee and other techniques comparison (PRR,
throughput, and energy consumption).

7.7 Performance Comparison
We also compare G-Bee to two known techniques in literature,
WISE [17] and TIIM [16], in terms of PRR, throughput, and energy
consumption via trace-based simulation. While G-Bee uses the de-
terministic opportunities of the guard band, both WISE and TIIM
analyze the interference pattern to improve the performance of
the ZigBee. The top figure in 24 shows the saturated WiFi traffic
collected in an office for 75 seconds. WiFi channels are occupied
with significant traffic (average of 2000 pkts/s), resulting in low
PRR or ≤ 60% and ≤ 73% for WISE and TIIM, respectively. Simi-
larly, WISE showed throughput of ≤ 25Kbps where TIIM reached
≤ 22Kbps. More importantly, the performance of the two tech-
niques fluctuate with the pattern and degree of WiFi interference,
indicating low reliability. Conversely, G-Bee demonstrates reliable
and high PRR of 97.3% and throughput of 28.8Kbps regardless of
WiFi traffic. In terms of energy efficiency, G-Bee consumes an av-
erage of 108u J /bit, which is 58.1% and 52.0% reduction from WISE
(258u J /bit) and TiMM (225u J /bit)], respectively. To sum up, G-Bee
not only outperforms the state-of-the-art techniques, but also is
highly reliable under saturated WiFi traffic.
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Figure 25: G-Bee achieves fair (49.3%) and spectrum efficient
(91.1%) transmission between multiple G-Bee nodes.

7.8 Multiple G-Bee
Two channel access approaches (fairness and energy/spectrum ef-
ficiency prioritized) are evaluated under the simple scenario of
two G-Bee nodes. The results are depicted in Figures 25a and 25b,
where packet length of two G-Bee nodes are 38Bytes and 6Bytes
at a distance of 3m. After they detect the 802.11b packet simulta-
neously, 2 nodes competes for accessing the channel. The node
which has a shorter random delay transmits a packet. Two nodes
with the fairness technique can achieve 49.3% of transmission op-
portunities, indicating that each node has the same probability to
access the channel. Figure 25a effectively demonstrates that fair-
ness prioritized mechanism offers even transmission opportunities
to both nodes. On the other hands, two nodes with the spectrum
efficiency technique can utilize the guard band 91.1% due to higher
priority of a longer packet. Therefore, spectrum prioritized mecha-
nism achieves higher utilization of the guard band, indicating better
spectrum efficiency.

8 RELATED WORK
There had been many efforts in the wireless community to resolve
interference. Those works focus on the following 4 directions: (i)
interference cancellation [5, 7, 8, 13, 24, 39, 41] captures (cross-
technology) interference and remove it by using high power and
high sampling-rate SDR. (ii) Corruption recovery retransmits the
corrupted part whenever there exists interference [15] or makes Zig-
Bee packets more robust via coding [22, 26]. However, corruption
recovery sacrifices spectrum and energy. (iii) Instead of dealing with
interference passively, white space networking [18, 19, 21, 38, 43],
estimates channel usage via traffic modeling or generating white
space through signaling and multi-channel cooperation. (iv) Care-
fully coordinated services such as NB-IoT in the licensed band pro-
vide interference avoidance by resource (i.e., spectrum) allocation
rather than estimating channel traffic [3]. Although NB-IoT utilizes
the guard band precisely, it requires to share the same hardware
and technology to coordinate with LTE. This is not applicable to the
unlicensed ISM band where heterogeneous technologies access the
spectrum distributively. Different from all previous work, G-Bee
explores spectrum availability in a completely passive and deter-
ministic manner, without affecting existing networks. To achieve
this G-Bee leverages physical-layer information (I/Q) accessible in
commercial ZigBee radio chip, while keeping the overhead minimal
for practicality to low-end IoT devices.

9 CONCLUSION
This paper presents G-Bee that safely guards ZigBee delivery even
under saturated WiFi traffic. By using physical layer information
(I/Q) in commodity ZigBee RF chips, G-Bee detects ambient WiFi
packet in an extreme light-weight way, recognizes its duration&
channel, and then transmits ZigBee packets on the guard band of
ongoing WiFi traffic, which turns ambient WiFi interference into
protection. Further more, G-Bee synchronizes low duty cycling with
guard band availability for maximized energy efficiency. Extensive
testbed experiments demonstrate that G-Bee consistently achieves
≥ 95% PRR, more than 6.3× compared to legacy ZigBee. Moreover,
G-Bee outperforms the state-of-the-art technique by 2.5× in terms
of PRR, throughput, and energy.

APPENDIX: IMPACT OF FREQ. OFFSET

Universality to ZigBee channels. There are 16 WiFi channels,
where each overlaps with four ZigBee channels. We show that the
narrowband decoding is universally applied regardless of the WiFi
and ZigBee channel combinations. In other words, Φ is kept at {π ,0}
regardless of WiFi channel (fw ) and ZigBee channel (fz ). Plugging
4(n − 1) into equation 1 we get s[4(n − 1)]:

s[4(n − 1)] =
(
w
(
4(n − 1)Ts

)
e j2π (fw−fz )4(n−1)Ts

)
∗ h

=
(
w
(
4(n − 1)Ts

)
e j2π (fw−fz )4nTs e j8π (fz−fw )Ts

)
∗ h

(4)

Note that Ts = 250ns and the channel frequency difference
between WiFi and ZigBee (i.e., fz − fw ) is either -7, -2, 3, or 8
MHz according to the WiFi and ZigBee channels layout defined in
802.11 [9] and 802.15.4 [10] standards. This leads to the underlined
term become 1, regardless of channel frequency difference. Then,
we obtain:

s[4(n − 1)] =
(
w
(
4(n − 1)Ts

)
e j2π (fw−fz )4nTs

)
∗ h (5)

Hence, s[4(n− 1)] = s[4n] whenw(4(n− 1)Ts ) = w(4nTs ). Other-
wise, s[4(n − 1)] = −s[4n]. Therefore, the phase difference between
s[4(n−1)] and s[4n], i.e.Φ[n], yields 0whenw(4(n−1)Ts ) = w(4nTs )
(i.e., bit = 0) and π when w(4(n − 1)Ts ) = −w(4nTs ) (i.e., bit = 1),
regardless of channel frequency difference.

Robustness to CFO. Φ can potentially be affected by carrier fre-
quency offset (CFO), where a recent study reveals an average CFO
(for commercial ZigBee radio) of ±2KHz [11]. This yields ± π

250 er-
ror, only 0.8% of the error tolerance (= π

2 ) for Φ, indicating that the
effect of CFO on G-Bee is minimal.
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