




features that were selected as different, the interface asks for
low-level tags to be associated with both the photos.

For example, if a crowd worker selects “hair” as differ-
ent in both the photos, the system asks the crowd worker
which of the low-level tags for “hair” e.g. “curly”, “reced-
ing”, “straight”, “full”, “long”, etc. are associated for which
photo. Since the crowd worker thinks that “hair” is differ-
ent in both the photos, it can be assumed that at least one
of the tags will be different in order to justify the decision.
The worker does the same comparison for all the different
features.

The system then asks the crowd worker about the pres-
ence of the uniquely distinctive features in the other photo.
After comparing all the features, the crowd worker makes an
overall judgement about the similarity of the people in both
photos using a four-point Likert scale.

Search Interface The search interface shows the user 1)
the final aggregated crowd scores next to each photo in the
original search pool and 2) the search results sorted by the
these scores. The user can also perform a fine-grained anal-
ysis of one photo at a time by checking the distribution of
aggregated differences along with the tags, as provided by
the crowd workers. The user also sees the presence/absence
of the high-diagnostic valued features.

The system also provides the option of filtering search
results by the high-level features, and sorting by smallest
differences compared to the unknown soldier. This is in ac-
cordance with the theory of having few features that can be
counted as alignable differences and the presence of high
diagnostic-valued similar features for finding “more similar”
objects from a set of very similar objects.

Preliminary Results

We conducted a pilot study to measure how crowds perform
on a pairwise photo comparison task. Aggregated crowd
scores for four unknown soldiers suggested that the initial
search pool of six photos for each soldier (that included
the correct matching photo and five similar-looking photos)
could be narrowed down further to a smaller pool of three
photos for each soldier, with the score for the correct match-
ing photo being the highest among all in two of those cases.
These results support our hypothesis that crowds can further
filter the initial pool of similar-looking photos.

We further validated the use of prior high-level features by
asking crowds to nominate features that justified their com-
parison decision in a pair-wise analysis. We collected 216
feature responses, and our post hoc analysis found that they
fell into 17 feature categories. If only facial features were
considered from these categories, then they overlapped with
the high-level feature list.

This justifies the use of a prior system-provided feature
list since there is no apparent loss of information. There is
also a speed trade-off with a prior feature list as we can em-
ploy a “yes/no” line of questioning rather than free-flow text
inputs for capturing feature-related information.

Future Work

We are currently planning several studies to address the orig-
inal research questions. The first study will examine how
well the aggregated crowd scores work. We will compare
with the ground truth and check the average rank of the cor-
rect matching photo when the search results are sorted by
these scores. Further, we will evaluate the performance of
crowd scores by seeing if a threshold can be established that
narrows down the original search pool. We will measure how
the “crowd + face recognition” system differs from the orig-
inal search pool.

A second study will examine whether the crowd decisions
and the feature responses are correlated. Here we plan to find
the effectiveness of alignable differences and unique similar-
ities in contributing to the final decision, and correlate with
the ground truth. We will also perform a qualitative evalua-
tion of the responses.

A third study will evaluate the user’s interaction with the
overall system. We compare the success rate of the user cor-
rectly identifying matches by using only the face recognition
search results as opposed to the “crowd + face recognition”
system. In addition, we will also compare the percentage of
search results the user has to scour through in both the sys-
tems before making a final decision. Further, we will evalu-
ate the effectiveness of the feature information by checking
how often the user refers to fine-grained pair-wise analysis.
Here we check the number of cases in which the user uses
the distribution of differences to make a final decision, and
how often it is correct. We plan a similar evaluation for the
presence of unique similarities.

Finally, we will evaluate how our proposed system com-
pares against the user’s current, manual identification meth-
ods, in terms of the time taken and success rate for correctly
finding a match.

Conclusion

Civi War Photo Sleuth’s hybrid crowd + face recognition
pipeline attempts to address the “last mile” problem in per-
son identification, on a dataset of historical photographs that
presents both cultural value and technical challenges. Since
this pipeline has the flexibility of being data-agnostic, our
hybrid approach may also generalize to other domains where
person identification is relevant, like journalism and crimi-
nal investigation. At the same time, our work opens doors to
exploring new ways to leverage the strengths of the human
vision system for complementing the power of an AI system
in complex image analysis tasks.
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