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Abstract

When observing others’ behavior, people use Theory of Mind
to infer unobservable beliefs, desires, and intentions. And
when showing what activity one is doing, people will modify
their behavior in order to facilitate more accurate interpretation
and learning by an observer. Here, we present a novel model of
how demonstrators act and observers interpret demonstrations
corresponding to different levels of recursive social reasoning
(i.e. a cognitive hierarchy) grounded in Theory of Mind. Our
model can explain how demonstrators show others how to per-
form a task and makes predictions about how sophisticated ob-
servers can reason about communicative intentions. Addition-
ally, we report an experiment that tests (1) how well an ob-
server can learn from demonstrations that were produced with
the intent to communicate, and (2) how an observer’s interpre-
tation of demonstrations influences their judgments.
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Introduction

People often learn by observing others’ demonstrations. Con-

sider learning how to tie your shoes. It would be difficult

to learn shoe tying through trial-and-error, which is why we

usually learn how to do it from others. However, by itself,

being in the presence of social others who are adept at ty-

ing shoes is insufficient: imagine trying to learn to tie your

shoes by only examining finished knots or briefly watching

as someone ties their shoes before rushing out the door. That

would be difficult. Instead, people often engage in teaching

interactions in which a demonstrator intentionally communi-

cates the structure of a task or skill while an observer intently

watches, aware of the demonstrator’s pedagogical aims. The

demonstrator, to better teach, might modify their behavior to

better disambiguate a task, while the observer, to properly

learn, might interpret actions in light of these teaching goals

to draw better inferences. This form of interaction supports

learning in a variety of domains, from learning everyday tasks

like shoe tying to complex technical skills to nuanced social

norms. Understanding the cognitive processes that support

this capacity is thus critical for a painting a complete pic-

ture of folk pedagogy and cultural learning (Tomasello et al.,

2005; Boyd, Richerson, & Henrich, 2011).

We examine learning from demonstration from the per-

spective of Theory of Mind (Dennett, 1987; Baker, Saxe,

& Tenenbaum, 2009) and communication via recursive so-

cial reasoning (Sperber & Wilson, 1986; Shafto, Goodman,

& Griffiths, 2014). Theory of Mind is the capacity to rea-

son about one’s own or others’ mental states (such as be-

liefs, desires, and intentions) and interpret behavior in light

of these mental states. Previous work focuses on how ob-

servers reason about agents that are simply doing activities

such as pursuing goals (Gergely, Nádasdy, Csibra, & Bı́ró,

1995) or interacting with others besides the observer (Heider

& Simmel, 1944; Hamlin, Ullman, Tenenbaum, Goodman,

& Baker, 2013). However, people often intentionally teach

(Csibra & Gergely, 2009) and demonstrators who are show-

ing how to do a task behave in ways that differ systematically

from those simply doing a task (Ho, Littman, MacGlashan,

Cushman, & Austerweil, 2016).

Here, we present a new framework for modeling how peo-

ple teach by and learn from demonstrations that combines el-

ements of planning (Puterman, 1994; Sutton & Barto, 1998)

and cognitive hierarchy (Camerer, Ho, & Chong, 2004). This

has several theoretical advantages and can capture new as-

pects of data originally reported in Ho et al. (2016). We de-

velop a model of sophisticated observers who not only rea-

son about another agent doing a task, but also reason dif-

ferently about a demonstrator’s communicative versus non-

communicative goals, thus learning more effectively than a

naı̈ve observer who is insensitive to this distinction. Finally,

we present the results of an experiment in which participants

observed the behavior of another agent doing or showing how

to do a task, and participants were told either that they were

or were not produced with communicative intent. The model

shows a correspondence to peoples’ judgments, providing

further support for this framework for modeling teaching with

and learning from demonstration.











Mind. A sophisticated observer is then one who also reasons

about the communicative goals of a showing demonstrator to

draw stronger inferences about what they are being shown.

This model has a number of advantages over one originally

presented in Ho et al. (2016), and we found that it captures

new aspects of the data in that study. Further, we can model

the inferences of a sophisticated observer. In an experiment

that used previously collected demonstrations, we found that,

consistent with our models, both the observer’s interpretation

of behavior as showing and demonstrator’s communicative

intent to show positively influence learning.

Our approach draws on a number of existing ideas and re-

lates to several other lines of research. Related formalisms

have been explored in the context of making robot actions

legible (Dragan, Lee, & Srinivasa, 2013) and from a “value

alignment” perspective (Hadfield-Menell, Russell, Abbeel, &

Dragan, 2016). Within cognitive science, this work builds on

models of concept teaching by example (Shafto et al., 2014)

and sequences of teacher interventions (Rafferty, Brunskill,

Griffiths, & Shafto, 2016) as recursive reasoning and par-

tially observable planning, respectively. Additionally, simi-

lar models have been used to study how people generate and

interpret pragmatics in language (Frank & Goodman, 2012).

This work can be seen as a direct extension of the work in

pragmatics to forms of non-verbal communication where the

“semantics” of communicative behaviors are determined by

world-directed intentional action (i.e. doing tasks).

There are several directions to explore with these models.

For instance, they make predictions about the time course of

naı̈ve versus sophisticated observer inferences, but our exper-

iment did not test these directly. Important differences might

arise in more complex domains with longer time horizons.

Also, we model belief space transitions as deterministic and

known with certainty, but in reality this is rarely the case.

“Uncertainty in the observer’s uncertainty” could have an in-

fluence on demonstrator behavior that cannot be explained by

the current model. Finally, some work in linguistics explores

the back-and-forth of conversations from the perspective of

recursive social reasoning (Hawkins, Stuhlmüller, Deegan, &

Goodman, 2015). This work could be extended to model sit-

uations in which both the teacher and learner can take actions

while observing and reasoning about one another. Future

work will need to explore these questions to provide a clearer

picture of everyday teaching, social learning, and communi-

cation.
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