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Abstract  

Topic extraction presents challenges for the bibliometric community, and its performance still depends on human 

intervention and its practical areas. This paper proposes a novel kernel k-means clustering method incorporated 

with a word embedding model to create a solution that effectively extracts topics from bibliometric data. The 

experimental results of a comparison of this method with four clustering baselines (i.e., k-means, fuzzy c-means, 

principal component analysis, and topic models) on two bibliometric datasets demonstrate its effectiveness across 

either a relatively broad range of disciplines or a given domain. An empirical study on bibliometric topic extraction 

from articles published by three top-tier bibliometric journals between 2000 and 2017, supported by expert 

knowledge-based evaluations, provides supplemental evidence of the method’s ability on topic extraction. 

Additionally, this empirical analysis reveals insights into both overlapping and diverse research interests among 

the three journals that would benefit journal publishers, editorial boards, and research communities. 

Keywords bibliometrics; topic analysis; cluster analysis; text mining. 

1. Introduction 

Topic extraction is attracting enormous attention from the bibliometric community – particularly, the techniques 

that rely on bibliometric indicators, such as citation statistics and co-word counts. Comparisons examining the 

performance of existing topic extraction models and new models oriented toward bibliometric data and real-world 

issues are well-documented in the literature (Boyack et al. 2011; Ding & Chen 2014; Suominen & Toivanen 2016; 

Zhang et al. 2016b). Many new algorithms and models, such as topic models and graph methods, have harnessed 

the power of modern computing techniques to enhance topic extraction over the past decade (Chen et al. 2007; 

Dong et al. 2013; de Paulo Faleiros & de Andrade Lopes 2015). The accomplishments in topic extraction have 

inspired a rising passion for further advancement. However, one unsolved issue has remained a challenge in topic 

extraction for decades – the human costs associated with data pre-processing, e.g., filtering the links among 

citations and co-citations, cleaning words and terms, and synthesizing technical synonyms (Zhang et al. 2014). 

While some contributing factors to these problems have been revealed and explored, effective solutions remain 

elusive. For example, researchers citing references may hold either positive or negative opionions to the sources 

(Rip 1988), and co-word-based approaches have difficulties processing technological synonyms, especially in 

emerging sectors (Peters & van Raan 1993). 
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Deep learning techniques provide approaches to represent complicated unstructured data through computational 

models with multiple processing layers (LeCun et al. 2015). Word embedding, as one such application of deep 

learning in natural language processing (NLP), maps words from a vocabulary to vectors of real numbers and, in 

doing so, creates a way to discover the latent semantics in large-scale text (Mikolov et al. 2013). Given these 

circumstances, replacing traditional word representations (e.g., word frequency vectors) with word embeddings 

holds great potential for topic extraction. For instance, word embedding techniques are able to extract a given 

number of latent features that represent a document through neural networks, which might be considered as a way 

of feature extraction to take the place of human intervention required in data pre-processing. To the best of our 

knowledge, there are no existing text-based bibliometric studies that attempt to apply word embedding techniques 

to topic extraction, with the use of bibliometric indicators. More specifically, how to exploit word embedding in 

a text-based bibliometric method to help effectively extract topics from bibliometric data is unclear.    

Aiming to address the above concerns by creating a solution to effectively extract topics from unstructured text 

data, this paper proposes a kernel k-means clustering methodology that incorporates word embeddings. 1) The 

Word2Vec method (Mikolov et al. 2013; Le & Mikolov 2014), a well-recognized word embedding technique, is 

exploited to handle data pre-processing, which could skip over the human costs for traditional data cleaning and, 

instead, generate a vector space to represent documents using a relatively small number of latent features. Note 

that we use Word2Vec as a representative technique of deep learning, but we are also fully aware that Word2Vec 

is a form of shallow neural networks since it attempts to simplify the use of neural networks to increase its 

computational efficiency. 2) A novel kernel k-means model, that introduces a polynomial kernel function with a 

k-means approach, is proposed to conduct topic extraction. The model is inspired by the potential benefits of 

kernel methods in bibliometric data-based clustering (Nieminen et al. 2013) and the effectiveness of polynomial 

kernel functions in handling NLP problems (Chang et al. 2010).  

Two text datasets were applied. The principal text dataset was generated using 4770 articles downloaded from the 

Web of Science (WoS) database, with the WoS subject category serving as ground truth for each article, followed 

by a series of experiments to compare our method with four clustering baselines (i.e., k-means, fuzzy c-means, 

principal component analysis, and topic models) and with a radial basis function-based kernel k-means approach. 

The second text dataset exploited a dataset containing 557 computer science-related academic proposals granted 

by the National Science Foundation (NSF) of the United States (US) in 2009. The results of this experiment 

demonstrate that the proposed k-means method using a polynomial kernel function provides some superior 

benefits over the competing approaches. To further verify the method’s performance in bibliometric topic 
extraction, we conducted an empirical study using 6767 articles published between 2000 and 2017 by three top-

tier bibliometric journals: the Journal of the Association for Information Science and Technology1, the Journal of 

Informetrics, and Scientometrics. Coupled with expert evaluations, this empirical analysis provides supplemental 

evidence to illustrate the ability of our method on topic extraction. Additionally, some of the resulting insights 

into both overlapping and diverse research interest among the three journals would benefit journal publishers, 

editorial boards, and research communities. 

The main contribution of this manuscript is the development of a polynomial function-based kernel k-means 

clustering method, with the incorporation of the Word2Vec model. It skips over human costs in traditional data 

pre-processing, and it is superior to certain existing text-based clustering baselines on topic extraction in diverse 

bibliometric datasets.  

The rest of this paper is organized as follows. We review previous studies in Section 2. Section 3 details our 

method and its three models: a word embedding model, a kernel k-means clustering model, and a validation 

measurement model. Section 4 presents the comparisons with several baselines in two test datasets. In Section 5, 

we apply our method to bibliometric topic extraction on a selection of articles published between 2000 and 2017 

                                                      
1  This title includes the former Journal of the American Society for Information Science and Technology and Journal of the 

American Society for Information Science. 



and qualitatively examine the performance of the method with the aid of expert knowledge. Finally, the technical 

implications and possible applications of the method are discussed, along with our current and future research 

directions in Section 6. 

2. Related Works: Topic Extraction 

This literature review specifically examines two aspects of topic extraction: clustering techniques and clustering 

with bibliometric indicators. 

2.1. Clustering 

Clustering aims to group similar patterns, e.g., observations, features, or data items, into certain categories 

(Manning et al. 2008) and is specific to unsupervised classification. Many clustering algorithms have been 

designed to meet a range of needs, such as efficiency, accuracy, or adaptability, and each has both strengths and 

weaknesses. For example, the initial parameter configuration (e.g., the number of clusters) and local optimization 

issues in k-means algorithms have attracted criticism; however, they achieve acceptable performance on large-

scale data analytics and adapt well to a variety of real-world data sources (Kanungo et al. 2002; Jain 2010). 

Hierarchical clustering algorithms, a more traditional approach, typically generate high-quality clustering outputs 

but are time-consuming (Zhao et al. 2005). Kernel functions were introduced with the aim of enhancing clustering 

algorithms for using real-world, non-linear datasets. These functions map low-dimensional data into a high-

dimensional, or even infinite, feature space (Dhillon et al. 2004), but these efforts would increase computational 

complexity and kernel function selection issues (Xu & Wunsch 2005). While traditional clustering algorithms 

assume that each object can only be assigned to one cluster, soft clustering solutions, such as fuzzy c-means 

algorithms, assign objects to all clusters with some degree of “membership”, called a membership grade. These 

approaches are able to identify overlapping clusters (Zhao & Karypis 2004).  

Topic models are also credited with raising interest in topic extraction. Latent Dirichlet allocation (LDA) is a 

fairly representative topic modeling approach, which construct a 3-level Bayesian model to discover the hidden 

thematic structures in large-scale document collections (Blei et al. 2003). Expansions of LDA that incorporate 

nonparametric Bayesian models have significantly strengthened the adaptability of topic models to unsupervised 

environments (Xuan et al. 2017).  

2.2. Clustering with Bibliometric Indicators 

Most clustering approaches are designed to meet a specific need, and repurposing a generic clustering approach 

to different tasks is still a complicated and difficult task (Jain et al. 1999). Hence, bibliometric researchers have 

devoted a great deal of effort to developing clustering models specifically for bibliometric data, e.g., scientific 

articles, patents, and academic proposals. Bibliometric indicators are fundamental to these efforts, mainly word 

co-occurrence (Zhang et al. 2017), citation/co-citation statistics (Funk & Owen-Smith 2016), co-authorship (Li et 

al. 2014), and bibliographic coupling links (Zhao & Strotmann 2014). Moreover, many combinations of clustering 

algorithms and bibliometric indicators have been compared on a vast range of datasets and tasks. For example, 

Boyack et al. (2011) examined the accuracy of five clustering approaches using term frequency, inverse document 

frequency-based cosine similarity, latent semantic analysis, topic models, and two Possion-based language models 

on biomedical articles derived from Medline; Ding and Chen (2014) compared the effectiveness among topic 

models co-word analysis, and co-citation analysis for topic detection and tracking; Zhang et al. (2016b) explored 

the usefulness of k-means, hierarchical clustering, and topic models for analyzing academic proposals granted by 

the National Science Foundation of the United States; Klavans and Boyack (2017) specifically focused on citation 

analysis and tested the ability of directional citations, bibliographic couplings, and co-citations to accurately 

represent the taxonomy of scientific and technical knowledge. Not surprisingly, no one algorithm stands out for 

performance in all these comparisons; the advantages and drawbacks of specific bibliometric indicators largely 

depend on the situation. Some of the factors influencing the bibliometric indicators to use include the 



scientific/technical domain, the degree of data pre-processing, and the level of human intervention. An on-going 

study, titled the Topic Extraction Challenge2 and led by a group a leading bibliometric researchers, has posed an 

open invitation to the bibliometric community around the world to participate in a systematic comparison of topic 

extraction approaches in order to develop state-of-the-art methods for a variety of current and future applications. 

Additionally, an issue raised in a recent paper stemming from this project is the lack of access to non-proprietary 

benchmark datasets to support such studies (Velden et al. 2017). 

3. Methodology: Kernel K-means Clustering Method with Word Embedding 

This paper presents a text-based bibliometric method for conducting topic extraction in a range of bibliometric 

datasets. Our method includes two innovations: 1) a word embedding technique (i.e., the Word2Vec method) is 

incorporated for effectively and efficeintly extracting a small set of key features (i.e., several hundred), which is 

able to skip over the human costs in traditional data clearning; 2) a polynomial kernel function is integrated into 

a cosine similarity-based k-means clustering algorithm to enhance the performance of topic extraction with 

bibliometric data sources. The framework of the kernel k-means clustering method with word embedding is shown 

in Figure 1. 

 

Figure. 1. Framework of the kernel k-means clustering method incorporated with word embedding. 

3.1. Word Embedding 

Traditional pre-processing steps usually focus on removing noise and selecting features. For example, a term 

clumping process (Zhang et al. 2014) has been developed to semi-automatically reduce the scale of the term-based 

feature space from approximately 100,000 (assuming a dataset with about 5000 articles) to several thousand. 

Human intervention directly influences performance with this approach, so we have further incorporated a word 

embedding technique to replace traditional pre-processing. 

The basic assumption of word embedding is that words with a similar context tend to have similar meanings (Firth 

1957). Among existing word embedding techniques, neural network algorithms are playing an increasingly crucial 

role in uncovering such word patterns with similar meanings (Levy & Goldberg 2014). In particular, the 

Word2Vec method has proven to be both efficient and effective in learning high-quality word embeddings from 

large-scale unstructured text data (Mikolov et al. 2013), and has been found to discover a latent factorization of a 

specific point-wise mutual information matrix (Levy & Goldberg 2014). These benefits could hold interest for the 

information retrieval community. The Word2Vec architecture contains two models: a continuous bag-of-words 

model (CBOW) and a Skip-Gram model. However, according to the independent benchmarking conducted by 

Levy et al. (2015), there is no fundamental performance difference between the two models. Therefore, we 

integrated both into our word embedding model to empirically examine their performance. Based on the 

Word2Vec method developed by Mikolov et al. (2013) and modifications given by Liu et al. (2018), the two 

models are described as follows. 

Definition 1: Consider a corpus 𝐶 with 𝑚 records, where 𝜑 is the size of corpus 𝐶 (i.e., the total number of words), 

and 𝑊 represents a vocabulary that includes 𝑛 words. 
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Definition 2: Given a word sequence 𝐷 = {𝑤𝑖−𝑘, … , 𝑤𝑖−1, 𝑤𝑖 , 𝑤𝑖+1, … , 𝑤𝑖+𝑘}, where 𝑤𝑖  is a target word and 𝑘 is 

the context size of the target word, the window size (i.e., the length of a word sequence) is 𝑆 = 2𝑘 + 1. 

The CBOW model predicts a target word 𝑤𝑖  using the context words in a sliding window, e.g., {𝑤𝑖−𝑘, … , 𝑤𝑖−1} and {𝑤𝑖+1, … , 𝑤𝑖+𝑘}. The main objective is to maximize the average log probability 𝐿(𝐷), where 

the probability 𝑃𝑟(𝑤𝑖|𝑤𝑖−𝑘 , … , 𝑤𝑖−1, 𝑤𝑖+1, … , 𝑤𝑖+𝑘) is formulated with a softmax function: 

𝐿(𝐷) = 1𝜑 ∑ log𝜑
𝑖=1 𝑃𝑟(𝑤𝑖|𝑤𝑖−𝑘 , … , 𝑤𝑖−1, 𝑤𝑖+1, … , 𝑤𝑖+𝑘) 

𝑃𝑟(𝑤𝑖|𝑤𝑖−𝑘 , … , 𝑤𝑖−1, 𝑤𝑖+1, … , 𝑤𝑖+𝑘) = exp (𝑥𝑖 ∙ 𝑥avg)∑ exp (𝑥 ∙ 𝑥avg)𝑤∈𝑊  

where 𝑥𝑖 is the vector representation of the target word 𝑤𝑖 , and 𝑥avg is the average vector of all the context words. 

The negative sampling technique is adopted for constructing the training objective function, which is defined as 

follows. The stochastic gradient descent (SGD) method is used for optimization and the gradients are calculated 

using the back propagation neural networks. 

𝑙 = 1𝜑 ∑ 𝑙𝑜𝑔𝜑
𝑖=1 𝜎(𝑥𝑖 ∙ 𝑥c) + 𝑘 ∙ 𝒩(𝑤′ ∼ 𝑤𝑖) ∙ 𝑙𝑜𝑔𝜎(𝑥′ ∙ 𝑥c) 

where 𝜎(𝑥) = 1/(1 + exp (−𝑥)) and k is the number of negative samples, 𝒩(𝑤′ ∼ 𝑤𝑖) denotes the sampled 

word collection of word 𝑤𝑖 , 𝑤′ represents one sampled word, and 𝑥′ is its corresponding vector.  

Conversely, the Skip-Gram model predicts the context words using the target word. Thus, the objective function 𝐿(𝐷) of the Skip-Gram model is: 

𝐿(𝐷) = 1𝜑 ∑ ∑ log 𝑃𝑟(𝑤𝑖+𝑐|𝑤𝑖)−𝑘≤𝑐≤𝑘,𝑐≠0
𝜑

𝑖=1  

𝑃𝑟(𝑤𝑖+𝑐|𝑤𝑖) = exp (𝑥𝑖+𝑐 ∙ 𝑥𝑖)∑ exp (𝑥 ∙ 𝑥𝑖)𝑤∈𝑊  

where 𝑥𝑖+𝑐 is the vector representation of a context word for the target word 𝑤𝑖 . 
The Skip-Gram model also adopts the negative sampling and SGD approaches for optimization, and the objective 

function can be represented as: 

𝑙 = 1𝜑 ∑ ∑ 𝑙𝑜𝑔𝜎(𝑥𝑖+𝑐 ∙ 𝑥i) −𝑘≤𝑐≤𝑘,𝑐≠0
𝜑

𝑖=1 + 𝑘 ∙ 𝒩(𝑤′ ∼ 𝑤𝑖+𝑐) ∙ 𝑙𝑜𝑔𝜎(𝑥′ ∙ 𝑥i) 

where k is the number of negative samples, 𝒩(𝑤′ ∼ 𝑤𝑖+𝑐) denotes the negative sample collection of context 

word 𝑤𝑖+𝑐  .  
Considering corpus 𝐶 (i.e., a list of 𝑚 records where each record is a row) is the input to the pre-processing step, 

and the raw output is an 𝑛 × 𝜆 matrix 𝑀raw. 𝜆 is the parameter that determines the dimension of the word’s vector 
representation, and  𝑀raw = {𝑥1, 𝑥2, … , 𝑥𝑖 , … , 𝑥𝑛−1, 𝑥𝑛}𝑇 , 1 ≤ 𝑖 ≤ 𝑛 . However, since the aim is to construct a 

clustering method that groups records, but the labels in real-world bibliometric data are also usually based on 

records, the embedding vector 𝑟𝑖 of a record is constructed from a simple average of all the word embedding 

vectors that align with the record, i.e., 

𝑟𝑖 = 1𝑛𝑖 ∑ 𝑥𝑗𝑛𝑖
𝑗=1  



where 𝑛𝑖 is the number of distinct words that a record contains. 

The output of this step is a 𝑚 × 𝜆 matrix 𝑀 = {𝑟1, 𝑟2, … , 𝑟𝑖 , … , 𝑟𝑚−1, 𝑟𝑚}𝑇 , 1 ≤ 𝑖 ≤ 𝑚. 

3.2. Kernel K-means Clustering 

Traditional k-means clustering algorithms, and their extensions, have been widely exploited for bibliometric data 

and have received relatively positive feedback (Colavizza & Franceschet 2016; Zhang et al. 2016b). However, 

the need for direct or indirect human intervention has still been criticized – e.g., the need to use a category code 

assigned by experts, such as international patent classification codes. Therefore, to improve the performance of 

k-means algorithms without human intervention, we have introduced a kernel method to map relatively low-

dimensional data into a high-dimensional feature space, which is able to identify non-linear relationships in 

bibliometric data. 

Even though the radial basis function (RBF) kernel, also known as the Gaussian kernel, is commonly used in 

support vector machine classification and traditional kernel k-means approaches, experimental results conducted 

by Chang et al. (2010) indicate that a polynomial kernel function performs better in information retrieval, 

especially with natural language processing tasks. Therefore, we have exploited a polynomial kernel function to 

calculate the product of two vectors 𝑟𝑖 and 𝑟𝑗:  𝐾𝑝𝑜𝑙𝑦(𝑟𝑖 , 𝑟𝑗) = ∅(𝑟𝑖) ∙ ∅(𝑟𝑗) = (𝜀𝑟𝑖 ∙ 𝑟𝑗 + 𝜏)𝑑
 

where 𝜀 and 𝜏 are parameters, and 𝑑 is the degree. 

Additionally, bibliometric researchers have discovered that a cosine measurement (Salton & McGill 1986) 

performs better than other approaches including Euclidean distance and Jaccard index (Leydesdorff 2008; Zhang 

et al. 2016a). Thus, the polynomial kernel function in our method is coupled with a cosine-based similarity 

measurement, rather than the Euclidean distance that is usually used in traditional kernel k-means models. Hence, 

the similarity measurement function Sim(𝑟𝑖 , 𝑟𝑗) in our method is calculated as 

Sim(𝑟𝑖 , 𝑟𝑗) = cos(𝑟𝑖 , 𝑟𝑗) = 𝑟𝑖 ∙ 𝑟𝑗√𝑟𝑖 ∙ 𝑟𝑖 ∙ √𝑟𝑗 ∙ 𝑟𝑗 → Kpoly(𝑟𝑖 , 𝑟𝑗)√Kpoly(𝑟𝑖 , 𝑟𝑖) ∙ √Kpoly(𝑟𝑗 , 𝑟𝑗) = (𝜀𝑟𝑖 ∙ 𝑟𝑗 + 𝜏)𝑑
√(𝜀𝑟𝑖 ∙ 𝑟𝑖 + 𝜏)𝑑 ∙ √(𝜀𝑟𝑗 ∙ 𝑟𝑗 + 𝜏)𝑑 

Further, some basic structures were adopted from an existing k-means clustering approach, outlined in the work 

of Zhang et al. (2016b). The resulting kernel k-means clustering algorithm is described below. 

Step 1 Initialization: 𝐾 records are randomly selected in the dataset as initial centroids 𝑐𝑝, 1 ≤ 𝑝 ≤ 𝐾;  

Step 2 Clustering: the similarity Sim(𝑟𝑖 , 𝑐𝑝) between both each record and each centroid is calculated and the 

record 𝑟𝑖 is assigned to the most similar centroid 𝑐𝑝; 

Step 3 Centroid re-calculation: the new centroid 𝑐𝑝′  is re-calculated for each cluster by averaging the embedding 

vectors of all records 𝑟𝑖  assigned to the cluster, i.e., 

𝑐𝑝′ = 1𝑛𝑐𝑝 ∑ 𝑟𝑖
𝑛𝑐𝑝
𝑖=1  

where 𝑛𝑐𝑝 is the number of records in the cluster represented by centroid 𝑐𝑝. 

Step 4 Terminative condition: the matrix for all old centroids is denoted as 𝛩 = {𝑐1, … , 𝑐𝑝, … , 𝑐𝑘}𝑇 , 1 ≤ 𝑝 ≤ 𝑘 

and the matrix for all new centroids is denoted as 𝛩′ = {𝑐1′ , … , 𝑐𝑝′ , … , 𝑐𝑘′ }𝑇 .  Then, the Euclidean distance 𝑑(𝛩, 𝛩′) between 𝛩 and 𝛩′is measured. If 𝑑(𝛩, 𝛩′) > 𝜉, the algorithm returns to Step 2; otherwise, it 

terminates. Here, 𝜉 is a parameter. 



𝑑(𝛩, 𝛩′) = √∑(𝑐𝑝 − 𝑐𝑝′ )2𝑘
𝑝=1

2 = √∑ ∑(𝜗𝑝,𝑖 − 𝜗𝑝,𝑖′ )2𝜆
𝑖=1

𝑘
𝑝=1

2
 

where 𝜗𝑝,𝑖 and 𝜗𝑝,𝑖′  is the 𝑖th element of centroid 𝑐𝑝 and 𝑐𝑝′ , respectively. 

The output of the clustering step is a list of clusters, with each cluster containing a set of records. 

4. Experiments 

The experiments were designed to compare quantitatively the proposed word embedding-incorporated kernel k-

means clustering algorithm to several clustering baselines, including a k-means algorithm, a principal component 

analysis (PCA) algorithm, a topic modeling algorithm, and a fuzzy c-means algorithm. Two bibliometric datasets 

(i.e., scientific articles from the Web of Science and academic proposals granted by the National Science 

Foundation of the United States) and two parallel validation measurements (i.e., counting pair-based clustering 

evaluation metrics and Herfindahl index) were conducted. 

4.1. Experiment Design and Validation Measurements 

Aiming to validate the results, three series of experiments were conducted with the use of two sets of evaluation 

metrics, adapting to the interest of both research communities, i.e., information retrieval and bibliometrics. 

4.1.1. Experimental design 

Three series of experiments were conducted with the following design and settings.  

1) Experiment Series 1 compared the performance of the proposed method with four clustering baselines. All 

methods require the number of clusters to be set manually, so this was set to an interval of [5, 20].  The parameter 𝜉 for the terminative condition in our kernel k-means method was set to 0.0001. The three selected baselines were: 

 The traditional k-means (KM) clustering algorithm integrated within MATLAB’s statistics and machine 
learning toolbox;3 

 The traditional PCA clustering algorithm integrated within MATLAB’s statistics and machine learning 
toolbox; 

 The LDA algorithm of the topic model (TM) written by Steyvers and Griffiths (2007), which is 

considered to be the “official” topic modeling toolbox in MATLAB4, with modified code to retrieve the 

topic distribution of articles as the output for evaluation; and 

 The fuzzy c-means (FCM) algorithms integrated within MATLAB’s fuzzy logic toolbox5.  

2) Experiment Series 2 compared the performance of four different word embedding models on clustering tasks. 

The four models were: both models in the Word2Vec method [i.e., CBOW and Skip-Gram (SG)], the Paragraph 

Vector (PV) model (Le & Mikolov 2014), and a pre-trained (PT) global vector model (Pennington et al. 2014). In 

addition, a word vector (WV) was generated for each article based on the term clumping process (Zhang et al. 

2014), which was also used as a baseline input for the clustering approaches, with the parameter 𝜆 set to the default 

of 100 typical of most word embedding models. 

                                                      
3  See http://au.mathworks.com/help/stats/kmeans.html for a description and more details  
4  See http://psiexp.ss.uci.edu/research/programs_data/toolbox.htm for more information 
5  See  https://au.mathworks.com/help/fuzzy/fcm.html for a description and more details 

http://au.mathworks.com/help/stats/kmeans.html
http://psiexp.ss.uci.edu/research/programs_data/toolbox.htm
https://au.mathworks.com/help/fuzzy/fcm.html


 The PV model is an important baseline in word embedding. Its main idea is to learn feature 

representations from variable-length pieces of text, such as sentences, paragraphs, and documents, rather 

than the entire corpus. We set each article as a piece of text. 

 The global vector model is pre-trained by Pennington et al. (2014), based on a corpus of 6 billion tokens 

collected from Wikipedia 2014 and Gigaword 5, which represents approximately 400 thousand words 

through 100-dimensional vectors. 

3) Experiment Series 3 compared the performance of two different kernel functions: a radial basis function (RBF) 

and a polynomial function (PF). The parameters in both functions were set according to the experiments conducted 

by Chang et al. (2010) as follows: 

 RBF – 1 2𝜎2⁄ = 0.18. 

 PF – 𝜀 = 0.18 and 𝜏 = 0.3, but considering negative numbers exist in the output of word embedding, we 

decided to set 𝑑 = 3 rather than 𝑑 = 2 as usual.   

4.1.2. Validation Measurements 

1) Counting pair-based clustering evaluation metrics 

As a common validation measurement for information retrieval, we used counting pair-based clustering evaluation 

metrics (Xuan et al. 2018), including the Jaccard Coefficient (JC), the Folkes & Mallows (FM), and the F1 

measure (F1). Given a clustering result, 

 a is the count of pairs of articles that are grouped in the same cluster and also fall within the same category 

in golden standards. 

 b is the count of pairs of articles that are not grouped in the same cluster but fall within the same category 

in golden standards. 

 c is the count of pairs of articles that are grouped in the same cluster but do not fall within the same 

category in golden standards. 

The three metrics were measured in the following way: 𝐽𝐶 = 𝑎𝑎 + 𝑏 + 𝑐 

𝐹𝑀 = ( 𝑎𝑎 + 𝑏 ∙ 𝑎𝑎 + 𝑐)1/2
 

𝐹1 = 2𝑎22𝑎2 + 𝑎𝑐 + 𝑎𝑏 

Compared to the traditional set of matching-based evaluations (e.g., precision, recall, and F-measure), these three 

counting pair-based evaluation metrics better satisfy certain clustering constraints, such as clustering homogeneity 

and clustering completeness (Amigó et al. 2009).    

2) Herfindahl index 

Despite a close relationship with information retrieval, the bibliometric community has also proposed a number 

of its own validation measuring approaches. In this experiment, we used the Herfindahl index (H index) to measure 

the concentration of the results, following two representative studies conducted by Boyack et al. (2011) and 

Klavans and Boyack (2017). Both studies were based on global document models (or large-scale datasets) and 

certain specific bibliometric elements, e.g., the grant-to-article linkages and references, but the relatively small 

dataset used in this experiment would not be suitable for using such elements, e.g., most references are not within 



the dataset and the acknowledged grants of involved articles are very scattered. Therefore, we still used the WoS 

categories as the golden standards, but calculated the H index in a modified way, given as follows: 𝐻𝑖 = ∑ (𝑛𝑖,𝑗 𝑛𝑖⁄ )2
 

where 𝑛𝑖,𝑗 is the number of articles with a WoS category 𝑖 in cluster 𝑗, and 𝑛𝑖 is the total number of articles in the 

category 𝑖.  
An overall value for each cluster solution is then calculated as the weighted average over all categories: 𝐻 = ∑ 𝑛𝑖𝑁 𝐻𝑖  
where 𝑁 is the total number of articles in the dataset. 

4.2. Topic Extraction for Scientific Articles from the Web of Science  

4.2.1. Data 

The Web of Science (WoS) database6 provides a disciplinary classification system in the form of WoS Categories. 

With the aid of WoS’s own subject experts and journal editors (or publishers), every journal covered by the WoS 

Core Collection is assigned to at least one WoS category, and any articles published in a given journal are linked 

to the categories of the publishing journal. We strategically selected 10 categories and randomly retrieved 

approximately 500 articles from each category on 23 June 2017. The description of the dataset is provided in 

Table 1. 

Table 1.  Data description. 

No WoS Category Abbreviation Num. of Articles Multi-category Articles 

1 Biochemistry & Molecular Biology BM 517 87 in CM 

2 Mathematics MA 516 13 in CA, and 3 in HP 

3 Computer Science, Artificial Intelligence CA 500 - 

4 Nanoscience & Nanotechnology NN 500 - 

5 Chemistry, Medical CM 497 - 

6 Education & Educational Research EE 489 13 in HP 

7 History & Philosophy of Science HP 489 - 

8 Nursing NU 464 - 

9 Business BU 459 - 

10 Engineering, Aerospace EA 455 - 

Note that multi-category articles were assigned to the category with a largest number of articles. For example, we assigned the 

87 articles that align with both BM and CM to BM, and the 13 articles that align with both EE and HP to EE.  

We assembled 4770 articles in total, 116 of which were aligned to two disciplines.  

The 10 categories were selected based on the following criteria:  

 The dataset should contain a relatively broad range of disciplines, rather than a specific domain;  

 The dataset should represent both fundamental and emerging disciplines;  

                                                      
6  See https://webofknowledge.com/ for more information 

https://webofknowledge.com/


 Some categories should contain terms that are unique to that discipline, while other categories should 

share common terms, so that the algorithms’ ability to handle complicated real-world requirements can 

be assessed. 

We fully agree that WoS categories are related to disciplines rather than topics that usually focus on much smaller 

units (Klavans & Boyack 2017), but the ten selected categories share relatively low disciplinary similarities with 

each other. For example, 1) the resulting dataset spanned science, engineering, information technology, social 

science, and certain cross-disciplines; 2) It represents fundamental disciplines (e.g., mathematics) and emerging 

disciplines (e.g., nanoscience & nanotechnology); 3) some of these categories, like business, use relatively unique 

terms, while others, like computer science, artificial intelligence, and mathematics, share some common terms. 

We intentionally designed such composition to examine the ability of our method to distinguish coupling content. 

Given the circumstances, it would be reasonable to assume that scientific articles within the same WoS category 

in our dataset could belong to a relatively general topic, and the WoS categories would be an acceptable choice 

for this experiment. 

Regarding data pre-processing, we used the titles and abstracts of the 4770 articles, and constructed a 4770-row 

list for further analysis, in which each row represents one article through its combined title and abstract. No 

additional pre-processing activities were conducted. 

4.2.2. Results  

1) Counting pair-based clustering evaluation metrics 

Twenty four groups were compared in the experiments, as shown in Table 2, along with the average values of the 

three validation indicators of counting pair-based clustering evaluation metrics (i.e., JC, FM, and F1), 

demonstrating their overall performance. The detailed evaluation results are shown in Figures 2 to 4, and we 

record the number of topics at which the top five groups with the related index reach their best performance. Such 

information would provide a reference for further studies on deciding how many clusters actually exist. 

Table 2.  Comparative groups and their overall performance with JC, FM, and F1 (the WoS data) 

Group Description JC FM F1 

#23 PFKM&CBOW 0.3489 0.5278 0.5159 

#19 RBFKM&CBOW 0.3436 0.5199 0.5106 

#2 KM&SG 0.3416 0.5201 0.5080 

#22 PFKM&SG 0.3415 0.5195 0.5085 

#3 KM&CBOW 0.3320 0.5101 0.4970 

#18 RBFKM&SG 0.3316 0.5100 0.4972 

#24 PFKM&PT 0.2570 0.4167 0.4078 

#5 KM&PT 0.2325 0.3841 0.3766 

#20 RBFKM&PT 0.2318 0.3828 0.3755 

#16 TM&WV 0.2245 0.3732 0.3656 

#13 FCM&CBOW 0.1867 0.4134 0.3146 

#1 KM&PV 0.1777 0.3065 0.3008 

#21 PFKM&PV 0.1744 0.3025 0.2962 

#17 RBFKM&PV 0.1723 0.2993 0.2933 

#15 FCM&PT 0.1618 0.3660 0.2786 

#11 FCM&PV 0.1558 0.3325 0.2693 

#8 PCA&CBOW 0.1332 0.2461 0.2350 

#7 PCA&SG 0.1323 0.2874 0.2334 

#14 FCM&WV 0.1149 0.2161 0.2060 



#10 PCA&PT 0.1131 0.2380 0.2032 

#4 KM&WV 0.1072 0.2551 0.1935 

#12 FCM&SG 0.1061 0.3258 0.1919 

#9 PCA&WV 0.0907 0.1842 0.1662 

#6 PCA&PV 0.0797 0.1503 0.1473 

Note that 1) the three abbreviations represent the three validation indicators respectively, i.e., JC: Jaccard Coefficient; FM: 

Folkes & Mallows; and F1 measure; 2) We sort the results based on JC to help highlight factors that boost the results; 3) 

Regarding the abbreviations of related methods: KM – k-means; PCA – principal component analysis; FCM – fuzzy c-means; 

TM – topic model; PFKM – polynomial function-based kernel k-means; RBFKM – radical basis function-based kernel k-

means; CBOW – the continuous bag-of-word model; SG – the skip-gram model; PT – the pre-trained model; PV – the 

paragraph vector model; and WV – word vector. 

 

Figure. 2. JC validation results. 

Note that #23 reaches its peak at 10 topics, #19 at 9 topics, #2 at 9 topics, #22 at 12 topics, and #3 at 10 topics. 

 



Figure. 3. FM validation results. 

Note that #23 reaches its peak at 10 topics, #2 at 9 topics, #19 at 9 topics, #22 at 8 topics, and #3 at 10 topics. 

 

 

Figure. 4. F1 validation results. 

Note that #23 reaches its peak at 10 topics, #19 at 9 topics, #22 at 12 topics, #2 at 9 topics, and #18 at 12 topics. 

 

Some details on the experimental design are given below: 1) the classic topic model in Experiment Series 1 

requires discrete values as input, but the output of word embedding is continuous. Thus, it is not applicable to 

directly integrate both. However, since the benefits of using topic models to conduct clustering tasks with word 

vectors have been widely approved (Ding & Chen 2014; Suominen & Toivanen 2016), it is reasonable to set 

Group 16 as a benchmark for traditional clustering approaches without word embedding. 2) We tested Groups 1 

to 16 first and, as shown in Figures 2 to 4, word vectors did not work well with either the k-means, PCA, or the 

fuzzy c-means approaches (i.e., Groups 4, 9, and 14), and we conducted no further experiments assembled with 

the kernel k-means method and word vectors.  

Based on the observations collected from Table 2 and Figures 2 to 4, certain insights follow: 

 Word embedding techniques significantly increase the performance of clustering approaches. Evidence 

can be traced from the comparative pairs. Comparably, k-means approaches adapt to word embedding 

techniques better than PCA and fuzzy c-means approaches. 

 The Word2Vec method provides more benefit to clustering approaches than the PV model and the pre-

trained model. However, despite the slightly better performance observed for the CBOW model, the SG 

model is still competitive.  

 The proposed kernel k-means method generated the highest values of all the groups. Compared to the 

RBF-based k-means approaches, the PF-based approaches showed the highest average values in all the 

three indicators (see Table 2). However, when analyzing the detailed results (see Figures 2 to 4), their 

performance was relatively less stable than the RBF-based approaches with less than 8 topics.  



 Based on word vectors, topic models perform much better than the traditional k-means, PCA, and fuzzy 

c-means approaches. However, considering the gap between topic models and the use of word embedding 

techniques, it is not easy to judge whether such integrations would provide benefits. This is a tempting 

task for further study. 

2) Herfindahl index 

Table 3 provides the comparison among the twenty four groups with the average values of the H index. However, 

the results, compared with those of the counting pair-based clustering evaluation metrics, are relatively intriguing. 

As indicated in Table 3, #4, #7, #11-13, and #15 (underlined in Table 3) – the six groups are ranked in the relatively 

low level of Table 2 – achieve incredibly high H index values. Thus, we delved into the results and uncovered 

these reasons: 

 The output of the fuzzy c-means approaches is a record-topic matrix, and each cell represents the 

membership grade of a record to a topic. Since we consider a record belongs to a topic with the highest 

membership grade, it results in the situation that records highly concentrate on several topics. Similarly, 

the imbalance of the results in #4 and #7 also results in concentrated ‘big’ topics. Definitely, a high 

concentration follows the basic concept of the H index, and then leads to a high value of H index.  

 However, we manually checked the results of the six groups and compared them with the golden 

standards, and we do not consider they can exactly reflect the real situation of the experimental dataset, 

e.g., as a general plot, #12 (at all solutions with different number of topics) assigned all 4770 records 

into one topic. 

 One additional understanding is that an alternative metric granularity can be used when one has cluster 

solutions with different distributional solutions (Waltman et al. 2017).  

We, therefore, decided to discuss the results mostly based on the other groups and some insights are concluded as 

follows: 

 Based on the H index, the SG model performed slightly better than the CBOW model, and both models 

are more beneficial to the topic extraction task than the PV model. Despite intriguing results for the 

traditional k-mean approaches (i.e., #4 is better than other three comparative groups with the traditional 

k-means approaches), the results of the PCA and fuzzy c-means approaches indicate the benefit of the 

Word2Vec methods compared to these clustering approaches.  

 The PF-based approaches illustrate the best performance in the H index, when compared with the RBF-

based approaches in all given scenarios and the traditional k-means in the groups incorporated with word 

embedding techniques. This endorses the findings observed from the validation based on the counting 

pair-based metrics. 

Table 3.  Comparative groups and their overall performance with H index (the WoS data) 

    H Index 

#12 FCM&SG 0.9999 

#13 FCM&CBOW 0.8972 

#15 FCM&PT 0.7923 

#4 KM&WV 0.6653 

#11 FCM&PV 0.6567 

#7 PCA&SG 0.5682 

#22 PFKM&SG 0.5411 

#2 KM&SG 0.5393 

#23 PFKM&CBOW 0.5390 



#18 RBFKM&SG 0.5374 

#19 RBFKM&CBOW 0.5315 

#3 KM&CBOW 0.5248 

#24 PFKM&PT 0.4352 

#10 PCA&PT 0.4272 

#5 KM&PT 0.3914 

#20 RBFKM&PT 0.3901 

#16 TM&WV 0.3805 

#8 PCA&CBOW 0.3408 

#1 KM&PV 0.3198 

#21 PFKM&PV 0.3138 

#17 RBFKM&PV 0.3129 

#14 FCM&WV 0.2972 

#9 PCA&WV 0.2923 

#6 PCA&PV 0.1522 

Note that regarding the abbreviations of related methods: KM – k-means; PCA – principal component analysis; FCM – fuzzy 

c-means; TM – topic model; PFKM – polynomial function-based kernel k-means; RBFKM – radical basis function-based 

kernel k-means; CBOW – the continuous bag-of-word model; SG – the skip-gram model; PT – the pre-trained model; PV – 

the paragraph vector model; and WV – word vector. 

In conclusion, the experiment of topic extraction for scientific articles from the Web of Science quantitatively 

examines the performance of the proposed method through the comparisons with certain baselines, and we identify 

certain key findings as follows: 

 Both validation measurements endorse that the incorporation of the Word2Vec methods would leverage 

the ability of clustering approaches for topic extraction, but as indicated in our case the performances of 

both models (i.e., the SG model and the CBOW models) are very close. However, the PV model would 

not be suitable for bibliometric data, since its main idea (i.e., learning feature representations from 

variable-length pieces of text) might not make good sense for bibliometrics. 

 The experiment examines whether the use of the polynomial function in a kernel k-means clustering 

approach for topic extraction will achieve better performance than that of the radial basis function. 

 In our designed dataset, the proposed kernel k-means method incorporated with the Word2Vec method 

achieves the best performance, compared with traditional k-means approaches, fuzzy c-means 

approaches, PCA, and topic models. However, topic models could be still competitive in word vector-

based topic extraction.   

Regarding the design of the experiments and related validation measurements, we raise some points on text-based 

topic extraction: 

 The proposed method and the experiments align with text-based topic extraction, and the results might 

be different if citation data are applied. 

 The relatively low values of the nineteen groups in the counting pair-based clustering evaluation metrics 

might result from the use of the specific dataset rather than the invalidity of the proposed method. As 

indicated in our experiments, the results support that our method will perform better for topic extraction 

than those existing baselines in the given dataset. 

 While the use of the H index in measuring the concentration of topics has been extensively discussed 

(Boyack et al. 2011; Klavans & Boyack 2017), our results suggest that the H index could fully reflect its 

ability as a validation indicator in global data models. But, when a relatively small dataset contains topics 



with a similar number of records, a high value of the H index might result from the imbalance generated 

by some imperfect clustering approaches. Additionally, using the grant-to-article linkages or references 

as the golden standards might constrain the H index. 

4.3. Topic Extraction for Academic Proposals Granted by the United States National Science Foundation 

Aiming to further examine the effectiveness of the proposed kernel k-means method incorporated with a wording 

embedding model in a dataset within a relatively narrow area, we selected a training set we designed couple years 

ago (Zhang et al. 2016b), which contains 557 academic proposals granted by the National Science Foundation 

(NSF) of the United States (US) in 2009, under the Division of Computer and Communication Foundation. The 

557 proposals were archived by officers of the US NSF, and the original labels include 10 categories, such as RI 

(robust intelligence), SHF (software and hardware foundations), III (information integration and informatics), and 

NeTS (networking technology and systems). Similarly to the WoS case, we only used titles and abstracts of these 

records and no further pre-processing activities were conducted. 

Considering our above understanding on the use of the H index, we only applied the counting pair-based clustering 

evaluation metrics to the nineteen groups. As indicated in Table 4, the results mostly coincide with the insights 

that we explore from the WoS case, e.g., 1) despite the SG model being prior to the CBOW model in this case, it 

supports our conclusion that both models are competitive for topic extraction; and 2) the incorporation of kernel 

functions and word embedding techniques enhance the performance of clustering approaches. Additionally, the 

results are also consistent with the experiments conducted by Zhang et al. (2016b) in some sense, e.g., k-means 

approaches perform better than topic models in this dataset. However, except the groups with PCA approaches, 

the experiments indicate that incorporation with the PV model negatively influences performance. 

Table 4.  Comparative groups and their overall performance with JC, FM, and F1 (NSF data) 

Group Description JC FM F1 

#22 PFKM&SG 0.2281 0.3767 0.3712 

#18 RBFKM&SG 0.2230 0.3707 0.3645 

#19 RBFKM&CBOW 0.2161 0.3607 0.3549 

#3 KM&CBOW 0.2152 0.3595 0.3534 

#2 KM&SG 0.2146 0.3591 0.3526 

#23 PFKM&CBOW 0.2133 0.3576 0.3515 

#13 FCM&CBOW 0.1525 0.2981 0.2644 

#12 FCM&SG 0.1399 0.2794 0.2454 

#24 PFKM&PT 0.1124 0.2055 0.2020 

#14 FCM&WV 0.1097 0.2488 0.1977 

#5 KM&PT 0.1078 0.1976 0.1943 

#6 PCA&PV 0.1048 0.3238 0.1898 

#20 RBFKM&PT 0.1043 0.1921 0.1889 

#15 FCM&PT 0.1024 0.2057 0.1858 

#7 PCA&SG 0.1017 0.2551 0.1846 

#8 PCA&CBOW 0.0962 0.2140 0.1753 

#10 PCA&PT 0.0944 0.1938 0.1725 

#9 PCA&WV 0.0918 0.1923 0.1681 

#4 KM&WV 0.0771 0.1467 0.1430 

#21 PFKM&PV 0.0700 0.1335 0.1306 

#16 TM&WV 0.0685 0.1306 0.1276 

#17 RBFKM&PV 0.0679 0.1302 0.1269 

#11 FCM&PV 0.0677 0.1300 0.1265 



#1 KM&PV 0.0657 0.1261 0.1231 

Note that we sort the results based on JC to help highlight factors that boost the results; Regarding the abbreviations of related 

methods: KM – k-means; PCA – principal component analysis; FCM – fuzzy c-means; TM – topic model; PFKM – polynomial 

function-based kernel k-means; RBFKM – radical basis function-based kernel k-means; CBOW – the continuous bag-of-word 

model; SG – the skip-gram model; PT – the pre-trained model; PV – the paragraph vector model; and WV – word vector. 

5. Empirical Study: Topic Extraction for Bibliometrics from 2000 to 2017  

The aim of the empirical study was to apply the proposed kernel k-means method incorporated with a word 

embedding model to a set of articles published by three top-tier bibliometric journals – the Journal of the 

Association for Information Science and Technology (JASIST), the Journal of Informetrics (JOI), and 

Scientometrics (SCIM). Compared with the quantitative validation measurements in Section 4, this emprical study 

is to qualitatively evaluate our method’s performance, with the aid of leading bibliometric experts. Additionally, 

this study will also explore empirical insights of relevance to stakeholders, such as journal publishers, editorial 

boards, and the research community. 

5.1. Data and Topic Extraction 

We retrieved 6811 articles7 from the WoS database on 24 August 2017. The collection comprised 3359 SCIM 

articles, 2784 JASIST articles, and 668 JOI articles, which was further narrowed to 6767 articles that contained 

both a title and an abstract. The word embedding process was completed using the CBOW model (with 𝜆 = 100) 

to generate a 6767×100 matrix.  

Following the parameters for Group 19 in Table 2, the k-means method with a polynomial kernel function was 

used to extract topics from the dataset. We initially ran several clustering tests with different numbers of topics 

and finally set it to 8, considering it would result in minimum duplicate topics. However, since word embedding 

techniques represent words and articles via abstract feature vectors, we decided to use high-frequency terms to 

describe topics to help with the subsequent expert validation and visualization.  

The natural language processing function within VantagePoint8 was applied to the entire dataset, and 112,204 

terms were extracted. The term clumping process (Zhang et al. 2014) was then used to remove noise and 

consolidate technological synonyms. The processing criteria included: 1) removing terms starting with non-

alphabetic characters (e.g., “1.5%”); 2) removing meaningless terms (e.g., pronouns, prepositions, and 
conjunctions); 3) removing common terms in scientific articles (e.g., “method”); 4) consolidating terms with the 
same stem (e.g., singular/plural words); 5) removing terms appearing in only one article; and 6) removing single 

words (e.g., “dataset”). Ultimately, 12,776 terms were collected. 

The strategy we followed for selecting “unique” terms to describe a topic follows. 1) The 12,776 terms were 

linked to the ten topics according to a “terms – articles – topics” structure; and 2) the top 10 highest-frequency 

terms in a topic were usually selected as descriptive terms, but the proportion of a term in a topic was also taken 

into consideration. Additionally, the following criteria were considered when labeling the topics: 1) whether the 

largest proportion of the term was contained in a topic, and 2) whether this was the highest-frequency term in a 

topic. The details of the eight topics are provided in Table 5.  

Table 5.  Details of the ten bibliometrics-related topics from 2000 to 2017 

Topic #Art Descriptive Terms 

1 896 information science; information seeking; information systems; information behavior*; digital library 

2 1030 bibliometric analysis*; social network analysis; co-word analysis; co-citation analysis; case study 

                                                      
7  Note the “articles” document type was selected to avoid review or other papers. Hence, all articles are research papers. 
8  VantagePoint is well-recognized in bibliometrics, especially for word or term analysis (see 

https://www.thevantagepoint.com/) 



3 879 citation indicators; impact factor; journal citation report; citation impact; citation analysis* 

4 789 information retrieval*; text mining; classification; semantic analysis; meta data 

5 453 search engine*; web search; search process; search behavior; user satisfaction 

6 888 h index*; g index; rankings; power law; citation distribution 

7 957 social science; peer review; bibliometric indicators; research performance*; scientific community 

8 875 international collaboration; co-authorship analysis; scientific production; R&D; scientific collaboration* 

Note: #Art = the number of articles associated with a topic; underlined terms are consistent results compared with the case 

study conducted by Hou et al. (2018), see Section 5.3; terms with * were manually selected to represent their related topics. 

5.2. Expert Knowledge-based Validation 

Having already quantitatively validated the effectiveness of the proposed method in a dataset with relatively broad 

disciplines according to the two sets of validation indicators, it is interesting to qualitatively evaluate the method’s 
performance in a specific domain, with the aid of leading domain experts.  

A two-round expert evaluation was designed and seven leading bibliometric experts were engaged in the 

evaluation. Round 1 followed the way of traditional questionnaires to invite experts to mark the grouped topics in 

Table 5, and three criteria were raised. Each expert was asked to score the three criteria. Generally, 1 meant 

excellent agreement, 0 meant strong disagreement, while an intermediate judgment (e.g., 0.7) was fine as well. 

 Coherence: How well do the terms of the Topic go together? 

 Distinctiveness: Is the Topic separate from the others? 

 Significance:  Is the Topic important within bibliometrics? But note that this is an extra task for topic 

extraction, since we focus on clustering rather than identifying emerging topics. 

Two leading bibliometric experts participated in this evaluation, and the average scores of their evaluation results 

and their correlation coefficient are presented in Table 6. It is interesting that both experts hold very consistent 

thoughts, e.g., Topic 5 (search engine) is coherent and distinct but not an exact bibliometric topic, and Topics 3 

(citation analysis) and 6 (h index) are coherent and very important bibliometric areas, but their composing terms 

might be not distinct enough. However, differences also exist between the two experts, e.g., one expert marks 

Topic 7 (research performance) with “1” on distinctiveness and “0.6s” on coherence and significance, while the 

other expert only marks the topic with “0.2”, “0.3” and “0.5” respectively. In general, we receive acceptable 
average scores on coherence and distinctiveness, and a passable score for significance.  

Table 6.  Results of the first round expert evaluation 

#Topic Coher. Distinct. Signif. Coefficient 

1 information behavior 0.75 0.6 0.15 0.1429 

2 bibliometric analysis 0.55 0.45 0.8 -0.0822 

3 citation analysis  0.85 0.45 0.95 0.9449 

4 information retrieval 0.75 0.65 0.4 0.189 

5 search engines 0.8 0.85 0.15 0.9878 

6 h index 0.75 0.55 0.85 0.866 

7 research performance 0.45 0.6 0.55 -0.7559 

8 scientific collaboration 0.65 0.75 0.75 0.5 

Average 0.6938 0.6125 0.5750 0.3491 

 

Aiming to further evaluate the ability of our proposed method on topic extraction, we developed a novel way to 

conduct the Round 2 evaluation, in which five bibliometric experts (different from the ones in Round 1) were 



involved. Besides Coherence, we raise a criterion of Relevance, i.e., is the Topic relevant with your own research 

(i.e., bibliometrics)? 

We mixed up the 40 core bibliometric terms in Table 5 and asked experts to come up with N clusters (they can 

decide the N) based on their expertise. Each cluster should represent an area of research in bibliometrics (in some 

cases, information & library sciences), and each term can only be used once. After that, the experts would consider 

their own research and interest, and score these clusters, in which 1 meant excellent relevance; 0 meant strong 

irrelevance, and an intermediate judgment is acceptable as well. This evaluation provides a relatively fair way to 

generate golden standards for the topic evaluation. 

Briefly, 2 terms [i.e., ‘text mining’ and ‘classification’ -- 5%] were only selected by two experts, 10 terms [e.g., 

‘information science’, ‘power law’, and ‘information behavior’ -- 25%] were selected by three experts, and the 

other 28 terms (70%) were selected by all of the five experts. We consider those unselected terms are either too 

general or within the area of information science rather than bibliometrics.  

We then set the topics given by the five experts as the golden standards respectively and evaluated our generated 

eight topics as follows (similar with the JC index): 1) each topic contains five descriptive terms, i.e., 10 distinct 

term pairs; 2) we then looked for the pairs in the golden standards and confirmed whether the two terms of a pair 

are within one topic or not. If so, we consider this pair is grouped correctly; and 3) the percentage of correct pairs 

in the 10 distinct pairs of each topic is considered as the performance of our proposed method. The results of the 

Round 2 evaluation are given in Table 7.  

Table 7.  Results of the second round expert evaluation 

Topic Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 

1 information behavior 1 0 1 1 0.1 

2 bibliometric analysis 0.2 0.3 0.3 0.6 0.6 

3 citation analysis  0.3 0.2 1 1 0.4 

4 information retrieval 0.6 0.1 0.3 1 0.3 

5 search engines 0.3 0.4 0.6 1 0.4 

6 h index 0.3 1 0.1 0.6 0.3 

7 research performance 0.4 0.3 0.1 0.4 0.6 

8 scientific collaboration 0.3 0.4 0.2 0.6 0.6 

Note that as a reference, the five experts generated 5, 7, 8, 2, and 5 topics respectively, in which Expert 4 only splits the terms 

into two parts, i.e., bibliometrics, and general information science. 

Despite the five experts being leading bibliometric researchers, it seems still not easy to make them coincide on 

all of the topics – some of them might focus on research evaluation, while some others concentrate on bibliometric 

methodologies. Given the circumstances, we explore certain meaningful observations from Table 7:  

 Topics 1 (information behavior), 3 (citation analysis), and 5 (search engine) receive relatively good 

marks from the experts. One key reason for such performance would be their relatively independent 

descriptive terms, e.g., Topics 1 and 5 topics align with information science and Topic 3 involves most 

citation-related terms.  

 Topics 4 (information retrieval) and 6 (h index) could be sound. The majority of both can match the 

golden standards, and the reason behind that could be that terms in these topics are still unique but some 

interdisciplinary or relatively general terms exist, e.g., citation distribution and classification.  

 Topics 2 (bibliometric analysis) and 8 (scientific collaboration) are sort of confusing, and Topic 7 

(research performance) receives the lowest overall score. We try to understand the situation and one 

explanation could be that experts assigned those bibliometric methodologies with certain specific 



applications, e.g., co-word analysis was linked with text mining, and social network analysis was 

considered as an approach for investigating international collaborations. 

In summary, the two-round expert knowledge-based validation empirically examined the performance of the 

proposed method (i.e., the polynomial function-based kernel k-means clustering method incorporated with the 

Word2Vec method) on topic extraction.  

5.3. A Comparison Study-based Validation 

One empirical study investigating emerging trends and developments in information science disciplines9 was 

published recently (Hou et al. 2018), in which 10 core journals were carefully selected and articles published 

between 1996 and 2006 were analyzed based on a co-citation approach. Despite the slight difference (i.e., time 

period and source journals), it is still interesting to compare our results with theirs (we abbreviate as Hou’s work). 

Our comparison was mostly based on their results presented in Table 4, and Figures 3, 6, and 8, and we specifically 

emphasized the inspection that whether the eight topics and their descriptive terms appear in Hou’s work as well. 
Following the sequence of the eight topics given in Table 5, the results of the comparison are discussed in Table 

8. 

Table 8.  Results of the comparison with the case study conducted by Hou et al. (2018) 

Topic Comparison Comments 

1 information behavior Information behavior and digital libraries were identified as two topics in Hou’s work, and 

information seeking was assigned within the topic information behavior. Additionally, 

since Hou’s work aimed to concentrate on information science disciplines, they excluded 
information systems journals, which might result in the missing of this term. 

2 bibliometric analysis Despite that there is no such a topic in Hou’s work, involving different bibliometric 
methodologies; they identified bibliometric analysis as an inactive topic between 2003 and 

2013, but specific methods could be traced in other topics, e.g., co-citation analysis was 

associated with citation analysis.  

3 citation analysis  We both highlight the significance of citation analysis in bibliometrics, but Hou’s work 

split it into topics, such as citation data, citation count, and citation performance, in which 

impact factor appeared as a key term. 

4 information retrieval Information retrieval system was identified as a topic in Hou’s work, but intriguingly, 
classification was assigned to citation performance, which might be used as a tool for 

citation analysis. 

5 search engines Query log and academic web site were two topics in Hou’s work. Despite not having the 

same terms, it is promising to consider that we coincide on this topic. In addition, Hou’s 
work also considered this topic closely relates to information behavior, which in some 

sense might match our terms, such as search behavior and search process. 

6 h index Definitely, this topic is clearly identified in both our study and Hou’s work. The only 
difference is Hou’s work considered social science was a topic evolved from h index in 
2016. 

7 research performance Despite most terms being found in Hou’s work, their related topics are not consistent, e.g., 

Hou’s work classified research performance into triple helix (a topic stands for 
collaboration) and bibliometric indicators belonged to the topic “citation performance.”  

8 scientific collaboration A topic, triple helix, was clearly identified in Hou’s work, which coincides with our results 

on collaboration. 

 

Based on the discussion given in Table 8, we consider the majority of our results match Hou’s work reasonably, 

and differences can be explained as follows: 1) there were 11 topics in Hou’s work while we generated 8 topics, 

so it is acceptable that one our topic might relate to two or more of Hou’s topics; 2) the inconsistent results are 

Topics 2 (bibliometric analysis) and 7 (research performance), which might result from our different clustering 

approaches, i.e., our method is based on semantic similarities while Hou’s work exploits the document co-citation 

                                                      
9 Bibliometrics were considered as an subarea of information science in the study of Hou et al. (2018), and they divided the 
timeline into two periods, i.e., 1996 – 2008 and 2008 – 2016. Additionally, the three bibliometric journals used in our studies 
are parts of their source journals. 



relationships. However, we also notice that the two topics also received very low scores in the expert knowledge-

based validation, which would indicate potential limitations of using semantic similarities to extract topics in a 

relatively narrow domain; and 3) it seems that Hou’s work might underestimate the importance of text-based 

approaches in bibliometrics, or all related terms were grouped in their topic information retrieval system. 

5.4. Empirical Insights 

With the reliability of the proposed method assessed quantitatively and qualitatively, our next task was to explore 

any empirical insights that may be relevant for stakeholders. The main focus of this analysis was to discover the 

main research interests of JASIST, JOI, and SCIM, and discuss their similarities and differences. 

Undoubtedly, JASIST, JOI, and SCIM are the three top-tier journals for the bibliometric community, but each 

journal maintains unique coverage of the field. In an effort to distinguish these differences, we specifically 

recorded the composition of each of the eight topics by journal and the distributions in Table 9. 

Table 9.  Journal composition of ten bibliometric topics 

Topic* 
SCIM JASIST JOI 

#A % #A % #A % 

1 information behavior 69 0.021 822 0.297 5 0.007 

2 bibliometric analysis 731 0.219 189 0.068 110 0.165 

3 citation analysis  640 0.192 162 0.059 77 0.115 

4 information retrieval 127 0.038 632 0.228 30 0.045 

5 search engines 8 0.002 442 0.160 3 0.004 

6 h index 402 0.121 207 0.075 279 0.418 

7 research performance 598 0.180 253 0.091 106 0.159 

8 scientific collaboration 756 0.227 61 0.022 58 0.087 

Note that: 1) here we manually selected one descriptive term to label its related topic; 2) #A = number of articles and % = 

proportion in the total number of the journal’s articles. 

It is interesting that a relatively scattered topic pattern and significant diversity among the three journals can be 

observed as follows. 

 JASIST is the only journal with a clear interest in information behavior, information retrieval, and search 

engines. 

In WoS, JASIST is aligned with two categories: Information Science & Library Science, and Computer Science 

& Information Systems. From this perspective, the composition of the JASIST community (i.e., the Association 

for Information Science and Technology) not only contains bibliometric researchers, but also a majority of 

members from broad disciplines in information technology. As a result, Topics 1 (information behavior) and 5 

(search engine) make JASIST unique among the three journals. However, considering the descriptive terms of 

Topic 4 (information retrieval) in Table 5, text mining techniques are closely related, and the JOI and SCIM 

communities are interested in those topics as well, but not too much so far. 

 JOI prefers theoretical studies, especially those associated with methodological innovations in bibliometrics, 

while SCIM holds interests in empirical studies as well, e.g., applications for bibliometrics.10 

The research communities for JOI and SCIM overlap in many mainstream topics of bibliometrics, e.g., Topics 2 

(bibliometric analysis), 3 (citation analysis), and 7 (research performance), but some differences between the two 

journals still can be identified. 1) SCIM has published a large number of empirical studies into bibliometrics, and 

a large proportion of those studies focus on Topic 8 (scientific collaboration). Whereas, JOI has published a very 

                                                      
10  Note that even though we highlight SCIM’s interest in empirical studies here, SCIM does also include theoretical studies. 

However, as indicated in Tables 5 and 9, the majority of JOI articles relates to theoretical studies. 



limited number of related articles in that area. 2) JOI dominates Topic 6 (h index), which also includes g indexes 

and some other extensions, and is also more likely to publish studies on research performance (i.e., Topic 7). 3) 

SCIM’s strength in Topics 2 (bibliometric analysis) and 8 (scientific collaboration) indicates its interest in 

applying bibliometric methodologies (e.g., social network analysis) to investigate collaborations between specific 

entities, such as countries, research organizations, and individual researchers. 

 When concentrating on bibliometrics, the proportion of articles published in JOI and SCIM largely exceeds 

that of JASIST. 

Considering the number of articles grouped in the “pure” bibliometrics-related topics [i.e., excluding Topics 1 

(information behavior) and 5 (search engines)] and its proportion in a journal’s total published articles, JOI and 
SCIM dominate the field. However, based on the best knowledge of the authors, JASIST prefers bibliometrics-

related papers that involve modern information technologies, such as big data analytics, machine learning, and 

pattern recognition, and social media data, like Tweets. 

6. Discussion and Conclusions 

This paper proposes a polynomial function-based kernel k-means clustering method that incorporates the 

Word2Vec model with quantitative and qualitative demonstrations of its effectiveness in topic extraction. These 

demonstrations prove that 1) word embedding techniques can be exploited to skip over human costs in traditional 

data pre-processing and 2) the incorporation of word embedding techniques with the polynomial function-based 

kernel k-means clustering method is superior to certain existing text-based clustering baselines (i.e., k-means, 

PCA, fuzzy c-means, and topic models) on topic extraction with two labeled test datasets (i.e., scientific articles 

from the WoS and academic proposals from the US NSF). 

A qualitative evaluation was made through an empirical study on bibliometric topic extraction supported by expert 

knowledge. Further, several insights for stakeholders were revealed during the qualitative investigation of the 

similarities and differences between the JASIST, JOI, and SCIM journals. Several key findings include: 1) JASIST 

is the only journal with a clear interest in topics such as information behavior, information retrieval, and search 

engines, since its range covers the entire area of library and information sciences; 2) JOI prefers theoretical studies, 

especially those associated with methodological innovations in bibliometrics, while SCIM holds interests in 

empirical studies as well, e.g., applications for bibliometrics; and 3) when concentrating on bibliometrics, the 

proportion of articles published in JOI and SCIM largely exceeds that of JASIST. 

6.1. Technical Implications 

With the rapid development of text analytics, word- or term-based bibliometrics are attracting increasing interest. 

However, one remaining challenge with co-word-based topic analysis is how to effectively and efficiently extract 

key features – i.e., how to remove noise, consolidate synonyms, and weight key features. Despite efforts to semi-

automatically reduce the level of human intervention required with techniques like term clumping, a good deal of 

manual effort is still required. By contrast, word embedding, as an application of deep learning techniques on 

NLP, creates a solution to achieve this goal by extracting a relatively small number of latent features that represent 

word semantics rather than the simple co-occurrence relationships reflected by traditional word vectors. Such an 

accomplishment would not only reduce the workload associated with further clustering approaches but would also 

generate a representative feature space for clustering.  

Despite tremendous efforts to introduce kernel functions in clustering approaches oriented toward bibliometric 

data, the selection of kernel functions has not been thoroughly discussed. Many existing models simply apply the 

popular radial basis function. However, based on some frontier research in the field of machine learning, our 

kernel k-means clustering method integrates a polynomial kernel function, and the experimental results 

demonstrate its advantages in handling text data – especially bibliometric data in this case. Additionally, from a 

theoretical perspective, word embedding techniques prefer to exploit large-scale datasets (e.g., a corpus of several 



million or billion tokens) and k-means approaches have been proven that they are superior on handling large-scale 

clustering tasks. Therefore, we consider our proposed method would be feasible for large-scale topic extraction. 

6.2. Possible Applications 

It is conceivable that a kernel k-means clustering approach, with the use of a word embedding model, could be 

applied to a wide range of topic extraction tasks.  

 As a basic clustering tool, several aspects of the proposed method could be extended from bibliometric 

data to general text data, which would provide competitive advantages when compared to other clustering 

approaches in text analytics.  

 Our method could be integrated with other analytical approaches, such as science maps and network 

analysis, to conduct specific bibliometric tasks, e.g., investigating multidisciplinary interaction and 

evaluating research performance. 

 The engagement of data analytic models in handling issues in science, technology & innovation policy 

(STIP) is also an emergent trend in related fields. It appears that combining topic analysis with 

technology management tools (e.g., technology roadmapping) could create complementary benefits. 

6.3. Limitation and Future Study 

Several limitations of the current research and related future directions are summarized as follows. 1) When word 

embedding techniques create an abstract feature vector to represent words and documents, it leads to difficulties 

with describing topics in an explainable way, which would be considered as a limit in practices. Even though 

several high-frequency terms were selected to describe and label topics in our case study, there could be a more 

coherent way to achieve this goal. 2) Word embedding techniques with kernel functions and k-means approaches 

both require a number of parameters. However, methods of training these parameters for optimal benefit is a task 

that falls into the field of machine learning. 3) Although our test and empirical datasets comprised relatively broad 

disciplines and a very specific and narrow research area, it would be interesting to test our method with some 

public datasets and/or to compare the results with clustering approaches that rely on other bibliometric indicators, 

such as citations/co-citation statistics. 
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