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Abstract Fitting facial landmarks on unconstrained videos
is a challenging task with broad applications. Both generic
and joint alignment methods have been proposed with vary-
ing degrees of success. However, many generic methods
are heavily sensitive to initializations and usually rely on
offline-trained static models, which limit their performance
on sequential images with extensive variations. On the other
hand, joint methods are restricted to offline applications,
since they require all frames to conduct batch alignment.
To address these limitations, we propose to exploit incre-
mental learning for personalized ensemble alignment. We
sample multiple initial shapes to achieve image congealing
within one frame, which enables us to incrementally conduct
ensemble alignment by group-sparse regularized rank mini-
mization. At the same time, incremental subspace adaptation
is performed to achieve personalized modeling in a unified
framework. To alleviate the drifting issue, we leverage a very
efficient fitting evaluation network to pick out well-aligned
faces for robust incremental learning. Extensive experiments
on both controlled and unconstrained datasets have validated
our approach in different aspects and demonstrated its supe-
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rior performance compared with state of the arts in terms of
fitting accuracy and efficiency.

Keywords Face alignment - Personalized modeling -
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1 Introduction

Recently, analysing image sequences in large-scale and
unconstrained conditions attracts increasing interest in com-
puter vision community. In the context of face-related topics,
sequential face alignment, i.e., fitting facial landmarks on
sequential images, is a crucial task with a wide range of
applications, such as Face Verification (Taigman et al. 2014,
Parkhi et al. 2015), Facial Action Unit (FAU) analysis
(Zafeiriou et al. 2014; Cootes et al. 2001) and Human-
Computer Interaction (HCI; Perakis et al. 2013; Escalera
et al. 2015). It is a challenging task since the face undergoes
drastic non-rigid deformations (Vogler et al. 2007) caused by
extensive pose and expression variations, as well as uncon-
strained imaging conditions like illuminations changes and
partial occlusions (Sagonas et al. 2013; Shen et al. 2015).
Despite the long history of research in rigid and non-rigid
face tracking (Black and Yacoob 1995; Decarlo and Metaxas
2000; Patras and Pantic 2004; Asthana et al. 2013), it has
been shown that either generic face alignment (Cao et al.
2014; Saragih et al. 2011; Sun et al. 2013; Trigeorgis et al.
2016; Tzimiropoulos 2015; Xiong and De la Torre 2013;
Zhang et al. 2014a,b; Zhu et al. 2015; Zhu and Ramanan
2012) which aligns each frame independently in a tracking-
by-detection manner, or joint face alignment (Zhao et al.
2011; Cheng et al. 2013; Sagonas et al. 2014), which aligns
all frames simultaneously in a batch optimization manner,
can be employed to fit facial landmarks on sequential images.
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Fig. 1 Limitations of existing methods. Yellow points: different initial
shapes. Green points: well-aligned landmarks. Red points: mis-aligned
landmarks. a Generic approaches are sensitive to initializations. b Joint
approaches are restricted to offline batch alignment (Color figure online)

Generic Face Alignment starts the fitting process from an
initial shape, e.g., amean face (Cao et al. 2014; Xiong and De
la Torre 2013) or the result of the last frame (Asthana et al.
2013; Saragih et al. 2011), and deform the shape constrained
by facial deformable models (FDMs) to minimize the recon-
struction residual by either gradient descend optimization
(Saragih et al. 2011; Tzimiropoulos and Pantic 2014) or cas-
cade/boosted regression (Cao et al. 2014; Xiong and De la
Torre 2013). They have shown great success on single image
with respect to the efficiency, e.g., face alignment at 3000
FPS (Ren et al. 2014), and unconstrained scenarios, e.g., face
alignment in the wild (Sagonas et al. 2013).

However, when it comes to sequential alignment, many of
them suffer from significant limitations: (1) Many of them
are heavily sensitive to initializations as illustrated in Fig. 1a.
They are easily trapped into local optima when started from
poor initialization. (2) They usually rely on models trained
offline on still images and lack the capability to capture the
personalized information and imaging continuity in consec-
utive frames.

Joint Face Alignment takes the advantage of the shape
and appearance consistency to simultaneously minimize fit-
ting errors for all frames (Zhao et al. 2011; Cheng et al.
2013; Sagonas et al. 2014). They are more robust to illumi-
nation changes and partial occlusions than generic methods
(Peng et al. 2010). However, they still have limitations in
two aspects. (1) Most of them are limited to offline tasks due
to the prerequisite of all frames before batch alignment as

illustrated in 1b, which severely impedes their applications
on real-time or large-scale tasks. (2) Some of them attempt to
achieve personalized modeling without effective correction,
which may inevitably result in model drifting.

In this paper, we further improve our former work Person-
alized and Incremental Ensemble Face Alignment (PIEFA)
(Peng et al. 2015) to address the aforementioned issues.
Instead of a single initialization, we incorporate motion infor-
mation to sample multiple initial shapes and conduct generic
alignment in parallel at each frame. The image congeal-
ing is then achieved within one frame, which enables the
ensemble alignment to be performed in an incremental man-
ner by constrained robust decomposition. At the same time,
incremental subspace adaptation is performed to achieve per-
sonalized modeling in a unified framework. To alleviate the
drifting issue, we leverage a very efficient fitting evaluation
network to pick out well-aligned faces for robust incremen-
tal learning. In summary, our work makes the following
contributions:

— We propose a novel approach for face alignment in
unconstrained videos. Our approach incorporates motion
models to perform ensemble initialization, which can
effectively overcome the initialization-sensitivity issue
of former generic methods.

— The ensemble alignment is performed within a single
frame, which is radically different from existing joint
alignment methods that achieve image congealing across
frames. It guarantees the online efficiency in real-time,
which can be used in large-scale applications.

— A rank minimization framework with the group-sparse
regularization is designed to incrementally achieve per-
sonalized modeling. In addition, we propose a novel
fitting evaluation network to significantly alleviated the
model drifting issue.

— We carry out extensive experiments on 4 video datasets
and compare with 8 state-of-the-art methods to fully val-
idate the proposed method. The results demonstrate that
our approach can significantly improve the fitting accu-
racy with a constant CPU time and memory usage.

This article improves its conference version (Peng et al.
2015) in both theoretical and practical aspects. Instead of
struggling with the threshold engineering, we propose to
leverage a deep neural network for efficient fitting eval-
uation to guarantee robust person-specific modeling. We
also carry out detailed complexity analysis by decompos-
ing the proposed optimization in a step-by-step form, which
proves the efficiency of our approach in terms of time and
memory. Moreover, extensive experiments are performed for
component-wise validations and general comparisons with
state-of-the-art methods.
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Fig. 2 Overview of our approach: a ensemble initialization (3.1), b generic face alignment in parallel, ¢ constrained decompostion (3.3), d fitting

recovery (3.4), e fitting evaluation and f personlized adaptation (3.5)

2 Related Work

Face alignment in a single image has attracted intensive
research interest for decades. When it comes to the task that
fitting facial landmarks on sequential images, either generic
or joint alignment methods can be employed. We briefly
review related work in this section.

Generic face alignment Based on the different FDMs
employed, existing face alignment approaches can be catego-
rized as methods based on either holistic models, e.g., active
appearance models (AAMs; Cootes et al. 2001), or part-
basedmodels, e.g., constrained local models (CLMs; Saragih
et al. 2011). Among generic face alignment approaches,
part-based FDMs combined with regression-based fitting
strategies attract intensive interest. For instance, Asthana et
al. (2013) proposed the discriminative response map fitting
(DRMF) to learn boosted mappings from the joint response
maps to shape parameters. Cao et al. (2014) achieved explicit
shape regression (ESR) by combining shape-indexed feature
selection and multi-layer boosted regression. Xiong and De la
Torre (2013) proposed supervised descent method (SDM) for
fast optimization by concatenating SIFT features and apply-
ing cascade non-linear regression. Although they have shown
great success on single image (Ren et al. 2014), however, the
static FDMs and initialization-sensitivity issue severely lim-
ited their performance on streaming data.

Multiple efforts were devoted to address these limita-
tions. For instance, Asthana et al. (2014) improved SDM
by updating cascade regressors in parallel for incremen-
tal face alignment (IFA). Yan et al. (2013) proposed to
rank and combine multiple hypotheses (CMH) in a struc-
tural SVM framework to address the initialization-sensitivity
issue. Tzimiropoulos (2015) proposed to learn the Jaco-
bians and descent directions in a subspace orthogonal to the
facial appearance variation for project-out cascaded regres-
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sion (POCR). Zhu et al. (2015) proposed coarse-to-fine shape
searching (CFSS) to find a best initial shape to address the
initialization-sensitivity issue. However, the temporal con-
straints in successive inputs, such as personalized shape,
appearance and motion cues, are barely investigated.

Inrecent years, deep neural networks (DNNs) based meth-
ods attract intensive research interest as they have shown
astonishing performance in both vision (Taigman et al. 2014;
Schroff et al. 2015; Bar6 et al. 2015; Nasrollahi et al. 2015;
Peng et al. 2016) and language applications (Wang et al.
2016a,b). Several DNNs based approaches have been pro-
posed for generic face alignment. Sun et al. (2013) proposed
deep convolutional networks cascade (DCNC) to refine the
fitting results step by step from an initial guess. Zhang et al.
(2014a) employed the similar idea of coarse-to-fine frame-
work but using auto-encoder netowrks (CFAN) instead of
CNNs. Zhang et al. (2014b) showed that learning face align-
ment together with other correlated tasks, such as identity
recognition and pose estimation, in a uniform CNNs can
improve the landmark detection accuracy (TCDCN). A major
limitation of DNNs based methods is that they are extremely
data-hungry and need numerous training images to avoid
over-fitting. In this paper, instead of directly using deep neu-
ral networks for face alignment, we leverage CNNs for robust
and efficient fitting evaluation, which is crucial to achieve
faithful personalized modeling without drifting.

Joint face alignment To this end, joint face alignment,
which takes the advantage of consistency constraints to min-
imize fitting errors for all frames, is mainly applied. For
instance, Zhao et al. (2011) proposed to regularize the holistic
texture by enforcing all frames to lie in a low-rank sub-
space (RASL). The drawback of this method is that it did
not incorporate any face prior, which may result in arbitrary
deformations. To address this problem, Cheng et al. (2012)
proposed to use anchor shapes to penalize arbitrary defor-
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mations (A-RASL); while Sagonas et al. (2014) proposed to
employ a clean face subspace trained offline to restrict opti-
mization directions (RAPS). The most prominent limitation
of these joint methods is that they can hardly handle real-time
or large-scale applications since they lack the capability to
incrementally utilize consecutive information.

More recently, Zhang et al. (2015) proposed to use
dictionary learning to achieve sparse representations for
rigid object tracking (Tang and Peng 2012). However, it
is nontrivial to apply dictionary learning in sequential face
alignment as facial appearance may undergo extensive non-
rigid deformations. Moreover, it remains a challenging task
to simultaneously address the initialization sensitivity issue
and achieve person-specific modeling in a unified framework.

3 Proposed Approach

In this paper, we propose a novel approach for sequential
face alignment. We first incorporate motion models to sam-
ple multiple initial shapes as ensemble initialization. Then
we employ off-the-shelf generic approach to conduct batch
alignment in parallel. The alignment results are then re-
organized using part-based representation. By conducting
constrained decomposition, we can recover the best fitting
S* via fitting recovery. Finally, personalized modeling is
achieved by robust personalized adaptation. Please refer to
Fig. 2 for an overview of our approach.

3.1 Ensemble Initialization

Initialization is the first and key step in landmark localization.
Itis relatively easy to get a landmark correctly aligned if it is
initialized closely to the ground-truth. This fact motivates us
to incorporate Bayesian motion models (Doucet et al. 2001)
to sample multiple initial shapes for ensemble initialization.

As illustrated in Fig. 3, let s denote the latent state, i.e., the
scale, rotation, translation and deformation of initial shapes,
y denote the observation, i.e., fitting results, we can sample
an ensemble of particles, i.e., initial shapes, at time # from
the prediction:

p (St|y1:t—l) — /6] (Szlst—1> p (Sz—1|y1:t—1) dSt_l, (1)

where ¢(s’|s'!) is the state transition probability, and the
integration can be approximated by efficient Markov chain
Monte Carlo (MCMC) sampling (Mei and Ling 2009). The
posterior state distribution is then updated at time ¢ by:

p (S’Iy“) o« p(y'ls') p (S’Iy“‘l) , )

Fig. 3 TIllustration of ensemble initialization. The latent state s con-
trols the variations of initial shapes. The observation y represents the
corresponding fitting results

where p(y’|s’) is the observation model, which is the key
component to evaluate the corresponding initial shape. We
model it using group-sparse fitting errors and introduce the
details in Sect. 3.4.

This motion model guarantees that more initial shapes
with higher weights are sampled near the optimum, which can
effectively overcome the sensitivity issue. More importantly,
the ensemble makes it possible to conduct joint alignment in
an incremental manner since the congealing can be achieved
within the same frame.

3.2 Part-Based Representation

Once K initial shapes are sampled, we can employ an off-the-
shelf generic face alignment approach, e.g., ESR (Cao et al.
2014) and SDM (Xiong and De la Torre 2013), to obtain
a batch of rough fittings {Sy, ..., Sk}. It is worth noting
that the efficiency is guaranteed since generic approaches
are highly efficient (Ren et al. 2014) and we can conduct
batch alignments in parallel.

To conduct batch alignment, former approaches (Cheng
et al. 2012; Sagonas et al. 2014; Zhao et al. 2011) usually
use holistic FDMs to parameterize the shape and appearance
separately and bridge the two by image warping (Cootes et al.
2001). Apart from the very time-consuming warping oper-
ations, this representation is susceptible to occlusions and
illumination changes due to the limitations of holistic FDMs.

We propose a new part-based representation to jointly
depict the shape and appearance:

T
L (R M TG LY L (CYA L 3)

where (x; — X) € R? are centralized landmark coordi-
nates, f(x) € R? is the feature vector extracted from the
image patch centered at x. This part-based representation is
extremely fast to compute. The direct concatenation of the
landmark coordinates and feature vectors can greatly facili-
tate the constrained decomposition in the next section.

@ Springer
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3.3 Constrained Decomposition

The next goal is to recover the best fitting S* from

{S', ..., 5K}. We propose a constrained decomposition
based on the following facts and observations. (a) Each of
{Sl, el SK} is aligned to the same face but with fitting

errors. (b) With respect to the kth shape, only a small number
of its landmarks are misaligned. (¢) With respect to the /th
landmark, only a small number of shapes are misaligned.

Low-Rank Representation Constraint Let U € RN*M
denote an orthogonal subspace learned from annotated train-
ing images, X = [A!, ..., AK] € R¥*K denote the batch
observation matrix. Based on the observation (a) we have the
following low-rank constraint:

arg min rank(C), s.t. X = UC + E, 4)
C.E

where C € RM*K jg the encoding matrix, E € RN*K g
the error matrix. In the ideal case, rank(C) = 1, since all
columns represent the same face. However, the correct fitting
is not unique, e.g., profile landmarks remain well-aligned
even when they move a little along the face contour. There-
fore, we seek for rank minimization for robustness.

In experiments, we find that only using encodings of
aligned shapes in current frame may cause the recovered S*
to deform arbitrarily in certain cases. To address this problem,
we incorporate prior knowledge for temporal consistency in
the low-rank constraint. That is, we minimize rank([C|C,])
instead of rank(C), where C, € RM*Xo are the encod-
ings of well-aligned candidates from tracked frames. We set
K, = K /10 in our experiments.

Group-Sparse Error Constraint Owing to the special-
designed part-based representation, the error matrix E in
Eq. 4 has the group structure:

€ ~€1K
E=|: i
el ... ek )
1 K 1 K
vec(E):[el,...,el,...,eL,...,eL],

where €/ € R?*4 is the fitting errors of the /th landmark in
the kth shape. vec(-) performs block-wise vectorization.

According to observation (b)—(c), the nonzero entries of
E should be sparse with respect to both columns and rows,
which is equivalent to the group-sparse constraint:

arg min ||p - vec(E)|l2,0, s.t. X =UC+E, (6)
C.E
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Lo®p 0
0 Iyxa
between the shape and appearance. p is the mean ratio from
feature vectors to centralized landmark coordinates.
Robust Decomposition Given the constraints in Eqs. 4 and
6, we can achieve the object function for robust decomposi-
tion:

wherep = |: i| balances the error contributions

argmin | Z[3 + Arank(Cy) + A2[Eu 2.0
C,.E,,C.E
subjectto Z =X - UC —E, @)

C, =[C|C,], E, =p-vec(E).

where A1 and A, are non-negative parameters to balance
contributions between the two constraints. We present an
efficient solution for the optimization in Sect. 4.

3.4 Fitting Recovery

The error matrix E guarantees robust decomposition against
outliers such as illumination changes and partial occlusions
(Peng et al. 2010). More importantly, we can recover a
well-aligned $* from {S!, ..., SX} using the group-sparse
structure.

Equation 5 indicates that elk measures the fitting errors of
Sk at the /th landmark. Therefore, each row of E models the
errors distribution of all aligned shapes with respect to the
same indexed landmark. Let S* = {x{, ..., x]}, ] can be
recovered by using the intra-row £;-norm of E to weight the
same indexed landmark of all aligned shapes:

1 k k
K - k K
X = lEk 1€ i Hle, where q; = X e ez, (8)

Besides the row structure, we also investigate the column
structure of E to present the observation model p(y’|s’) of
Eq. 2. Considering the fact that the kth column of E measures
the overall fitting errors of Sk we can use inter-column 0r-
norm of E to model the observation:

—ry

tk ot ¢ —yL k 9
D s ) = , Where ry 2 er . O]
<y Zlf_—leirk =

We compute p(y"*|s’) for each aligned shape at frame

t, and apply Eq. 1 to predict the latent state for ensemble
initialization in frame 7 + 1.

3.5 Personalized Adaptation

The offline trained U has limited representation power to
capture extensive online variations especially in wild con-
ditions, which motivates us to incrementally update U for
personalized modeling.
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Given S* recovered, we can extract the part-based repre-
sentation X* € R¥ to calculate C* € R™ and E* € RY by
robust decomposition:

arg min ||p - vec(E®)|2.0, s.t. X* = UC* + E*,
C*,E*

(10)

which can be efficiently solved by introducing the augmented
Lagrangian:

*
LH(C* B Y*, pu¥) = ||p~vec<E*>||2,o+Y*Th*+“7||h*||%,
(11)

where h* = X* —UC* — E*, Y* is Lagrange multiplier, and
w* is penalty parameter.

To efficiently update U, we adopt the concept of incremen-
tal subspace adaptation on Grassmannian (He et al. 2012).
In our case the Grassmannian is a Riemannian manifold of
all subspaces of RV with fixed dimension M. According to
Edelman et al. (1998), the gradient step along the geodesic
of Grassmannian is:

dcrr
* __ _ T\=*=
vt = (1-uu”) R (12)
where the derivative of £* with respect to U:
=Y*C*" —urhtcr. 13
70 g 13)

From Egs. 12 and 13, we have V.L* = QC*T where 2 =
(I —UUT)(Y* — u*h*). Note that 2 € RN and C* € RM,
VL* has to be rank-1. By computing the SVD of V.L*, we
can get the only non-zero singular value o = ||£2||||C*||. Let
ﬁ and ﬁ denote the left and right singular vectors of o,

respectively, we can add orthonormal sets {ay, ..., ay} and
{by, ..., by} to $2 into the SVD:
2 o0 Cc*
L*:[—ag...aN][ M—bz...bM], (14)
1821l 00]LjCH|

Now U can be effectively updated with the gradient step
along the geodesic of the Grassmannian:

c*T
Ic|’

AU = |:(c0s(1/f) -1 ver sin(1ﬂ)£i| (15)

T el

where ¥ = n||2]|C*|| and 5 is the gradient step. The
proposed incremental subspace adaption takes only O(M?)
operations, which is highly efficient and well suited for large-
scale and real-time task.

3 x 3 Conv
Batch Norm
Rectifier

2 x 2 Stride
w/o Pooling

Fig. 4 The architecture of the fitting evaluation network. It takes the
concatenation as input and outputs a binary label to indicate correct or
erroneous alignment

3.6 Fitting Evaluation

Blind subspace adaptation without correction would
inevitably result in model drifting (Sung and Kim 2009).
To address this issue, we propose to leverage deep neural
networks for robust fitting evaluation. The fitting network
can pick out well-aligned faces to incrementally update the
offline trained U for personalized adaptation.

Our goal is to learn a deep neural network that takes the
aligned face as input and outputs a binary label to indicate
well or miss alignment. To connect the facial appearance and
the fitted shape, a possible solution is to directly concate-
nate the vector of landmark coordinates to an intermediate
fully connected layer. However, we experienced limited per-
formance using this design. The reason is the pixel-wise
spatial information diminishes significantly after a series of
max-pooling operations (Long et al. 2015). The network can
hardly learn the correlation between the facial appearance
and the landmark location.

Instead, we propose to represent the fitted shape as a land-
mark map and concatenate it to the facial image as shown
in Fig. 4. Each pixel in the landmark map labels the pres-
ence of a corresponding landmark. Our network is designed
based on a variant of the VGG-16 networks (Simonyan and
Zisserman 2014). There are two changes: (1) we remove all
the max pooling and use a 2-pixel stride to half the reso-
lution of feature maps after each convolution stage; (2) we
reduce the number of fully connected neurons to avoid over-
fitting for efficient training (Wang et al. 2015). We initialize
the training process from weights trained on large datasets
for object classification (Krizhevsky et al. 2012). To fine-
tune the network for our task, we construct a training set
U = {d,S); y}, where y € {1, —1}. I is training images
with landmark annotation. The landmark map S is generated
using the ground-truth shape when y = 1, or the perturbed
shape when y = —1. We use the cross-entropy loss for the
binary classification task.

The proposed deep fitting evaluation outperforms our for-
mer approach Peng et al. (2015) that uses an offline learned
threshold for error detection. It is also very efficient, which
takes less than 10ms to process one image using a single

@ Springer
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Algorithm 1 Alternating Optimization of Eq. 16
Input: X, U, C,, p, 1, v
Output: C,, E,, C,E
1: Initialize: C =0, C,, = [C|C,],E =0,
2: Ey =p-vec(E),Y1—3=0,u;-3=0.
3: while not converged do
4: C, < argmin £(C,,E,,C,E, Y|_3, u1-3)
Cy
= ¢ =7 [[C1C,]+ LY ],
H2
6: E, < argmin £(C,,E,,C,E, Y|_3, it1-3)
E,
=>Ei=L, [p -vec(E) + iY:,},
3 :
8 C <« argmin £(C,,E,,C,E, Y|_3, t1-3)
C

9]

~

9% =0 =AM+ LY - Vo),
10: where Ay = (1 + ﬁ—f)-ll,

11: M=U"X~-E)+ 2[Cylix .

12: E « arg};‘nin L(C,,Ey,C,E, Y -3, t1-3)

13: SE = A, [W + L (UTY) — vee ! (Yy)) }
14: where Ay = (1 + ﬁ—?)‘ll,

15: W:X—UC+%[vec*‘(p*1Ev)],

16: Y <Y +uX—UC—-E),

17: Y2 < Y2 + u2([CICy] = Cy),

18: Y3 < Y3+ u3(vec(E) — E,),

19: M1 <= Y1, U2 <= Y2, U3 <= VU3,
20: end while

K40 GPU accelerator. More experimental validation will be
discussed soon in Sect. 5.2.

4 ALM Optimization

Directly minimizing rank(-) and £2 o-norm in Egs. 7 and 10
is NP-hard (Peng et al. 2010). Instead, we reformulate the
optimization with relaxed £,-norm and £» |-norm as:

argmin |Gy lls + AllEyll21
C,.E,,C.E
subjectto X = UC +E, (16)

Cn = [C|Co] , Ey = P UeC(E)~

The intermediate variables C,, and E, allows us to effi-
ciently solve the Eqgs. 7 and 10 with Augmented Lagrange
Multiplier (ALM) method (Lin et al. 2010).

ALM method solves each variatble in an alternating man-
ner where the convergence is guaranteed. That is, each
iteration of ALM updates one variable at a time with the
other variables fixed to their most recent values. Minimizing
the augmented Lagrangian function £(x) can be divided into
multiple subproblems which are solved in alternative steps:

Step 1. Update C,: given Singular Value Thresholding

(SVT) operator (Pengetal.2010) 77 (X) = US; (Z)vT

@ Springer

andX = UX V7, where S; (X;;) = sign(x)max (| X/
— 1, 0), the subproblem is solved with closed form
solution:

o1 1 1
argmin — ||Cp||s + = |Cy — [C|Co] — — Y25, (17)
C, M2 2 7%

1
= C; =T 1 [ICIC,] + —Y,] (18)
i w2

Step 2. Update E,: given £;(x) = max(0, 1 — =5-)x, the

Ix112
subproblem is solved with closed form solution:

A 1 1
argmin —||Ey|2,1 + < |Ey — p - vec(E) — —Y3|7,
E, M3 2 M3
(19)
1
=>E'=L, [p -vec(E) + —Y3] (20)
"3 3

Step 3. Update C: the subproblem is solved with:

argmin 7 [Y{(x —vuc - E)] n %ux _UC—E|%
C

Tir [er([C|C0] — Cn)] 1)

“2
+ S HCIC,] — Cull%

—1
= CF = (1 n &> I[UT(X _E)
+ 22[Culik + —UTY) = [Yalix)|
M1 Mn1
Step 4. UpdateE: the subproblem is solved with:
argmin tr [YlT X-UC- E)]
E
+Eyx —uc-E
2 (23)

ir [Y3T (p - vec(E) — Ev)]
m
+ 73||p -vec(E) — Eyl|%,
~1
= E*= <1 + ﬁ)
n
I[X —vo)+ B [vec”(p*‘ : Ev)] (24)
11

+ % (UTY1 - vec—l(Y3)) ]
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Step 5. UpdateY;—3 and p1_3: the multipliers are updated
withy > 1:

Y <Y +u1X—-UC—-E),
Y2 < Y2 + u2([CIC,] = Cp),
Y3 < Y3+ uz(vec(E) — Ey),
K1 <= V1, U2 <= Y2, U3 <= YU3.

(25)

Complexity Analysis We summarize the alternating optimiza-
tion in Algorithm 1. Step 1-4 consist of simple linear algebra
with an average of O(N K) operations. The computational
bottleneck is the singular value decomposition (SVD) to
update C; in Step 5, which needs O(M?K ) operations. Fol-
lowing the approximation given in Zhang et al. (2015), the
total complexity is O ((MzK + NK)E’O'S), where O (e %)
is the iteration number.

In our case, N is the length of the concatenated part-based
representation vector A € RL@+2) in Eq. 3. M is the num-
ber of eignvectors of the representation subspace U. K is the
number of particles for the ensemble initialization. Given the
factthat M < N, the alternating iterations of ALM converge
very fast with quadratic rate (Beck and Teboulle 2009). To
further reduce the computational cost, we perform PCA on
both of the feature space and representation space to cut down
N and M. Note that we only compress the feature space but
keep the (x, y) coordinates unchanged to avoid impairing the
spatial information. The computation complexity can be fur-
ther cut down by employing more efficient SVD Algorithm
such as Wu and Stathopoulos (2015), Wu et al. (2016), given
the fact that [C|C,] is low rank.

S Experiments

We carried out extensive experiments to fully investigate
the proposed approach. In this section, we first introduce
the datasets and implementation details. Then we conduct
component-wise validations using different experimental
settings. Finally, we compare our approach with a bunch of
state of the arts to demonstrate its superior performance in
challenging conditions.

5.1 Datasets and Implementation Details

We briefly introduce the image and video datasets used in
experiments and the implementation details.

Datasets The image datasets were mainly used to train the
representation subspace U and the fitting evaluation network,
while the video datasets were used to evaluate the perfor-
mance and perform comparisons. Three image datasets were
used for offline training. All images have 68-landmark anno-
tations defined in Sagonas et al. (2013):

— Multi-PIE (Gross et al. 2010) contains images of 337
subjects under 15 view points and 7 expressions. We col-
lected 1,300 images from this dataset.

— LFPW (Belhumeur et al. 2013) was recorded in wild
conditions with extensive variations in both subject and
imaging conditions. Totally 1,035 out of 1,400 images
were collected.

— Helen (Leetal.2012) was also collected in unconstrained
conditions. We used all the 2,330 training and testing
images. The landmark annotations are provided by Sag-
onas et al. (2013, 2016).

Besides the image datasets, we also employed four video
datasets for online testing. All videos have the same 68-
landmark annotations:

— Talking Face (FGNet 2004) contains 5 consecutive clips
of totally 5000 frames recorded in controlled environ-
ment. We converted the annotations to the 68-landmark
scheme for evaluation consistency.

— Face Movie (Peng et al. 2015) consists of movie clips
that present unconstrained challenges in different aspects,
such as violent head movement, drastic expression varia-
tions and dynamic lighting changes. We collected 6 clips
and manually labeled 2150 frames for evaluation.

— YtbVW (Kim et al. 2008) was collected from internet
under low resolution settings and presents challenges
in multiple aspects. We collected 6 clips! and manually
labeled 50% frames for quantitative evaluation.

— 300-VW (Shen et al. 2015) contains 114 video clips
recorded in three different wild conditions: Scenario 1,
Scenario 2 and Scenario 3, corresponding to well-lit, mild
unconstrained and completely unconstrained conditions,
respectively. 20 videos were used in our experiments.

Although we could obtain much more training samples
from videos, the variations present in video datasets are
limited compared with image datasets due to the frame-
wise redundancy. Therefore, we used image instead of video
datasets to train the offline model.

Implementation Details To train the representation sub-
space U, we first performed procrustes analysis (Saragih et al.
2011) based on a mean shape to remove any rigid 2D transfor-
mation among all images in the training set. The interocular
distance is set to 50 pixels. Then, we extracted SIFT feature
(Lowe 2004) around each landmark for part-based represen-
tation as it is robust to illumination and scale variations.
Finally, U was trained by performing PCA and preserving
80% variations on the normalized training set. We used nor-

LNe)) 0292_02_002_angelina_jolie (2) 0502_01_005_bruce_willis
(3) 1198_01_012_julia_roberts (4) 1621_02_017_ronald_reagan (5)
1786_02_006_sylvester_stallone (6) 1847_01_005_victoria_beckham.
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Table1 Average fitting error and time cost w.r.t. the number of sampled
particles (initial shapes) at each frame

K 10 20 30 50 100
RMSE 5.45 5.19 4.92 4.84 4.81
Time (ms) 37 45 53 77 121

malized root mean square error (RMSE; Sagonas et al. 2013;
Yang et al. 2015).

The latent state s € R* is defined to control scale, rota-
tion and 2D translation of the initial shape in the ensemble
initialization. We set K = 30 as the particles sampled in
each frame. The quantitative analysis of choosing K will
be discussed soon in next section. To address the particles
degeneration issue (Mei and Ling 2009), we employ resam-
pling technique (Doucet et al. 2001) to initialize particles in
every 50 frames.

We used Caffe (Jiaet al. 2014) to train the fitting evaluation
network. The network inputs were normalized to [0, 1] and
mini batch size was set to 384. We optimized the network
parameters by using stochastic gradient descent (SGD) with
0.9 momentum. The learning rate started at 0.001 and we
performed the training for 10 epochs.

5.2 Algorithm Validation and Discussion

We conducted following experiments to validate the pro-
posed approach in different aspects: particle number, error
contribution, anchored representation and fitting evaluation.

Validation of Particle Number The number of sampled
particles in Eq. 1 is an important parameter for ensemble
initialization. To investigate the affect of different number of
initial shapes, we changed K from 10 to 100 and repeated the
testing on YtbVW datasets (Kim et al. 2008). We used SDM
(Xiong and De la Torre 2013) to perform generic alignment
in parallel.

The fitting errors and average time costs of the constrained
decomposition and fitting recovery were recorded in Table 1.
As K increases, the fitting error decreases while the average
time cost grows approximate linearly. However, the improve-
ment of the fitting accuracy is limited after K > 50 but
the computational cost of each frame increases significantly.
Therefore, we empirically set K = 30 in all experiments
to achieve a good trade-off between the fitting accuracy and
efficiency.

Validation of Error Contribution In Eq. 6, parameter
p balances the error contributions between the shape and
appearance in group-sparse error constraint: when p — 0,
the constrained decomposition completely counts on appear-
ance errors; when p — 00, the constrained decomposition
completely counts on shape errors. In our experiments, we
tested p in the range of [10, 10*] on both controlled and
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Fig. 5 Average fitting error w.r.t. different error contribution

Table 2 Average fitting error w.r.t. the number of anchored represen-
tation in the low-rank constraint

K, 0

K/10 K/5 K/2

RMSE 5.21 4.92 5.04 5.37

unconstrained databases. We recorded average fitting errors
in Fig. 5. We can see that the fitting errors changes little when
p varies from 10! to 103, in other words, the fitting perfor-
mance is insensitive to p in this range. Therefore, we simply
set p = 10% in all experiments.

Validation of Anchored Representation As we mentioned
in Sect. 3.3, we used C,, as a prior to the low-rank constraint
to avoid unreasonable shape deformation . More specifically,
the prior information is the encoding of well-aligned candi-
dates output by former frames. Similar to the anchored shapes
used in Cheng et al. (2012) for robust alignment, we employ
C, as the anchored representation to incorporate additional
temporal consistency to the low-rank constraint. To inves-
tigate the relation between the low-rank decomposition and
the number of anchored representation, we changed K, and
reported the average fitting errors on YtbVW datasets (Kim
et al. 2008) in Table 2. It is interesting to find that the fitting
accuracy degrades obviously when K, > K /5. The anchored
representation contributes too much constraint on the low-
rank decomposition, which drags the recovered shape away
from the ground truth to the well-aligned candidates.

Validation of Deep Fitting Evaluation The online fitting
evaluation is crucial to the success of personalized model-
ing. Adaptation using erroneous fittings will drift the offline
learned subspace and eventually lead to failure. We fine-
tuned the proposed fitting evaluation network using image
datasets. We sampled 5 perturbations for each image, where
the ground-truth shape and perturbed shape were labeled as
positive and negative respectively. The perturbations were
generated by scaling, rotating, and shifting the ground truth.
Note that we used more negative samples than positive to
guarantee the network is discriminative enough to misaligned
shapes.
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Table 3 Comparison of misalignment detection accuracy

Face YtbVW 300-VW
movie
Threshold (%) 89.7 75.5 76.9
Deep (%) 94.4 88.1 85.3

To better investigate the fitting evaluation network, we
compared it with the fitting evaluation method used in Peng
et al. (2015), which detects misalignment using a threshold.
The threshold was learned offline by exploring the structure
of the decomposed group-sparse errors. The average mis-
alignment detection accuracy are compared in Table 3. The
proposed deep fitting evaluation outperforms the threshold
method significantly in different video datasets. It achieves
around 90% accuracy in general, which can robustly detect
erroneous fittings in challenging conditions to alleviate the
drifting issue.

5.3 Comparison with Previous Work

To further evaluate performance, we compared our approach
with a bunch of generic methods. The methods include:

— DRMF (Asthanaet al. 2013), discriminative response map
fitting.

— ESR (Cao et al. 2014), explicit shape regression.

— SDM (Xiong and De la Torre 2013), supervised descent
method.

— IFA (Asthana et al. 2014), incremental face alignment.

— RLB (Ren et al. 2014), regressing local binary features.

— CFAN (Zhang et al. 2014a), coarse-to-fine auto-encoder
network.

— CFSS (Zhu et al. 2015), coarse-to-fine shape searching.

— POCR (Tzimiropoulos 2015), project-out cascaded regres-
sion.

We also compared the proposed method with two joint
alignment methods, which includes:

— A-RASL (Cheng et al. 2012), anchored robust ensemble
alignment.

— RAPS (Sagonas et al. 2014), robust person-specific
deformable models.

All these methods were recently proposed and reported
state-of-the-art performance in the corresponding categories.
For fair comparisons, we evaluated these method in a tracking
protocol: fitting result of current frame was used as the initial
shape (DRMF, SDM and IFA) or the bounding box (ESR,
CFSS and POCR) in the next frame.

Comparison with Generic Methods We compared our
approach with generic methods on Face Movie dataset to
evaluate the proposed ensemble alignment and personalized
adaption methods. ESR (Cao et al. 2014) and SDM (Xiong
and De la Torre 2013) were employed as the baselines for
the generic alignment.

We report the average Norm RMSE of different approaches
in Fig. 6. The results show that both PIEFA-w/o adap. and
PIEFA-adap. outperform ESR and SDM with a substan-
tial margin on all clips. The superior performance of our
approach is most obvious especially for landmarks around
mouth and face contour when extensive pose variations and
expression changes exist, such as clip 4. In these cases, the
single initial shape used in ESR and SDM is usually far away
from the ground-truth, which inevitably results in local opti-
mum and unsatisfactory. Our approach, on the other hand,
takes advantage of both motion cues and person-specific
information for multiple initialization, and can significantly
improve the fitting accuracy in challenging conditions. More
specifically, ithas average 16.4 and 15.1% accuracy improve-
ment compared to SDM and ESR, respectively. This result
highlights the validity of the propose ensemble initialization
and constraint decomposition to address the poor initializa-
tion issue.

The results also show that the proposed person-specific
modeling can also significantly improve fitting accuracy,
which demonstrates the validity of the proposed incremental
subspace adaption. We also notice that person-specific mod-
eling has less fitting accuracy improvement in clip 6, which
contains a large number of blurring frames, than in other
clips. Since the personalized adaption is severely impeded
by a large E* recovered in this case.

Comparison with Joint Methods We compared our app-
roach with joint alignment methods on Talking Face (FGNet
2004). This dataset contains 5 consecutive clips of totally
5000 frames recorded in controlled environment. We con-
verted the original landmark annotations to the standard
68-point scheme (Sagonas et al. 2013) for evaluation con-
sistency. We implemented two joint alignment approaches:
(1) A-RASL (Cheng et al. 2012), and (2) RAPS (Sagonas
et al. 2014). For fairly comparison, we trained the clean face
subspace for RAPS on the training set, and used SDM to
provide initial fittings and anchor shapes for RAPS and A-
RASL, respectively.

For each of the 5 clips, we record the experimental results
as the number of frames are increasing from 16 to 1000.
The average Norm RMSE, CPU time and memory usage are
reported in Fig. 7. We have three observations. (1) For all the
three methods, the average fitting errors decrease as the frame
number increases, which makes sense since more personal-
ized information is involved in image congealing (Sagonas
et al. 2014). The ensemble initialization and person-specific
modeling make our approach have the best performance in
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Fig. 7 Comparions with joint alignment methods on talking face (FGNet 2004) w.rt. fitting accuracy, CPU time and memory usage

general w.r.t. both converge speed and finial accuracy. (2)
The CPU time costs of both A-RASL and RAPS grows
explosively when the number of frames increases, since they
perform joint alignment simultaneously for all frames in the
batch. Our approach, on the other hand, has relatively con-
stant time cost since the ensemble alignment is performed in
each, instead of all frames. (3) A-RASL and RAPS consume
more memory to process more frames, while our approach
has constant memory usage no matter how many frames in
the batch. These results prove that the proposed incremental
ensemble alignment outperforms traditional joint alignment
methods w.rt. fitting accuracy and efficiency. Instead of load-
ing all frames in a batch manner, our approach can process
each frame in a streaming manner with constant computa-
tional cost, which is favored by real-time and large-scale
applications.

Comparison with the State of the Arts We compared the
proposed method with the state of the arts on YtbVW (Kim
et al. 2008) and 300-VW (Shen et al. 2015). The cumula-
tive error distribution (CED) curves of different methods of
different methods were compared in Fig. 8. Our approach
has the most steep cumulative error distribution curve and
outperforms other methods with a substantial margin. It
indicates that our method has the smallest fitting errors in
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general, and the improvement is more significant on chal-
lenging frames. Some fitting results of different methods
are shown in Fig. 9. We can see that our approach substan-
tially improves the fittings for landmarks around mouth and
face contour when extensive pose variations and expression
changes exist. In these cases, the single initial shape used
in generic alignment method, e.g. ESR (Cao et al. 2014)
and SDM (Xiong and De la Torre 2013), is usually far away
from the ground-truth, which inevitably results in local opti-
mum and unsatisfaction. Our approach, on the other hand,
takes advantage of both motion cues and person-specific
information to perform ensemble initialization and robust
decomposition, which effectively overcomes the imperfect
initialization issue.

The recently proposed methods such as CFSS (Zhu et al.
2015) and POCR (Tzimiropoulos 2015) have better perfor-
mance in general than ESR and SDM. Although similar
coarse-to-fine frameworks are used in these methods for
fitting optimization, CFSS and POCR can mitigate the
initialization-sensitive issue by either searching the best ini-
tial shape or learning descent directions orthogonal to the
appearance variation. Besides, we also observed that CNNs
based methods such as CFAN (Zhang et al. 2014a) are more
robust to variations than cascade regression.
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Fig. 8 Comparisons of cumulative error distribution curves with state of the arts on on YtbVW (Kim et al. 2008) and 300-VW (Shen et al. 2015)

Fig. 9 Examples of fitting results on face movie (Peng et al. 2015) and
YtbVW (Kim et al. 2008): first and thrid rows, PIEFA; second row,
ESR (column 1-5) and SDM (column 6-10); last row, RAPS (column

To sum up, the experiments prove that our approach
can effectively overcome the pool initialization of exist-
ing generic alignment methods. The proposed incremental
framework can process large-scale and real-time data with
constant computational cost, which is a great merit com-
pared with former joint alignment methods. Moreover, the
proposed incremental adaptation can achieve personalized
modeling in wild conditions for robust alignment, while the
drifting issue can be effectively alleviated by the proposed
deep fitting evaluation network.

6 Conclusion

In this paper, we propose a novel approach for sequential face
alignment. It can effectively address limitations of generic
and joint alignment methods. Extensive experiments on chal-
lenging datasets validated our approach in different aspects

1-2), A-RASL (3—4), RLMS (5-6), RLB (7-8) and IFA (9-10). There
is consistant fitting improvement for lardmarks around eyes, mouth and
face contour

and demonstrated its superior performance compared with
state-of-the-arts. We plan to incorporate deep learning based
features in the future work to further improve the fitting accu-
racy and efficiency.
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