


IV. SIMULATION FRAMEWORK 
Herein, we use the Probabilistic Inference Network-

Simulator (PIN-Sim) proposed in [2] to investigate the effect of 
noise on the accuracy of two different DBN topologies for the 
MNIST pattern recognition application [6]. PIN-Sim is a 
hierarchical simulation framework that consists of five main 
modules: (1) trainDBN: a MATLAB-based module used for 
training the deep belief network architecture [7], (2) 
mapWeight: a module developed in MATLAB that converts the 
trained weights and biases to their corresponding resistance 
values, (3) mapDBN: a python-based module which provides a 
circuit-level implementation of the restricted Boltzmann 
machine using the obtained weight and bias resistances, (4) 
neuron: a SPICE model of the MRAM-based stochastic neuron 
[4], (5) testDBN: the main module developed in Python that 
executes test evaluations to assess the error rate and power 
consumption using the other modules in PIN-Sim. The PIN-Sim 
framework was utilized to conduct 1,000-trial Monte Carlo 
circuit-level simulations using a p-bit SPICE model for 14nm 
CMOS technology operating at a nominal voltage of 0.8V. 

V. NOISE ANALYSIS 
Herein, we have modified Module-4 in the PIN-Sim 

framework, i.e. the neurons, by adding random variations to the 
input voltage of the p-bits, which can be induced by different 
sources of noise [8]. In particular, we have added random noises 
ranging between ±1 mV, ±5 mV, ±10 mV, and ±20 mV to the 

input of the p-bit based neurons in two 784×10 DBN and 
784×200×10 DBN topologies, as shown in Figures 2(a) and 
2(b), respectively. The results exhibit that the hybrid 
spintronic/CMOS based implementation of the DBNs using 
memristive weights and p-bit based neurons is relatively robust 
against noise-induced variations in input voltage of the neurons. 
Moreover, it is shown that the maximum fluctuations in the error 
rate for a 784×10 network is 3%, while a 784×200×10 DBN 
exhibits a maximum of 1.4% increase in error rate. Thus, larger 
networks are seen to exhibit increased tolerance against noise. 
This result matches expectations as network size grows and also 
provides an enlightening quantification of noise impact in 
memristive DBNs as being tolerable as they are scaled-up. 

VI. CONCLUSION 
Modification of the PIN-Sim framework proposed in [2] to 

investigate the effect of noise on the hardware implementation 
of DBNs using a resistive crossbar as weighted arrays and 
probabilistic spin logic devices as stochastic binary neurons. In 
particular, we have applied noise-induced variation ranging 
from ±1mV to ±20mV to the input voltage of the p-bit based 
neurons using the modified PIN-Sim tool. The results exhibited 
the robustness of hybrid spintronic/CMOS DBN circuits to 
noise-induced variations. Moreover, it was shown lower 
fluctuation in the recognition accuracy of the DBNs can be 
achieved by using a sufficiently-sized network having increased 
numbers of layers and/or artificial neurons.     
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Fig. 2. Error rate versus the neuron’s input voltage noise, (a) 784×10 DBN 
trained by 3,000 images, (b) 784×200×10 DBN trained by 3,000 images. 
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