A NOTE ON NONCONVEX MEAN FIELD GAMES

HUNG VINH TRAN

ABSTRACT. We introduce a nonconvex Mean Field Games system by studying a
model with a large number of identical pairs of players who are all rational, and
each pair plays an identical zero-sum differential game. We study existence and
uniqueness of solutions for a simple system in this context.

1. INTRODUCTION

1.1. Heuristic derivation. Mean Field Games were introduced independently by
Caines, Huang, Malhamé [16, 17] and Lasry, Lions [18, 19, 20] to study systems with
large numbers of identical agents in competition. In the competition, each agent is
rational and seek to optimize a value (payoff) functional by choosing appropriate
controls. The interactions between them are given by a mean field coupling term
that aggregates their individual contributions. We then let the number of agents
tend to infinity and take the average to obtain a mean field limit, in which we
observe the distribution of the agents as a probability measure. A typical Mean
Field Games system looks like

ut + H(z, Du) = eAu + F(xz,m) in T x (0,7,
(MFG) —my — div(D,H (z, Du)m) = eAm in T" x (0,7,
u(z,0) = ug(x), m(xz,T) = mp(z) on T™.

Here T" > 0, ¢ > 0 are given parameters, and T" = R"/Z" is the n-dimensional
torus. The first equation, a Hamilton-Jacobi-Bellman type equation, is forward in
time and associated with an optimal control problem, and the unknown u = u(x,t)
is the value (payoff) function of an average agent. The second equation, a Fokker-
Planck equation, is backward in time and the unknown m = m(x,t) describes the
density (distribution) of the agents. For each fixed t € [0, T, m(-,t) is a probability
measure. In this context, the Hamiltonian H = H(x,p) : T" x R® — R is assumed
to be convex in p because of the optimal control framework. The coupling term
F(z,m) : T" x P(T") — R encodes the interactions between each agent and the
mean field. Here P(T") is the set of all Radon probability measures on T".

In the lecture notes of Cardaliaguet [7], and Gomes, Pimentel, Voskanyan [13],
the time direction in (MFG) is reversed, which is more natural from the modeling
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and derivation viewpoint. To go from this setting to theirs, we simply set u(z,t) =
u(z, T —t), m(x,t) = m(z, T —t) for all (x,t) € T" x [0,T]. Then (u,m) satisfies

—; + H(z, Du) = eAu+ F(xz,m) in T" x (0,7,
my — div(D,H(z, Du)m) = eAm in T" x (0,7), (1.1)
u(x,T) = up(x), m(x,0) = mp(x) on T".

A quick and heuristic way in [7, 13] to derive (1.1) is as following. An average
agent controls a stochastic differential equation

dXt = O dt + \/2_€dBt

where B; is a standard Brownian motion. He/she aims at minimizing the value
functional

B | [ (L0 0 + OIS ds + (X

Here the Lagrangian L = L(x,q) : T" x R™ — R is the Legendre transform of H.
It is important noting that F' plays a role in this minimizing problem.

The value functional of an average agent is then given by the first equation in
(1.1). Heuristically, his/her optimal control is given in a feedback form by o*(z,t) =
—D,H(z,Du). As all agents are rational, they all move with a velocity which is due
to both the diffusion and the drift term —D,H (z, D@), which leads to the second
equation in (1.1).

We also refer the readers to the surveys of Guéant, Lasry, Lions [11] and Gomes,
Saude [14] for further discussions on (MFG) and applications.

1.2. Nonconvex Mean Field Games. We give a heuristic derivation here in case
e = 0. For now, let us just assume that F'(z,m): T" x P(T") — R is nice enough.

We consider a large number of identical pairs of players who are all rational, and
each pair plays an identical zero-sum differential game. In each pair, player I aims
at maximizing while player II aims at minimizing a certain payoff functional by
controlling the dynamics of a particle in T", which represents the location of the
pair in the game.

Fix T'> 0. Let A, B be two compact metric spaces. For ¢t € [0,7T), let

Ay :={a:[t,T] - A : ais measurable},
B;:={b:[t,T] — B : bis measurable},
be the set of possible controls in time [¢, 7] of players I and II, respectively. We

henceforth identify any two controls which agree a.e.
Assume that the dynamics is given by an ordinary differential equation

Yo(s) = f(yx(s),a(s),b(s)) forse (t,T),
yo(t) =z €T,

(ODE) {
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for given controls a(-) € A; of player I, and b(-) € B; of player II. Here, f : T" x
A x B — T" is a given vector field satisfying: there exists C' > 0 such that

feC(T" x Ax B),
|f(y1,a,b) — f(y2,a,0)| < Cly; —yo| forall y;,y2 € T",a € A,b € B.

Under the conditions on f, (ODE) has a unique solution. Associated with (ODE)
is the payoff functional

T
Coplal-), b(-)) = / (h(ya(s), als),b(s)) + F(ya(s), m(s))) ds + ue(x(T)),
t
where h : T" x A x B — R is a given function satisfying: there exists C' > 0 so that

heC(T" x Ax B),
|h(y1,a,b) — h(ya, a,b)| < Clyy —yo| for all yy,y, € T", a € A, b € B.

The interpretation is that A is the running payoff and uq is the terminal payoft. For
this generic pair of players, at time s, their only knowledge of the whole world is
the distribution of other agents represented by the density m(s). At location y,(s)
and with the knowledge of the density m(s), player I gains a further payoff value
F(y.(s), m(s)). Of course, the goal of player I is to maximize the payoff functional
Cr+(a(:),b(+)). On the other hand, player II wants to minimize it (or to maximize
—Cyi(a(-),b(+))). One way to interpret this situation is that generic player I prefers
to be close to other pairs to gain more value, while generic player II prefer to avoid
the crowds.
The set of strategies for player I beginning at time ¢ is

Y :={a: B, — A; non-anticipating} ,
where non-anticipating means that, for all by(-), bs(-) € By and s € [t,T],
bi(-) = ba(:) on [t, s) = a[bi]() = [b](-) on [t 5).
Similarly, the set of strategies for player II beginning at time ¢ is
Iy :={p: A, — B, non-anticipating} .
We call

V(z,t) = Biglfta(s.)uea Craa(-), Blal(-)),

U(x,t):=sup inf C,.(«a[b](-),0(-)),

acs, b()EB:
the lower value and the upper values of the game, respectively.
Let
H (2,1, p) = minmax {— f(z,a,b) - p — h(z,a,b) — Pz, m())}

acA beB
+ . : _ R _ =
H (21, p) o= macmin {— f (2, 0.5) - p — h(za.5) — F(. (1))}
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be the lower and upper Hamiltonians of the game, respectively. It was shown by
Evans, Souganidis [10] that, V' is the viscosity solution to the lower Hamilton-Jacobi-
[saacs equation

—Vi+H (z,t,DV) =0 in T" x (0,7,
V(z,T) = up(x) on T"
and U is the viscosity solution to the upper Hamilton-Jacobi-Isaacs equation
~Uy+ H(x,t,DU) =0 in T x (0,7),
U(z,T) = up(x) on T".

Since H~ > H", we get V < U by using the comparison principle. Assume further
that the zero-sum differential game has a value, that is, H~ = H*. This means we
assume that

H(z,p) = {‘rélgrglean{—f(x,a, b) - p— h(z,a,b)} = r&aé({ilg{—f(x,a, b)-p— h(y(c,a,)b)} :
1.2

Once (1.2) holds, then we have
H™(x,t,p) = H"(z,t,p) = H(z,p) — F(x,m(t)).

Thus, U = V solves the first equation in (1.1). Heuristically, for (z,t) € T™ x
(0,7), the optimal strategies of the pair is given by (a*,b*) such that, for Y,(s) =
yz(s,a*(s),b*(s)), we have Y, (s) = —D,H (Y, (s), DU(Y,(s))) (see Cardaliaguet [6]).
As all players are rational, all pairs move with a velocity due to the drift term
—D,H (z, DU), which gives us the second equation in (1.1). We thus obtain (1.1),
hence (MFG), with H not convex in p.

1.3. A simple system - A case study. Our main focus in this paper is the
following system, which is a simplified version of the full system (MFG),

up + H(Du) = Au+ p* (p*m) in T" x (0,7,
—my — div(DH(Du)m) = Am in T" x (0,7), (1.3)
u(z,0) = ug(x), m(xz,T) = mr(z) on T".

Here, the coupling term F'(x,m) = p % (p * m) is simple and is of nonlocal type.
We assume the following conditions

(A1) The Hamiltonian H : R" — R is smooth and there exists ¢q > 0 such that
|DH (p)| + |D*H(p)| < co for all p € R".

(A2) The convolution kernel p € C°(T", [0, 00)) satisfying that p is symmetric,
that is, p(z) = p(—x) for all x € T", and [, pdx = 1.
(A3) ug € C*(T") and my € C(T", [0, 00)) with [, mpde = 1.
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Organization of the paper. Our main goal here is to study existence and unique-
ness of solutions to (1.3). In Section 2, we prove that there exist solutions to (1.3).
In Section 3, we show that, under some additional conditions, we have uniqueness
results for (1.3).

Notations. We use the following notations
CHT" x [0,T]) = {u:T" x [0,T] = R : u, Du, D*u,u; € C(T" x [0,T])},
C([0,T), L*(T")) = {v : [0,T] — L*(T") : v is continuous} .
Denote by P(T") the space of all Radon probability measures on T".
Acknowledgement. I would like to thank Martino Bardi and Angelo Ladogana

for pointing out a gap in a much earlier version of this paper. I thank the referee
for his/her careful check and extremely useful suggestions.

2. EXISTENCE OF SOLUTIONS
Set
X ={meC(0,T],L*(T") : m(-,T) = my and m(-,t) € P(T") for t € [0,T]} .
The main result in this section is

Theorem 2.1. Assume that (A1)—(A3) hold. Then (1.3) has a pair of solution
(u,m) € C3(T™ x [0,T]) x X.

Proof. For each m € X, there exists a unique solution, U € C?(T" x [0,T]), of

{Ut+H(DU) = AU + p* (p*m) in T" x (0,7), 1)

U(x,0) = up(x) on T™.
See [13] for example. Thanks to Proposition 2.2 below, we have that
DU || o rm xjo,1)) + 1D?U | L (2m 0,17y < C,

where C' depends only on ¢o, T, ||ug||c2(rny, || p||c2(rn) and not on m. This also implies
that ||Ug|| Lo (1 xjo,7) < C. Let m be the solution to the Fokker-Planck equation

(2.2)

{—mt — div(DH(DU)m) = A in T* x (0,T),
m(z, T) = my(x) on T".

In light of the maximum principle, m € X.
Define the map & : X — X as &(m) = m.

Claim 1. The map & is continuous.

Let my — m in X. Then p* (p* my) — p* (p * m) uniformly on T™ x [0,7].
By stability of viscosity solutions and (2.3), we get that Uy, — U uniformly on
T™ x [0,T], where U is the solution of (2.1). The a priori estimate (2.3) yields

further that DUg(-,t) — DU(-,t) uniformly on T" for each t € [0, 7.
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Let vy = ®(my) — ®(m). Then vy, satisfies

—(vg)¢ — div(DH (Uy)vy) — div((DH(DUy) — DH(DU))m) = Auvg in T" x (0,7,
(2, T) =0 on T".
Multiply this PDE by v, and integrate on T" to get

_ 2

dt Jp 2
- / (—=|Dvf?> = vy DH(DUy) - Dvy — m(DH(DUy) — DH(DU)) - Duy) da

< c/ ([oel? + DU — U)?) da.
T’l’l
We employ Gronwall’s inequality to yield further that, for ¢ € [0, 77,
[0k (s )72y < CID Uk = U1 Zaenx (o,

Let & — oo to conclude that ® is continuous.

Claim 2. The set K = ®(X) is compact.

Fix a sequence {my} C X. As Uy satisfies estimate (2.3) for all £ € N, we also
have that ||[(Uy)¢||Loe (1 xjo,77) < C for some constant C' > 0 independent of k. We
use the Arzela—Ascoli theorem to extract a subsequence {Uy,} of {Uy} such that

U, — U uniformly on T" x [0, T7,

for some U € Lip (T™ x [0,7]). The estimate (2.3) gives further that, for each
t€0,7],

DUy, (+,t) — DU(-,t)  uniformly on T".
Repeat the argument in Claim 1 to deduce that {®(my;)} is a Cauchy sequence in
X. Therefore, K is compact.

We use Claims 1,2 and Schauder’s fixed point theorem to conclude that, there
exists m € K such that ®(m) = m. O

Proposition 2.2. Assume that (A1)—(A3) hold. Let U be the solution to (2.1) with
m € X gwen. There exists C' > 0 depends only on co, T, ||uo||c2(rny, ||pllc2(n) such
that

IDU| o (wnxjo.zy + 1D*Ulloe raxporyy < C- (2.3)
Proof. Let f = px(p*xm). It is straightforward to see that

| Dfllzeo(rxpory < pllzeemn || Dpllpee(rny, and
ID?f | oo (onxciouary < Mol oo czmy [ Dol oo (2.
Fix (zo,t9) € T" x (0,7]. We use the nonlinear adjoint method to prove (2.3).
See Evans [9], Tran [23], Cagnetti, Gomes, Mitake, Tran [5], Gomes, Pimentel,

Voskanyan [13], Mitake, Tran [22] and the references therein for the development of

this method.
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Consider the adjoint equation to the linearized operator of (2.1):

—oy —div(DH(DU)o) = Ao in T x (0, tg), (2.4)
o(x,ty) = 0z, on T". .
It is clear that o > 0 in T" x (0,ty) and [, o(z,t)dx = 1 for all t € [0,].

Differentiate (2.1) with respect to x;, multiply by ¢ and integrate to yield that

to
Uy, (x0,10) :/ fxiadxdth/ ()0 dz.
O ']1‘77. n
Hence,
|Usi (w0, to)| < tollpllEr pny + I Dol < TllpllEr(eny + [ Duollze. (2.5)

Let ¢ = %. Differentiate (2.1) with respect to z;, multiply by U,, and sum
over ¢ to get
¢+ DH(DU) - D¢ — Df - DU = A¢ — | DU

Multiply the above by ¢ and integrate to imply

to to
/ |D?U|?0 dxdt = / / (Df - DU)o dxdt + o(z,0)0 dr — P(xg,t9) < C.
o Jrn o Jrn "
(2.6)
Next, we differentiate (2.1) with respect to z; then x;,

(Uzia;)t + DH(DU) - DUypo; + Hp, 5, Usyo Usje; = AUsio; + faia;-
Multiply this identity by o, integrate and use (A1), (A3), (2.6) to conclude that

to
\Usiz; (0, t0)| < /0 / (co| D*U* + | foiz;])o dadt + ] (U0) a2, |0 dr < C. (2.7)

|
0

Corollary 2.3. Assume that (A1)-(A3) hold. Let (u,m) € C3(T"x[0,T]) x X be a
solution to (1.3). Then there exists C' > 0 depends only on cy, T, [[uol|c2(ny, || pllc2 (1
such that

0<m<e’T maxmr. (2.8)

Remark 1. As can be seen in the proof of Proposition 2.2, estimate (2.3) can be
made a bit more explicit as following. There exists a constant C' > 0 depending
only on ||ugl|c2(ry and ||p[|c2(rn) such that

| DU|| e (roxpory < C(T+1) and || D*U||zoaxpory < CleeT? + T + 1).

The arguments in the proof of the existence result (Theorem 2.1) are quite stan-
dard and not new. A similar form of the proof already appeared in [13, Section
10.2]. In [13], Gomes, Pimentel and Voskanyan used the convexity of H to achieve
the uniform semiconcavity estimate of Uy, which was then used to get Claim 2 (the
compactness of K = W) The main difference here is that we do not require
convexity of H, and estimate (2.3) is obtained thanks to the appearance of the

diffusion term and the nonlinear adjoint method.
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3. UNIQUENESS OF SOLUTIONS
We obtain uniqueness of solutions to (1.3) in this section. As H is not necessarily
convex, it is much harder to perform this task. We add the following assumption
(A4) The constant ¢y, which appears in (A1), satisfies

1

< -
O TN

cT

where M = ¢ max mr, the constant appeared in (2.8).

Note first that M > 1 as my > 0 and an myp(z) de = 1. Hence,

cp < min {4(M1+ %)’ 2\1/5} : (3.1)

Assumption (A4) is like a smallness condition, which is quite restrictive but never-
theless quantitative. See Ambrose [1] for related results. In fact, smallness of some
data has been recently explored as another sufficient condition for uniqueness (see
Bardi and Cirant [2], Bardi and Fischer [3], Lions [21]).

We would like to refer to the papers of Bardi and Fischer [3], Briani and Cardaliaguet
[4], Cirant and Tonon [8], Gomes, Nurbekyan and Prazeres [12] for some examples
where non-uniqueness of solutions to some Mean Field Games models appears.

Here is one of the main results in this section.

Theorem 3.1. Assume that (A1)—(A4) hold. Then (1.3) has at most one pair of
solution (u,m) € CZ(T™ x [0,T]) x X.

Proof. Let (u',m') and (u?,m?) be two pairs of solutions in CZ(T" x [0,T]) x X to
(1.3), that is,

(u%—l—H(Dul):Aul—l—p*(p*ml) in T" x (0,7),
—mj — div(DH(Du')m') = Am! in T" x (0,7, (3.2)
\ul(as, 0) = up(z), m' (z,T) = mr(z) on T",
and
(u?—l—H(DuQ):AuZ—i—p*(p*mQ) in T" x (0,7),
—m? — div(DH (Du?)m?) = Am? in T" x (0,7), (3.3)
\uQ(x, 0) = uo(x), m*(z,T) = mr(z) on T".

Take the difference of first equations of (3.2) and (3.3) and use (Al) to get
(u' —u?),+DH(Du?)-D(u' —u?) —co| D(u* —u?)[* < A(ur —u?) +px (p* (m' —m?)).
Multiply this by m? and integrate on T" to yield
% (ut — u*)m*dx < / px(px(m' —m?))m*dx +co | |D(u' —u?)|Pm?da.
Tn n

T
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A similar computation gives

d
pr (u?* — u")ym' dx < / p*(px(m* —m"))ym'dz+co [ |Du' —u?®)|*m! dz.
T’n n ’]l‘n

Combine the two above inequalities and use (A2), (A3) to imply

d
a ) (u' —u®)(m* —m') dx

< - / p*(px(mt —m?))(m' —m?)dr +co [ |Du' —u?)*(m' +m?)dx
n T

=" /]1‘" Tn p($ B y)(p * (m1 B m2>>(y)<m1 - mQ)(l’) dyda: + 2coM T |D(U1 — U2)|2 dx

=— [ |pxm' =) dy+2c0M [ |D(u! —u?)] da.
Tn Tn

Thus,

d
— [ (u'—u?)(m*—m')dx < — |p* (m' — mZ)‘2 dz+2coM [ |D(u'—u?)|? da.
(3.4)

Next, we take the difference of first equations of (3.2) and (3.3), multiply by
2(u' — u?) and integrate to imply

=—2( |D(u'—u?|*dx — 2/ (H(Du') — H(Du?))(u* — u?) dz
’I["’L mn
—|—2/ p*(px(m' —m?)(u' —u?) dz
<o D@ - u)Pdz+ 200/ D@ — )| - [u! — 2| dx
" "

+2/n<p*<m1 — ) (p * (u! — ) da

< - ]D(ul—u2)\2dx+cg/ (ul—u2)2dx+4/ ‘p*(ml—mz)}2 dx
Tn Tn n
1
—1—1/ !p*(ul—uz)}Z dx,

where we use Cauchy-Schwarz’s inequality in the last line. Besides,

p* (u' — u2)}2 drx < / (u' — u?)? dz.

T’i’l n
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Hence,

d 1
— | (W' =v*)?doe < — | D' —u?)|*dx+ (— + cg> / (u' —u?)? dx

+4 [ |px(m' - m2)‘2 dz. (3.5)
TL‘TL
We continue by taking the difference of the second equations of (3.2) and (3.3),
multiply by 2(m! —m?) and integrate
d 1

i ). —(m' —m?)*dx

— o[ ID(m' = m2)dz — 2/ (m! — m2)D(m" — m?2) - DH(Du") dx
TTL

n

—2 [ m?’D(m' —m?) - (DH(Du') — DH(Du?)) dx

']1‘77.
<—-2 [ |D(m'—=m*|Pdr+2c [ |D(m' —m?)]|-|m' —m?| dx
T Tn
+2coM [ |D(m' —m?)| - |D(u' —u?)|dx
Tn
<—(2—-c(14+M)) |ID(m' —m?) | do + co/ ((m' —m?)?+ M|D(u" — u*)?) dx.
Tn n

Note that Cauchy-Schwarz’s inequality is used in the last line of the above com-
putation. Note further that [, (m' —m?)dx = 0. Hence, Poincaré’s inequality
gives

D(m' — m®)|?dz > mt —m?)? dx.
|

n

’]I"IL
Combine this with the previous computation, we arrive at

% —(m'—m?)*dx < —(2—00(2+M))/ (m'—m*? de+coM | |D(u'—u?)|* dx.
Tn

n ’]I‘n
(3.6)
Define
1 2)2

o) = [ (=t =ty + St )

Multiply (3.5) by %, combine the result with (3.4) and (3.6) to get that

1 1 2
O't)< —|(=—3cM |D(u' —u?)|*dx + | — + % / (u' —u?)* dw
4 - 16 4) )

—(2—00(2+M))/ (m! — m?)? da.

n

We use (A4) and (3.1) to get further that

S(t) < (1—16 + 8_10> /Tn(ul )z — Z/n(ml _m?)dz < %(p(t). (3.7)
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Thus, t +— e~%2¢(t) is non-increasing on [0, T]. Note that

¢(O):/n—(m1—m2)2d:c§0 and go(T):/nT

which imply that ¢ = 0 and in fact (u!, m') = (u?, m?). O

Remark 2. Condition (A4) is quite restrictive as it requires that both || DH || o (gn)
and || D*H || gy are small enough (smaller than ¢p). In particular, if M is suffi-
ciently large, then Theorem 3.1 gives the uniqueness result in a perturbative regime
only. To some extend, this is related to the result of Ambrose [1].

The monotonicity of ¢(t) is interesting in its own right. See [15, Section 6] for
some related discussions.

We provide next another uniqueness result, where the appearance of a constant
drift is allowed.

Theorem 3.2. Let b € R™ be a fized vector, and K : R™ — R be a smooth function
such that (A1)—(A4) hold with K in place of H. Define H : R" — R as

H(p)=b-p+ K(p) forallpeR".

Then (1.3) has at most one pair of solution (u,m) € C?(T" x [0,T]) x X.

It is clear that this uniqueness result is stronger that that in Theorem 3.1. We
choose to present the two results separately to emphasize an important point that
there are some good cancelations corresponding to the constant drift term.

Proof. The proof is basically the same as that of Theorem 3.1 except the fact that

we need to handle the drift term b-p in a careful manner. We cannot just use brute

force bounds here. Let us provide the computations related to these terms here.
The first term we need to take care of is

) /n(H(Dul) ~ H(Dw))(u! — u?) da

= — Q/R(K(Dul) — K(Du?))(u' — u?) dx — 2/ b D(u' —u?)(u' —u?)dx

n

<2 | |D@u'—vu?)|-|ut — v dx — / b D((u' —u?®)?) dw
T

n

=2c | |D(u' —u?)|- jut — u?|da.
T

11



The second term that we need to pay attention to is handled in the same way

—2 /n (m' —m*)D(m' —m?) - DH(Du') dx

—~2 [ (' = w*)D(m! ~ ) DE(Dut)dz =2 [ ('~ m)Dm' — i) b

n

=2 / (m' —m*)D(m' —m®) - DK(Du") dx

< 2c¢ g |ID(m* —m?)| - Im* — m?| dz.

U

Remark 3. By inspecting carefully the proofs of Theorems 3.1 and 3.2, we see
that uniqueness of (1.3) still holds if the coupling term in (1.3) is replaced by
F(z,m) = ap* (p*m) for a given a € [0,1]. For this new coupling term, (3.7)
becomes

a 1 7 1
T S 1 o2 g 0 122 g ot
O'(t) < (16+80>/Tn(u u®)*dx 4/n(m m*) dx_290(t),

and uniqueness follows as above.

Finally, it is worth noticing that the method of proving uniqueness here is quite
robust, and is applicable to the case of local coupling too.

Theorem 3.3. Let a € [0,1] be a fized number, b € R"™ be a fized vector, and
K :R" — R be a smooth function such that (A1), (A3), (A4) hold with K in place
of H. Define H :R" — R as

H(p)=0b-p+ K(p) forallpeR".

Then, the following Mean Field Games system

u; + H(Du) = Au+ am in T" x (0,7),
—my — div(DH (Du)m) = Am in T" x (0,7), (3.8)
u(z,0) = ug(x),m(x,T) = myp(z) on T™.

has at most one pair of solution (u,m) € CZ(T™ x [0,T]) x X.

Proof. Set
ﬂw:/;cf—ﬂﬁmﬂ—mw+ﬁiifﬁ

By repeating carefully the proofs of Theorems 3.1 and 3.2, we imply

, o 1 7 1
d0 < (1) [ == [ - mdae < et

and hence, uniqueness is achieved. 0
12
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