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Abstract—Understanding, characterizing and tuning scientific
applications’ I/O behavior is an increasingly complicated process
in HPC systems. Existing tools use either offline profiling or
online analysis to get insights into the applications’ I/O patterns.
However, there is lack of a clear formula to characterize applica-
tions’ I/O. Moreover, these tools are application specific and do
not account for multi-tenant systems. This paper presents Vidya,
an I/O profiling framework which can predict application’s I/O
intensity using a new formula called Code-Block I/O Character-
ization (CIOC). Using CIOC, developers and system architects
can tune an application’s I/O behavior and better match the
underlying storage system to maximize performance. Evaluation
results show that Vidya can predict an application’s I/O intensity
with a variance of 0.05%. Vidya can profile applications with a
high accuracy of 98% while reducing profiling time by 9x. We
further show how Vidya can optimize an application’s I/O time
by 3.7x.
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I. INTRODUCTION

Modern applications are becoming incredibly sophisticated
and require extensive tuning for efficient use of computing
resources [1]. Understanding the behavior of applications’
code is necessary to optimize its performance effectively.
Additionally, to assess the impact of tuning efforts, developers
need to monitor applications’ behavior before and after they
make the changes. Performance analysis tools such as OPro-
filer [2], Jumpshot [3], TAU [4], and STAT [5] are utilized
to extract, model and tune the behavior of applications. These
profiling tools fall into two major categories [6]: a) monitor-
ing tools: expose performance measurements across hardware
(e.g., CPU counters, memory usage, etc.,) and visually map
them to an application’s execution timeline, and b) tracing
tools: interpret calls and individual events, displaying the
results in a structured way inside a log (i.e., trace file). These
tools facilitate application profiling and help identify potential
performance bottlenecks. However, application performance
tuning is burdensome involving a cyclic process of profiling the
application, gathering and analyzing collected data, identifying
code regions for improvement, and designing and applying
optimizations. While profiling memory and communication
patterns has been extensively explored [7], [8], the same cannot
be said for profiling I/O behavior and subsystems.

In the area of storage systems, researchers are mainly fo-
cused on the following methodologies to extract applications’
I/O behavior: static analysis tools, such as Darshan [9], which
transparently reflects application-level behavior by capturing
I/O calls in a per-process and per-file granularity; statistical
methods, such as hidden Markov models (HMM) [10], and

ARIMA models [11], which focus on spatial and/or temporal
I/O behaviors requiring a large number of observations to
accomplish good predictions [12]; dynamic pattern-based I/O
predictions, such as Omnisc’IO [13], which uses a grammar-
based model to predict when future I/O will occur. As I/O is
now the biggest challenge in achieving high performance [14],
I/O profiling is of the utmost importance in tuning applications
on parallel and distributed systems at scale.

Using existing I/O profiling tools imposes several chal-
lenges and limitations in characterizing an application’s I/O
behavior: a) Time: static analysis tools pose a significant
overhead in the tuning process as they require to execute
the application at least once to capture the application’s I/O
behavior (i.e., offline tracing). This process is expensive in time
and resources and can be prohibitive in larger scales. Moreover,
erroneous profiling might occur due to performance variability
in different scales [15] (i.e., profiled scale vs. actual execution
scale). b) Accuracy: statistical prediction models capture an
application’s I/O behavior based on discovered repetitive I/O
patterns. The sheer diversity of applications’ characteristics,
workloads, and complexity makes statistical methods less
accurate especially for applications with irregular I/O patterns.
c) Granularity: existing tools capture an application’s I/O
behavior in a procedural-level (i.e., which functions perform
I/O). This granularity increases user intervention, in the form
of manual code inspection, to further understand and analyze
the I/O behavior of a given code. d) Scope: existing tools
capture the I/O behavior on a “per-application” basis without
considering system characteristics (i.e., system load, storage
devices, networks, etc.), and cross-application I/O interference.
This limited scope of analysis leads to skewed I/O profiling
results as one application’s I/O behavior is affected by another
application and/or by the system itself. I/O profiling needs to
be fast, light on resources, prediction-accurate, and detailed
enough to guide I/O optimization techniques.

In this work, we present Vidya: an I/O profiling framework
that can be used to predict the I/O intensity of a given
application. Vidya performs source code analysis to extract
I/O features and identify blocks of code1 that are contributing
the most to the I/O intensity of the application. In the context
of this study, an application is I/O intensive when it spends
more than 50% of the CPU cycles in performing I/O [16].
Vidya takes into account both the system’s characteristics
and the application’s extracted I/O behavior to apply several
code optimizations such as prefetching, caching, buffering,
etc. Vidya uses several components to successfully profile an

1A code-block can be defined as either a file, a class, a function, a loop, or
even a line of code.



application: a Feature Extractor, to capture I/O features from
the source code, a Code-Block I/O Characterization (CIOC)
formula, that captures the I/O intensity of each code-block, and
a Code Optimizer, that can generate optimized code, inject it,
and re-compile the application. Vidya offers both developers
and system administrators a new, fast, and efficient mechanism
to detect possible I/O bottlenecks in finer detail. Vidya’s source
code analysis approach avoids expensive I/O tracing while
maintaining high accuracy in its predictions. Vidya can be used
as a guideline to apply optimizations in job scheduling [17],
I/O buffering [18], asynchronous I/O [19], and hybrid storage
integration [20], [21]. The contributions of this work are:

a) Identifying a wide range of parameters, within a block of
code, which contribute towards application’s I/O intensity (III).

b) Introducing CIOC, a novel formula that characterizes I/O
within and across applications (III-C2).

c) Presenting the design and implementation of Vidya, a
modular framework which provides the mechanisms to extract
the CIOC score and apply I/O optimizations (IV-A).

d) Evaluating Vidya with applications, improving profiling
process by 9x and an I/O time reduction of 3.7x (V).

II. BACKGROUND AND MOTIVATION

A. Modern HPC Applications

Growth in computational capabilities have led to the in-
crease in the resolution of simulation models leading to an
explosion in code length and complexity. As we move towards
exascale computing, the cost of recording, tuning, and code-
updating with advanced models will become ten times higher
than the cost of supercomputer hardware [22]. To contain these
costs, the exascale software ecosystem needs to address the
following challenges: a) software strategies to mitigate high
I/O latencies, b) automated fault tolerance, performance anal-
ysis, and verification, c) scalable I/O for mining of simulation
data. I/O is the primary limiting factor that determines the
performance of HPC applications. There is a growing need for
understanding complex parallel I/O operations. Applications
have become more multi-faceted as programmers and scientists
use a variety of languages, libraries, data structures, and algo-
rithms in a single environment. For instance, Montage [23],
a mosaic building tool, has 23 million lines of code spanned
over 2700 files along with 38 executables. Another example,
Cubed-Sphere-Finite-Volume (CSFV) [24], NASA’s climate
and numerical weather prediction application, has more than a
million lines of code in Fortran with 23 simulation kernels and
54 analysis kernels shared across 12 different teams.Moreover,
hyper-scalers such as Google deal with an unprecedented scale
of projects; Google has a code base of 2 billion lines spanning
across all their applications, which is written in more than 50
different languages and frameworks, and shared with more than
2500 engineers [25]. Growth in the complexity of applications
strangles the process of tuning. Hence, characterizing and I/O
profiling these applications, an already complicated process, is
crucial for avoiding performance bottlenecks.

Due to the increasing gap between storage and compute
resources [26], researchers perform I/O optimizations by em-
ploying several techniques [22]. Dynamic runtime optimiza-
tion [27] aims at detecting I/O bottlenecks during runtime and
redirecting the application from the original to dynamically

optimized code. Compiler-directed restructuring [28] aims
to reduce the number of disk accesses by using the “disk
reuse maximization” technique, a process that restructures
the code at compile time. Profiling scientific workflows [29]
characterizes workloads using representative benchmarks, and
thus, guides researchers and developers as to how to design
and build their applications. Lastly, Auto-Tuning [30], an
area of self-tuning systems, utilizes a genetic algorithm to
search through a large space of tunable parameters to identify
effective settings at all layers of the parallel I/O stack. The
parameter settings are applied transparently by the auto-tuning
system via dynamically intercepted I/O calls.

B. Motivation

Monitoring and profiling an application to understand its
I/O behavior is a strenuous process. It involves several ex-
pensive steps: a) Understanding how the application works:
in order to even start the profiling process, we need to know
how to execute the application, what is the expected input and
output, in what scale, what parameters to use, etc., b) Choosing
the appropriate profiler: each profiler extracts certain features
with constraints on type of language, detail of extraction,
and accuracy of profiling, making it difficult to make the
best choice. Additionally, for applications which have several
smaller kernels with different languages, finding one profiling
tool, which could handle all these kernels together, is not
currently feasible. c) Performing the actual I/O profiling: all
offline profiling tools require users to first link their application
with the tool itself and then execute it to capture the I/O
behavior. The execution of most scientific workloads can be a
costly task. On the other hand, online profiling tools bind with
the application’s runtime and predict its I/O behavior based on
past observations. Such methods are faster but are typically less
accurate, especially for applications with irregular patterns. d)
Analyzing the collected profiling data: this stage consists of
multiple complex tasks like collecting several logs, analyzing
the data, identifying possible bottlenecks, and manually apply-
ing potential fixes. It is clear that the above process requires
expertise, time, and multiple iterations. We are strongly moti-
vated to address these challenges by introducing Vidya which:
a) automatically understands code through parsing without
requiring user intervention, b) can capture I/O behavior across
multiple source files, executables, and projects, c) does not
require additional application execution (i.e., offline) to collect
logs, traces, etc., and d) automatically pinpoints which parts of
the code can be optimized to avoid performance bottlenecks.

III. MODELING I/O INTENSITY

A. Application Profiling

To characterize the I/O behavior from source code, we first
need to extract and analyze the application’s code base. Finding
what contributes the most to the I/O intensity of a certain
code block can lead to optimization opportunities. The goal
of this study is to formally model the set of parameters in a
source code that can lead to accurate I/O intensity predictions.
To achieve this, we examine a scientific application using
existing profiling tools. Specifically, we profile Montage [23],
an astronomical image mosaic engine using IOSIG [31], an I/O
signature tracing tool, and PAT [32], a flexible performance
analysis framework designed for the Linux OS. Using these
two tools on the Montage application, we managed to gather

2





TABLE I: Parameters Affecting I/O Intensity

Parameter Description

P1 loop count containing I/O calls (i.e., number of iterations)

P2 number of I/O operations (i.e., count of calls)

P3 amount of I/O (i.e., size in bytes)

P4 number of synchronous I/O operations

P5 number of I/O operations enclosed by a conditional statement

P6 number of I/O operations that use binary data format

P7 number of flush operations

P8 size of file opened

P9 number of sources/destination files used

P10 space-complexity of code

P11 function stack size of the code

P12 number of random file accesses

P13 number of small file accesses

P14 size of application (i.e. number of processes)

P15 storage device characteristics (i.e. access concurrency, latency and bandwidth)

parameters as a model that can predict the I/O intensity of
a given code-block for a certain system. To achieve this, we
first collected data from several source codes, spanning a wide
variety of applications’ classes, devised a regression model,
and defined a new formula that encapsulates the I/O intensity
in a score. This score can be used to express how I/O intensive
a code-block is (i.e., 0 - only compute, 1 - only I/O).

1) Data and Variables: We model all parameters identified
in Section III-B into 16 variables. Each variable expresses
the parameter’s relative contribution to the I/O intensity. The
first variable is defined as X1 = P1

maxP1

. For variables X2-

X13, we define Xi =
PiP
Pi

(i.e., each parameter value within

a code block over the total value of all code-blocks). We

also define X14 =
1 P14 = P15

|P14−P15|
max(P14,P15)

else
, which matches

the application’s size to the concurrency of the underlying
storage device. Finally, for variables 15 and 16, we define

Xi =
1, Pj > 0
0,otherwise

where Pj is P12 and P13 respec-

tively. Furthermore, each variable’s value is within [0,1] and
measurements are normalized to avoid model skewness due
to a variable’s scale. Our dataset consists of data collected
from a variety of applications: graph exploration kernels [34],
sorting programs [35], machine learning kernels [36], I/O and
CPU benchmarks [37]. The above variety describes in better
detail different families of applications and their respective
I/O behavior (i.e., different I/O access patterns, compute to I/O
time ratios, number of data sources, etc). For instance, external
sort applications access data sequentially whereas breadth-
first search demonstrates a random access pattern. Moreover,
algorithmic style and complexity differ among different appli-
cations. For example, graph algorithms are typically recursive
whereas numerical analysis is iterative. Hence, extracting I/O
behavior from a diverse set of applications leads to more
accurate modeling of I/O intensity.

We divide each source code into blocks. Each code-block
can be either a file, a class, a function, a loop, or even a
line. We treat every block of code within each application
as a record. Each record includes the values of all variables
and the I/O intensity of the code-block. Note that we define
I/O intensity as the ratio of I/O time to the overall execution
time of the code-block. We run ten different applications from
the above categories collecting measurements for each code-
block. Our final dataset consists of 4200 records. Initially, we
ran some descriptive statistics to check whether our dataset
was in good shape for the model. We tried some simple
descriptive statistics which revealed several observations. The

TABLE II: Linear Regression Model

Name Coefficient Std. Error t-ratio

const −1.99 0.16 −11.92

X1 0.17 0.33 2.53

X2 278.80 44.18 6.30

X3 3706.47 196.81 18.83

X4 −42612.30 14540.90 −2.93

X5 Excluded

X6 Excluded

X7 −10487.80 2511.20 −4.17

X8 Excluded

X9 809.04 93.55 8.64

X10 183996.00 5843.16 31.49

X11 Excluded

X12 227.98 18.43 12.36

X13 6456.39 2257.85 2.86

X14 0.78 0.10 7.24

X15 Excluded

X16 Excluded

Metric Value

Mean dependent −6.78

S.D. dep. var 1.69

Sum2 resid 2675.76

S.E. of reg. 0.79

R2 0.92

Adjusted R2 0.91

F (16, 4183) 785.13

P-value(F ) 0.00

distribution of variables X1−5, X10, X15, and X16 is normal,
and variables X6−9 and X11−14, have a Gamma distribution.
Also, to investigate the co-linearity between variables, we
calculated the covariance matrix for all the variables. The
Pearson correlation (p-values) for all variables was less than
0.05, and therefore, all variables have a small correlation
coefficient but not significant enough to skew the final model.
After this preliminary dataset analysis, we move to the linear
regression model. The dataset is representative of a variety of
applications and algorithms, and the variables we chose can
capture the factors that affect the I/O intensity.

2) Regression Model: In our model, the variable we want
to predict is I/O intensity. We chose to run a linear regression
model since it is simple enough, allows us to determine the
overall fit of the model, and to quantify the relative contribution
of each of the independent variables (i.e., X1−16) to the
dependent variable. During the preliminary analysis of our
dataset, we made sure that all assumptions that are required
by linear regression held. We do not list all eight assumptions
here, but we will mention some. One assumption is that
the dependent variable should be measured on a continuous
scale, which holds for our I/O intensity variable. Another
assumption is that two or more independent variables are either
continuous or categorical, which is also true in our case. After
checking those assumptions we run the linear regression with
the stepwise method on this initial model:

Ym(a, s) = β0 +
aX

i=1

βi ∗Xi +
sX

i=1

βi ∗Xi (1)

where Y is the dependent variable I/O intensity, m is the mth

code block, a are the application-based variables, s are the
system-based variables, β are the coefficients of the regression
and Xi is the value of the ith variable. The model summary
is shown in Table II.

As it can be seen, variables X5, X6, X8, X11, X15, and
X16 were excluded from the model. This is because they
have a low t-ratio (i.e., the absolute value of t-stat is less
than 2). A low t-ratio means higher probability of having
zero values as their coefficients. The more significant a t-
stat value is, the lower the std error for each predictor is,
and a tighter confidence interval for the variable’s value will
result. Furthermore, out of the included variables, X4, X7,
and X10 are the most significant variables for the model. This
is due to their high absolute value of β coefficients. After
this analysis, we define the Code-Block I/O Characterization
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Fig. 6: Profiling Granularity

bandwidth). We divide the benchmark into three complexity
modes: Low, where each file is written serially one after
another by a for loop inside a function using POSIX interface,
Medium, where each file is written by separate functions using
MPI Independent I/O, and High, where each file is grouped
into categories and the I/O is performed by several classes
utilizing the HDF5 [43] data format. Darshan follows a tracing
approach whereas Omnisc’IO follows a predictive grammar-
based approach. In contrast, Vidya implements a novel way to
profile an application by parsing the source code and analyzing
the syntax trees. The more complex a source code is, the more
sensitive each tool can be regarding its profiling performance.
In Figure 5, we present the results of profiling our benchmark.
As it can be seen, Darshan first executes the benchmark while
collecting traces and then analyzes the logs. The complexity of
code does not affect Darshan’s profiling performance. More-
over, since Darshan is collecting execution traces, the accuracy
of profiling the I/O intensity is always 100%. Omnisc’IO
trades accuracy for performance. It completes the profiling
during runtime, adding only a small overhead. This results in
performance gains of 15x, 11x, and 9x for Low, Medium, and
High code complexity respectively. However, the accuracy of
its predictions is 94% for Low code complexity and drops
to only 70% for High, since the extent of the grammar it
builds is directly proportional to the code complexity. On the
other hand, Vidya’s source code analysis approach balances
profiling speed and profiling accuracy. In our test, Vidya
achieved a profiling performance of 3.77 seconds for Low,
7.38 seconds for Medium, and 15.24 seconds for High code
complexity, which is 8.9x, 4.8x, and 2.4x faster than Darshan
respectively. Furthermore, Vidya was 31% more accurate than
Omnisc’IO in its I/O intensity predictions, even though the
later was still faster while profiling the benchmark. Note that,
as the code complexity increases so does Vidya’s profiling cost
(i.e., parsing and analyzing). In summary, Vidya achieves high
prediction accuracy and profiling performance.

2) Profiling Granularity: Profiling tools provide an un-
derstanding of the I/O behavior of an application. However,
the scale with which we profile an application and the scale
with which we run it might be different which might, in turn,
lead to different profiling conclusions. There is a mismatch
between tracing results and the actual I/O behavior due to the
scale difference. Static analysis tools based on tracing, such
as Darshan, are very susceptible to this issue. In this next
test, let us assume that the actual execution scale is 1024.
We change the granularity of profiling of CM1 from a single
process, to 128, and 1024 processes, and we measure the
overall profiling cost, expressed in time, and profiling accuracy,
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expressed in percentage. Note that, CM1 performs file per
process hence this reflects a strong scaling test. As it can be
seen in Figure 6, when profiling CM1 with 1 process, Darshan
took 4.81 seconds, with 128 processes 22.48 seconds and with
1024 processes 41.809 seconds. The profiling result we got
from analyzing each case was different. When profiling CM1
with a single process, the predicted I/O behavior was different
from the actual behavior with an accuracy of only 78%. When
we profile the application with the same number of processes
compared to the actual execution (i.e., 1024 in this test),
then Darshan produced 100% accurate results. Online profiling
tools based on predictions, such as Omnisc’IO, do not suffer
from this limitation. In our test, Omnisc’IO showed a stable
profiling performance of 2.1 seconds with an accuracy of 88%.
Similarly, Vidya, which relies on the analysis of the source
code, takes into consideration the scale (i.e., the granularity of
the test) and produces more accurate results without executing
the application. It combines the speed of an online predictive
tool such as Omnisc’IO with the accuracy of a tracing tool. In
this test, Vidya demonstrated a profiling speed of 2.37 seconds,
on average, and an accuracy of 96%.

3) Workflow irregularity: In this test, we evaluate how
profiling performance is affected by the irregularity of I/O
patterns. Specifically, for our driver applications for this test we
use: a) WRF, which demonstrates a regular I/O access pattern,
b) Graph500’s breadth-first search (BFS), and c) Graph500’s
graph min cut (GMC) kernel, which both demonstrate a highly
irregular I/O pattern. In Figure 6, we present the results of
profiling of these applications. We execute all programs with
1024 MPI ranks, and we direct the I/O to our PFS of 8
servers. As it can be seen, Darshan takes a long time to profile
the applications but maintains an accurate picture of the I/O
behavior. Darshan is 100% accurate but is the slowest profiling
solution. On the other hand, Omnisc’IO does not require any
extra offline profiling processes; however, Omnisc’IO relies on
the predictive power of its grammar which is strong for regular
patterns but suffers on irregular applications. This behavior is
reflected in our results where we can observe that the accuracy
of Omnisc’IO drops to 66% for GMC which is known to have
irregular patterns. Vidya, on the other hand, does not suffer
by the irregularity of the input workload as it parses the code
to understand the I/O. The profiling speed is not affected by
this, and Vidya achieves similar numbers as Omnisc’IO. In
summary, Vidya aims to optimize both speed and accuracy.

C. I/O Optimization using Profiling

In this last set of tests, we aim to evaluate the potential of
an application profiler in optimizing I/O performance. Most of
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the optimization techniques rely on understanding the behavior
of an application and thus correctly identifying optimization
opportunities. In the first test, in Figure 8 (a), we first profile
the application to identify when and how much to prefetch
data to help reading operations. More accurate and complete
the profiling improves our chances to prefetch data optimally
via active storage [44], [45]. Darshan is the most accurate
and optimized the I/O time by more than 4.3x. However,
Darshan requires significant time to first profile the application.
In contrast, Omnisc’IO only adds minor overheads in the
execution time while building the grammar which is then used
to predict when and what to prefetch. It optimizes the I/O
performance of WRF by 2x. However, for BFS, which has
irregular patterns, Omnisc’IO could not boost I/O time more
than 20%. On the other hand, Vidya successfully identifies
exactly what to prefetch and by adding slightly more time
in source code analysis, it can offer almost the optimization
boost of Darshan without the extra time to collect the traces.
Specifically, it achieved 3.7x performance gains and spent
only a couple of seconds profiling. A similar outcome can
be observed in the next and final test where we turn on or off
the write-cache. Effectively, an accurate profiler will tell the
optimization when to turn on the cache and avoid scenarios
where the cache is trashed. Vidya outperformed both Darshan,
by 2.7x, and Omnisc’IO, by 50%.

VI. DISCUSSION

1) Measurement Vs Prediction: Application profilers can
be classified based on their profiling approach: a) Measurement
based: these execute the application to measure the applica-
tion’s behavior, and, b) Prediction-based: these try to predict
the application’s behavior without executing it. Clearly, it is a
trade-off between accuracy and cost of profiling. Vidya aims
to balance these two by trying to estimate the application’s
I/O behavior through its source-code instead of waiting for
observations or performing online predictions. This trade-off
is evident throughout the evaluation section.

2) Source Code Analysis Limitations: Source-code analysis
is extremely powerful as shown in this work. But it suffers
from some limitations.

Dynamic runtime flows: Applications whose runtime depen-
dency is based on external files is hard to detect and handle.
These runtime flows can be handled in the PDG by simulating
the code’s execution. This is not only difficult to implement
but also costly as it requires actual running of pieces of code.

Applications with automatic code generation: Applications
which generate code dynamically during execution based on
branches are hard to detect and simulate. Such applications
form dynamic PDG on runtime, and therefore, any static
analysis approach would be extremely error prone.

These cases are extremely hard for any source-code analy-
sis approach to handle. We recommend solving these problems
in two stages. a) Identification: Code patterns like dynamic
code generations or branches dependent on data read from files
can be detected in the code, and, b) Simulation: such pieces
of code should be accurately simulated with extreme care.

VII. RELATED WORK

Static I/O characterization tools: Carns et al. used Dar-
shan [9] to analyze the production I/O activity on Intrepid.
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Darshan captures application-level access pattern information
per-process and per-file granularity. Byna et al. have utilized
tracing and characterization of I/O patterns as a means to
improve MPI-IO prefetching [12]. Their method consists of
running an application job once to generate a complete MPI-IO
trace, post analyzing the trace to create an I/O signature, and
then using the signature to guide prefetching on subsequent
jobs. Both of these works suffer from these challenges: a)
applications need to be run to get their I/O behavior which
would not be possible for exascale systems, and, b) failure to
have a global view in a multi-tenant system

Prediction Modeling: Sequitur is designed to build a grammar
from a sequence of symbols and has been used mainly in the
area of text compression [46], natural language processing, and
macromolecular sequence modeling [47], which have repetitive
periodic I/O. Tran has investigated prediction of temporal
access pattern and Reed [11] using ARIMA time series to
model inter-arrival time between I/O requests. Such statistical
models need a large number of observations to converge to
proper representation and, thus, right predictions. Dorier et
al. [13] models the behavior of I/O in any HPC application
and using this model it predicts the future I/O operations.
These works cannot handle modern complex applications with
irregular patterns as they depend on repetitive I/O behavior.

The HPC community has produced a wide variety of
modern tools for generating traces of individual I/O operations
including HPCT-IO [48], Jumpshot [3], [49], TAU [4], and
STAT [5]. However, these tools focus primarily on in-depth
analysis of individual application runs rather than long-running
workload characterization.

VIII. CONCLUSIONS

In this paper, we propose Vidya, an I/O profiling framework
that can be used to predict the I/O intensity of a given
application. Additionally, we present a code-block formula for
predicting I/O intensity of application called CIOC. We show
how different code-block level parameters can affect I/O and
how these parameters can be used to predict I/O intensity
without executing the application. Results show that Vidya
can make profiling of applications faster by 9x while having
a high accuracy of 98%. Furthermore, we show, Vidya can
be used to optimize applications up to 3.7x. To the best of
our knowledge, Vidya is the first work that leverages program
structure to predict I/O performance and optimize it. As a
future step, we can use this approach to perform automated
runtime I/O optimizations on applications at a system level.
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