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ABSTRACT

We give a new algorithm for learning a two-layer neural network under a general
class of input distributions. Assuming there is a ground-truth two-layer network

y=Aoc(Wz)+¢,

where A, W are weight matrices, £ represents noise, and the number of neurons in
the hidden layer is no larger than the input or output, our algorithm is guaranteed to
recover the parameters A, W of the ground-truth network. The only requirement
on the input x is that it is symmetric, which still allows highly complicated and
structured input.

Our algorithm is based on the method-of-moments framework and extends several
results in tensor decompositions. We use spectral algorithms to avoid the compli-
cated non-convex optimization in learning neural networks. Experiments show
that our algorithm can robustly learn the ground-truth neural network with a small
number of samples for many symmetric input distributions.

1 INTRODUCTION

Deep neural networks have been extremely successful in many tasks related to images, videos and
reinforcement learning. However, the success of deep learning is still far from being understood in
theory. In particular, learning a neural network is a complicated non-convex optimization problem,
which is hard in the worst-case. The question of whether we can efficiently learn a neural network
still remains generally open, even when the data is drawn from a neural network. Despite a lot of
recent effort, the class of neural networks that we know how to provably learn in polynomial time is
still very limited, and many results require strong assumptions on the input distribution.

In this paper we design a new algorithm that is capable of learning a two-layer! neural network for
a general class of input distributions. Following standard models for learning neural networks, we
assume there is a ground truth neural network. The input data (z,y) is generated by first sampling
the input « from an input distribution D, then computing y according to the ground truth network that
is unknown to the learner. The learning algorithm will try to find a neural network f such that f(x)
is as close to y as possible over the input distribution D. Learning a neural network is known to be a
hard problem even in some simple settings (Goel et al., 2016; Brutzkus & Globerson, 2017), so we
need to make assumptions on the network structure or the input distribution D, or both. Many works
have worked with a simple input distribution (such as Gaussians) and try to learn more and more

!There are different ways to count the number of layers. Here by two-layer network we refer to a fully-
connected network with two layers of edges (two weight matrices). This is considered to be a three-layer
network if one counts the number of layers for nodes (e.g. in Goel & Klivans (2017)) or a one-hidden layer
network if one just counts the number of hidden layers.
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complex networks (Tian, 2017; Brutzkus & Globerson, 2017; Li & Yuan, 2017; Soltanolkotabi,
2017; Zhong et al., 2017). However, the input distributions in real life are distributions of very
complicated objects such as texts, images or videos. These inputs are highly structured, clearly not
Gaussian and do not even have a simple generative model.

We consider a type of two-layer neural network, where the output y is generated as
y=Aoc(Wz)+¢€. (1)

Here x € R? is the input, W € R¥*? and A € R*** are two weight matrices?. The function o is
the standard ReLU activation function o(x) = max{z, 0} applied entry-wise to the vector Wz, and
¢ is a noise vector that has E[¢] = 0 and is independent of z. Although the network only has two
layers, learning similar networks is far from trivial: even when the input distribution is Gaussian,
Ge et al. (2017b) and Safran & Shamir (2018) showed that standard optimization objective can have
bad local optimal solutions. Ge et al. (2017b) gave a new and more complicated objective function
that does not have bad local minima.

For the input distribution D, our only requirement is that D is symmetric. That is, for any = € RY, the
probability of observing x ~ D is the same as the probability of observing —z ~ D. A symmetric
distribution can still be very complicated and cannot be represented by a finite number of parameters.
In practice, one can often think of the symmetry requirement as a “factor-2” approximation to an
arbitrary input distribution: if we have arbitrary training samples, it is possible to augment the input
data with their negations to make the input distribution symmetric, and it should take at most twice
the effort in labeling both the original and augmented data. In many cases (such as images) the
augmented data can be interpreted (for images it will just be negated colors) so reasonable labels
can be obtained.

1.1 OUR RESULTS

When the input distribution is symmetric, we give the first algorithm that can learn a two-layer
neural network. Our algorithm is based on the method-of-moments approach: first estimate some
correlations between x and y, then use these information to recover the model parameters. More
precisely we have

Theorem 1 (informal). If the data is generated according to Equation (1), and the input distribution
x ~ D is symmetric. Given exact correlations between x,y of order at most 4, as long as A, W and
input distribution are not degenerate, there is an algorithm that runs in poly(d) time and outputs
a network A, W of the same size that is effectively the same as the ground-truth network: for any
input z, Ao(Wz) = Ac(Wz).

Of course, in practice we only have samples of (z, y) and cannot get the exact correlations. However,
our algorithm is robust to perturbations, and in particular can work with polynomially many samples.
Theorem 2 (informal). Ifthe data is generated according to Equation (1), and the input distribution
x ~ D is symmetric. As long as the weight matrices A, W and input distributions are not degenerate,
there is an algorithm that uses poly(d,1/¢) time and number of samples and outputs a network
AW of the same size that computes an e-approximation function to the ground-truth network: for
any input z, ||Ac(Wz) — Ao(Wz)||? < e

In fact, the algorithm recovers the original parameters A, W up to scaling and permutations. Here
when we say weight matrices are not degenerate, we mean that the matrices A, W should be full
rank, and in addition a certain distinguishing matrix that we define later in Section 2 is also full rank.
We justify these assumptions using the smoothed analysis framework (Spielman & Teng, 2004).

In smoothed analysis, the input is not purely controlled by an adversary. Instead, the adversary can
first generate an arbitrary instance (in our case, arbitrary weight matrices W, A and symmetric input
distribution D), and the parameters for this instance will be randomly perturbed to yield a perturbed
instance. The algorithm only needs to work with high probability on the perturbed instance. This
limits the power of the adversary and prevents it from creating highly degenerate cases (e.g. choosing
the weight matrices to be much lower rank than k). Roughly speaking, we show

2Here we assume A € R¥** for simplicity, our results can easily be generalized as long as the dimension
of output is no smaller than the number of hidden units.
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Theorem 3 (informal). There is a simple way to perturb the input distribution, W and A such that
with high probability, the distance between the perturbed instance and original instance is at most
A, and our algorithm outputs an e-approximation to the perturbed network with poly(d,1/\,1/e)
time and number of samples.

In the rest of the paper, we will first review related works. Then in Section 2 we formally define
the network and introduce some notations. Our algorithm is given in Section 3. Finally in Section 4
we run experiments to show that the algorithm can indeed learn the two-layer network efficiently
and robustly. The experiments show that our algorithm works robustly with reasonable number of
samples for different (symmetric) input distributions and weight matrices. Due to space constraints,
the proof for polynomial number of samples (Theorem 2) and smoothed analysis (Theorem 3) are
deferred to the appendix.

1.2 RELATED WORK

There are many works in learning neural networks, and they come in many different styles.

Non-standard Networks Some works focus on networks that do not use standard activation func-
tions. Arora et al. (2014) gave an algorithm that learns a network with discrete variables. Livni
et al. (2014) and follow-up works learn neural networks with polynomial activation functions. Oy-
mak & Soltanolkotabi (2018) used the rank-1 tensor decomposition for learning a non-overlapping
convolutional neural network with differentiable and smooth activation and Gaussian input.

ReLU network, Gaussian input When the input is Gaussian, Ge et al. (2017b) showed that for a
two-layer neural network, although the standard objective does have bad local optimal solutions, one
can construct a new objective whose local optima are all globally optimal. Several other works (Tian,
2017; Du et al., 2017b; Brutzkus & Globerson, 2017; Li & Yuan, 2017; Soltanolkotabi, 2017; Zhong
et al., 2017; Zhang et al., 2018) extend this to different settings.

General input with score functions A closely related work (Janzamin et al., 2015) does not
require the input distribution to be Gaussian, but still relies on knowing the score function of the
input distribution (which in general cannot be estimated efficiently from samples). Recently, Gao
et al. (2018) gave a way to design loss functions with desired properties for one-hidden-layer neural
networks with general input distributions based on a new proposed local likelihood score function
estimator. For general distributions (including symmetric ones) their estimator can still require
number of samples that is exponential in dimension d (as in Assumption 1(d)).

General input distributions There are several lines of work that try to extend the learning results
to more general distributions. Du et al. (2017a) showed how to learn a single neuron or a single
convolutional filter under some conditions for the input distribution. Daniely et al. (2016); Zhang
et al. (2016; 2017); Goel & Klivans (2017); Du & Goel (2018) used kernel methods to learn neural
networks when the norm of the weights and input distributions are both bounded (and in general
the running time and sample complexity in this line of work depend exponentially on the norms of
weights/input). Recently, Du et al. (2018) showed that gradient descent minimizes the training error
in an over-parameterized two-layer neural network. They only consider training error while our
results also apply to testing error. The work that is most similar to our setting is Goel et al. (2018),
where they showed how to learn a single neuron (or a single convolutional filter) for any symmetric
input distribution. Our two-layer neural network model is much more complicated.

Method-of-Moments and Tensor Decomposition Our work uses method-of-moments, which has
already been applied to learn many latent variable models (see Anandkumar et al. (2014) and refer-
ences there). The particular algorithm that we use is inspired by an over-complete tensor decompo-
sition algorithm FOOBI (De Lathauwer et al., 2007). Our smoothed analysis results are inspired by
Bhaskara et al. (2014) and Ma et al. (2016), although our setting is more complicated and we need
several new ideas.
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2 PRELIMINARIES

In this section, we first describe the neural network model that we learn, and then introduce notations
related to matrices and tensors. Finally we will define distinguishing matrix, which is a central object
in our analysis.

2.1 NETWORK MODEL

We consider two-layer neural networks with d-dimensional input, k£ hidden units and k-dimensional
output, as shown in Figure 1. We assume that £ < d. The input of the neural network is denoted
by 2 € R? Assume that the input z is i.i.d. drawn from a symmetric distribution D3. Let the
two weight matrices in the neural network be W € R¥*? and A € R¥*¥, The output y € RF is
generated as follows:

y=Ao(Wz) +¢, 2
where o (-) is the element-wise ReLU function and ¢ € R is zero-mean random noise, which is
independent with input x. Let the value of hidden units be h € R*, which is equal to o(Wzx).
Denote i-th row of matrix W as wiT (i = 1,2,...,k). Also, let i-th column of matrix A be a;
(¢ =1,2,...,k). By property of ReLU activations, for any constant ¢ > 0, scaling the i-th row of
W by c while scaling the i-th column of A by 1/c¢ does not change the function computed by the
network. Therefore without loss of generality, we assume every row vector of W has unit norm.

Figure 1: Network model.

2.2 NOTATIONS

We use [n] to denote the set {1,2,--- ,n}. For two random variables X and Y, we say X Lyif
they come from the same distribution.

In the vector space R™, we use (-, -) to denote the inner product of two vectors, and use || - || to denote
the Euclidean norm. We use ¢; to denote the ¢-th standard basis vector. For a matrix A € R™*", let
Al;,,) denote its i-th row vector, and let Ay, j;; denote its j-th column vector. Let A’s singular values
be 01(A) > 02(A) > -+ > Owmin(m,n)(A), and denote the smallest singular value be oyin(A) =
Omin(m,n)(A). The condition number of matrix A is defined as x(A) := 01(A)/omin(A). We use
I,, to denote the identity matrix with dimension n X n. The spectral norm of a matrix is denoted as
I - ||, and the Frobenius norm as || - || -

We represent a d-dimensional linear subspace S by a matrix S € R"*¢, whose columns form
an orthonormal basis for subspace S. The projection matrix onto the subspace S is denoted by
Projg = SST, and the projection matrix onto the orthogonal subspace of S is denoted by Projg. =

I,—8S".
For matrix A € R™*™ (' ¢ R™2*"2_ Jet the Kronecker product of A and C be A ® C €
Rmam2xmnz which is defined as (A ® C) (i, i2),(jarja) = AiiaCjr.jo- FoOr a vector z € R, the

Kronecker product z ® « has dimension d2. We denote the p-fold Kronecker product of x as z®?,
which has dimension d?.

We often need to convert between vectors and matrices. For a matrix A € R™*", let vec(A4) € R™"
be the vector obtained by stacking all the columns of A. For a vector a € R™, let mat(x) €

R™>*™ denote the inverse mapping such that vec(mat(a)) = a. Let ngyxn’i be the space of all k x k

3Suppose the density function of distribution D is p(-), we assume p(x) = p(—=z) for any z € R?
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symmetric matrices, which has dimension (’;) + k. For convenience, we denote ky = (’;) For a

symmetric matrix B € REX*. we denote vec*(B) € R¥2** as the vector obtained by stacking all
the upper triangular entries (including diagonal entries) of B. Note that vec(B) still has dimension
k2. For a vector b € R*F2*% let mat*(b) € R¥XF denote the inverse mapping of vec*(-) such that

sym
vec*(mat*(B)) = b.

2.3  DISTINGUISHING MATRIX

A central object in our analysis is a large matrix whose columns are closely related to pairs of hidden
variables. We call this the distinguishing matrix and define it below:

Definition 1. Given a weight matrix W of the first layer, and the input distribution D, the distin-
guishing matrix NP € R® %2 is a matrix whose columns are indexed by ij where 1 < i < j < k,

and

Ni? =E,.p [(w;rx)(w;x)(x ® x)l{w:xw;—m < 0}].

Another related concept is the augmented distinguishing matrix M, which is a d* x (ke + 1) matrix
whose first ko columns are exactly the same as distinguishing matrix N, and the last column (indexed
by 0) is defined as

]\/[OD =E,.-p [z ® x}
For both matrices, when the input distribution is clear from context we use N or M and omit the
superscript.

The exact reason for these definitions will only be clear after we explain the algorithm in Section 3.
Our algorithm will require that these matrices are robustly full rank, in the sense that ., (M)
is lowerbounded. Intuitively, every column Ng- looks at the expectation over samples that have

opposite signs for weights w;, w; (w; a:ijx < 0, hence the name distinguishing matrix).

Requiring M and N to be full rank prevents several degenerate cases. For example, if two hidden
units are perfectly correlated and always share the same sign for every input, this is very unnatural
and requiring the distinguishing matrix to be full rank prevents such cases. Later in Section C we will
also show that requiring a lowerbound on o ,,;, (M) is not unreasonable: in the smoothed analysis
setting where the nature can make a small perturbation on the input distribution D, we show that for
any input distribution D, there exists simple perturbations D’ that are arbitrarily close to D such that

Trmin(MP") is lowerbounded.

3 OUR ALGORITHM

In this section, we describe our algorithm for learning the two-layer networks defined in Section 2.1.
As a warm-up, we will first consider a single-layer neural network and recover the results in Goel
et al. (2018) using method-of-moments. This will also be used as a crucial step in our algorithm. Due
to space constraints we will only introduce algorithm and proof ideas, the detailed proof is deferred
to Section A in appendix. Throughout this section, when we use E[-] without further specification
the expectation is over the randomness = ~ D and the noise &.

3.1 WARM-UP: LEARNING SINGLE-LAYER NETWORKS

We will first give a simple algorithm for learning a single-layer neural network. More precisely,
suppose we are given samples (1,y1), ..., (Tn, Yn) Where z; ~ D comes from a symmetric distri-
bution, and the output y; is computed by

yi =o(w'z;) +&. (3)
Here &;’s are i.i.d. noises that satisfy E[¢;] = 0. Noise &; is also assumed to be independent with

input z;. The goal is to learn the weight vector w.

The idea of the algorithm is simple: we will estimate the correlations between = and y and the
covariance of z, and then recover the hidden vector w using these two estimates. The main challenge
here is that y is not a linear function on z. Goel et al. (2018) gave a crucial observation that allows
us to deal with the non-linearity:
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Algorithm 1 Learning Single-layer Neural Networks

Input: Samples (1,y1), ..., (s, Yn) generated according to Equation (3).
Output: Estimate of weight vector w.
1: Estimate v = 2 37" y;x;.

. Bt _ 15 T
2: Estimate C' = = > " | w2,
3: return 2C~'v.

Lemma 1. Suppose x ~ D comes from a symmetric distribution and y is computed as in (3), then

Elyz] = %]E[xxT]w

Importantly, the right hand side of Lemma 1 does not contain the ReLU function o. This is true
because if x comes from a symmetric distribution, averaging between x and —x can get rid of non-
linearities like ReLLU or leaky-ReLU. Later we will prove a more general version of this lemma
(Lemma 6).

Using this lemma, it is immediate to get a method-of-moments algorithm for learning w: we just
need to estimate E[yx] and E[zz "], then we know w = 2(E[zz "])~'E[yz]. This is summarized in
Algorithm 1.

3.2 LEARNING TWO-LAYER NETWORKS

In order to learn the weights of the network defined in Section 2.1, a crucial observation is that we
have k outputs as well as k£ hidden-units. This gives a possible way to reduce the two-layer problem
to the single-layer problem. For simplicity, we will consider the noiseless case in this section, where

y = Ao (Wz). %)

Let u € R¥ be a vector and consider u "y, it is clear that u'y = (u' A)o(Wx). Let 2; be the
normalized version i-th row of A%, then we know z; has the property that 2z, A = \;e; where
A; > 0is a constant and e; is a basis vector.

The key observation here is that if u = 2;, then u' A = \je;. Asaresult,u'y = \ie] o(Wx) =
o(\w,; ) is the output of a single-layer neural network with weight equal to \;w;. If we know
all the vectors {21, ..., z }, the input/output pairs (z, z;' y) correspond to single-layer networks with
weight vectors {\;w;}. We can then apply the algorithm in Section 3.1 (or the algorithm in Goel
et al. (2018)) to learn the weight vectors.

When v A = \;e;, we say that u "y is a pure neuron. Next we will design an algorithm that can
find all vectors {z;}’s that generate pure neurons, and therefore reduce the problem of learning a
two-layer network to learning a single-layer network.

Pure Neuron Detector In order to find the vector u that generates a pure neuron, we will try to
find some property that is true if and only if the output can be represented by a single neuron.

Intuitively, using ideas similar to Lemma 1 we can get a property that holds for all pure neurons:

Lemma 2. Suppose j = o(w'z), then E[§?] = 2w Elzz"|w, and E[jz] = E[za"w. Asa
result we have
E[j’] = 2E[jx "|E[va "] "Elj].

As before, the ReLU activation does not appear because of the symmetric input distribution. For
§ = u 'y, we can estimate all of these moments (E[j?], E[gz "], E[zz "]) using samples and check
whether this condition is satisfied. However, the problem with this property is that even if z = u "y

is not pure, it may still satisfy the property. More precisely, if y = Zle c;o(w, x), then we have

2E[jz " |E[zz " 'E[gz] — E[9?] = Z chJ]E[(wlTx)(ijx)]l{szijx < 0}]
1<i<j<k
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The additional terms may accidentally cancel each other which leads to a false positive. To address
this problem, we consider a higher order moment:

Lemma 3. Suppose ) = o(w ' z), then
E[f*(z @) =2E [§- (E[jz " |Elza"]'2) - (z®@2)].
Moreover, if §j = Zle cio(w; z) where ¢ € R¥ is a k-dimensional vector, we have

2E [§ - (E[gz "|Efzz"]'2) - (z @ 2)] —E[f*(z ® 2)] = Z ;¢ Nij.
1<i<j<k

Here N;;’s are columns of the distinguishing matrix defined in Definition 1.

The important observation here is that there are ko = (’;) extra terms in

2E [ - (E[gz"|E[zz"]2) - (z®x)] — E[¢§*(z ® )] that are multiples of N;;, which are
d? (or (d'gl) considering their symmetry) dimensional objects. When the distinguishing matrix is
full rank, we know its columns [V;; are linearly independent. In that case, if the sum of the extra
terms is O, then the coefficient in front of each N;; must also be 0. The coefficients are c;c; which
will be non-zero if and only if both ¢;, ¢; are non-zero, therefore to make all the coefficients 0 at
most one of {¢;} can be non-zero. This is summarized in the following Corollary:

Corollary 1 (Pure Neuron Detector). Define f(u) :=2E [(uy) - (E[(u"y)z " |E[zz "] ') - (z ® z)]
—E[(uTy)?(z ® x)]. Suppose the distinguishing matrix is full rank, if f(u) = 0 for unit vector u,
then u must be equal to one of +z;.

We will call the function f(u) a pure neuron detector, as u " y is a pure neuron if and only if f(u) =
0. Therefore, to finish the algorithm we just need to find all solutions for f(u) = 0.

Linearization The main obstacle in solving the system of equations f(u) = 0 is that every entry
of f(u) is a quadratic function in u. The system of equations f(u) = 0 is therefore a system
of quadratic equations. Solving a generic system of quadratic equations is NP-hard. However, in
our case this can be solved by a technique that is very similar to the FOOBI algorithm for tensor
decomposition (De Lathauwer et al., 2007). The key idea is to linearize the function by thinking of
each degree 2 monomial u;u; as a separate variable. Now the number of variables is ky+k = (g) +k

and f is linear in this space. In other words, there exists a matrix 7' € R *(*2+k) guch that
Tvec*(uu') = f(u). Clearly, if vy is a pure neuron, then T'vec*(uu') = f(u) = 0. That is,
{vec*(z;z; )} are all in the nullspace of T'. Later in Section A we will prove that the nullspace of T'
consists of exactly these vectors (and their combinations):

Lemma 4. Let T be the unique RY **2%5) marrix that satisfies Tvec* (uu) = f(u) (where f(u)
is defined as in Corollary 1), suppose the distinguishing matrix is full rank, then the nullspace of T
is exactly the span of {vec*(z;z, )}.

Based on Lemma 4, we can just estimate the tensor 7" from the samples we are given, and its smallest
singular directions would give us the span of {vec*(z;z," )}.

Finding z;’s from span of z;z’s In order to reduce the problem to a single-layer problem, the
final step is to find z;’s from span of z;z; ’s. This is also a step that has appeared in FOOBI and more
generally other tensor decomposition algorithms, and can be solved by a simultaneous diagonaliza-
tion. Let Z be the matrix whose rows are z;’s, which means Z = diag(\)A™'. Let X = Z " Dx Z
and Y = ZT Dy Z be two random elements in the span of zlzlT , where D x and Dy are two random
diagonal matrices. Both matrices X and Y can be diagonalized by matrix Z. In this case, if we
compute XY ! = ZTDx D' (ZT)~1, since z; is a column of Z ", we know

_ DX (iv Z)
Dy (i,1)

Dol
XY 'z =2 DxDyN(Z7) 2 = ZT Dx Dyle; 27e; = Dx)
DY(sz)

That is, 2; is an eigenvector of XY ~!! The matrix XY ~! can have at most k eigenvectors and there
are k z;’s, therefore the z;’s are the only eigenvectors of XY 1.
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Lemma 5. Given the span of z;z; s, let X, Y be two random matrices in this span, with probability
1 the z;’s are the only ezgenvectors of XY 1.

Using this procedure we can find all the z;’s (up to permutations and sign flip). Without loss of
generality we assume z;' A = \;e;. The only remaining problem is that \; might be negative.
However, this is easily fixable by checking E[z,"y] = \E[o(w; z)]. Since o(w, x) is always
nonnegative, [z, y] has the same sign as \;, and we can flip 2; if E[2, y] is negative.

3.3 DETAILED ALGORITHM AND GUARANTEES

We can now give the full algorithm, see Algorithm 2. The main steps of this algorithm is as ex-
plained in the previous section. Steps 2 - 5 constructs the pure neuron detector and finds the span of
vec* (zlz:;r ) (as in Corollary 1); Steps 7 - 9 performs simultaneous diagonalization to get all the z;s;
Steps 11, 12 calls Algorithm 1 to solve the single-layer problem and outputs the correct result.

Algorithm 2 Learning Two-layer Neural Networks

Input: Samples (1,y1), ..., (Zn, yn) generated according to Equation (4)

Output: Weight matrices W and A.

1: {Finding span of vec(z;2;')’ s}

2: Estimate empirical moments E[zz ], E[yzT], Ely ® 2®3] and K[y @ y @ (z @ z)].

3: Compute the vector f(u) = QE[(uTy)(]E[(uTy)mT]E[xxT]’lm)(m@x)] [( Ty)?(z0)]
where each entry is expressed as a degree-2 polynomial over .

4: Construct matrix T’ € R% *(k2k) quch that, Tvec* (uuT) = f(u).

5: Compute the k-least right singular vectors of T', denoted by vec*(U;), vec*(Us), - - - , vec* (U, k)
Let Sbeaks +kbyk matrrx where the -th column of S is vector vec*(U;). {Here span S is
equal to span of {vec*(ziz)}.}

6: {Finding z;’s from span}

7: Let X = mat*(S¢1), Y = mat*(S¢z), where ¢; and (, are two independently sampled k-
dimensional standard Gaussian vectors.

8: Let 21, ..., 21 be eigenvectors of XY 1.

9: For each z;, if B[z y] < 0let z; < —z;. {Here z;’s are normalized rows of A~1.}

10: {Reduce to 1-Layer Problem}

11: For each z;, let v; be the output of Algorithm 1 with input (21, 2, Y1), -, (T, 2, Yn)-
12: Let Z be the matrix whose rows are 2, ’s, V be the matrix whose rows are v, ’s.

13: return V, Z~ L

We are now ready to state a formal version of Theorem 1:

Theorem 4. Suppose A, W, E[xx "] and the distinguishing matrix N are all full rank, and Algorith-
m 2 has access to the exact moments, then the network returned by the algorithm computes exactly
the same function as the original neural network.

It is easy to prove this theorem using the lemmas we have.

Proof. By Corollary 1, we know that after Step 5 of Algorithm 2, the span of columns of S is
exactly equal to the span of {vec*(z;z)}. By Lemma 5, we know the eigenvectors of XY ~

Step 8 are exactly the normahzed version of rows of A~ 1 Without loss of generahty, we will ﬁx
the permutation and assume z,' A = X;e;. In Step 9, we use the fact that E[2,'y] = \;E[o(w; z)]
where E[o(w, z)] is always positive because o is the ReLU function. Therefore, after Step 9 we
can assume all the \;’s are positive.

Now the output z,'y = \o(w,x) = o(\w,; x) (again by property of ReLU function o), by
the design of Algorithm 1 we know v; = A\;w;. We also know that Z = diag(\)A~?, therefore
Z~! = Adiag(\)~!. Notice that Z~lo(Vz) = Adiag(\) o (diag(\)Wz) = Ao (Wz). These
two scaling factors cancel each other, so the two networks compute the same function.
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Figure 2: Error in recovering W, A and outputs (“MSE”) for different numbers of training samples
and different dimensions of W and A. Each point is the result of averaging across five trials, where
on the left W and A are both drawn as random 10 x 10 orthonormal matrices and in the center as
32 x 32 orthonormal matrices. On the right, given 10, 000 training samples we plot the square root
of the algorithm’s error normalized by the dimension of W and A, which are again drawn as random
orthonormal matrices. The input distribution is a spherical Gaussian.

4 EXPERIMENTS

In this section, we provide experimental results to validate the robustness of our algorithm for both
Gaussian input distributions as well as more general symmetric distributions such as symmetric
mixtures of Gaussians.

There are two important ways in which our implementation differs from our description in Sec-
tion 3.3. First, our description of the simultaneous diagonalization step in our algorithm is mostly
for simplicity of both stating and proving the algorithm. In practice we find it is more robust to draw
10k random samples from the subspace spanned by the last k right-singular vectors of 7" and com-
pute the CP decomposition of all the samples (reshaped as matrices and stacked together as a tensor)
via alternating least squares (Comon et al., 2009). As alternating least squares can also be unstable
we repeat this step 10 times and select the best one. Second, once we have recovered and fixed A
we use gradient descent to learn W, which compared to Algorithm 1 does a better job of ensuring
the overall error will not explode even if there is significant error in recovering A. Crucially, these
modifications are not necessary when the number of samples is large enough. For example, given
10,000 input samples drawn from a spherical Gaussian and A and W drawn as random 10 x 10
orthogonal matrices, our implementation of the original formulation of the algorithm was still able
to recover both A and W with an average error of approximately 0.15 and achieve close to zero
mean square error across 10 random trials.

4.1 SAMPLE EFFICIENCY

First we show that our algorithm does not require a large number of samples when the matrices are
not degenerate. In particular, we generate random orthonormal matrices A and W as the ground
truth, and use our algorithm to learn the neural network. As illustrated by Figure 2, regardless of
the size of W and A our algorithm is able to recover both weight matrices with minimal error so
long as the number of samples is a few times of the number of parameters. To measure the error
in recovering A and W, we first normalize the columns of A and rows of W for both our learned
parameters and the ground truth, pair corresponding columns and rows together, and then compute
the squared distance between learned and ground truth parameters. Note in the rightmost plot of
Figure 2, in order to compare the performance between different dimensions, we further normalize
the recovering error by the dimension of W and A. It shows that the squared root of normalized
error remains stable as the dimension of A and W grows from 10 to 32. In Figure 2, we also show
the overall mean square error—averaged over all output units—achieved by our learned parameters.

4.2 ROBUSTNESS TO NOISE

Figure 3 demonstrates the robustness of our algorithm to label noise £ for Gaussian and symmetric
mixture of Gaussians input distributions. In this experiment, we fix the size of both A and W to
be 10 x 10 and again generate both parameters as random orthonormal matrices. The overall mean
square error achieved by our algorithm grows almost perfectly in step with the amount of label noise,
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Figure 3: Error in recovering W, A and outputs (“MSE”) for different amounts of label noise. Each
point is the result of averaging across five trials with 10,000 training samples, where for each trial
W and A are both drawn as 10 x 10 orthonormal matrices. The input distribution on the left is a
spherical Gaussian and on the right a mixture of two Gaussians with one component based at the
all-ones vector and the other component at its reflection.
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Figure 4: Error in recovering W, A and outputs (“MSE”), on the left for different levels of con-
ditioning of W and on the right for A. Each point is the result of averaging across five trials with
20,000 training samples, where for each trial one parameter is drawn as a random orthonormal ma-
trix while the other as described in Section 4.3. The input distribution is a mixture of Gaussians with
two components, one based at the all-ones vector and the other at its reflection.

indicating that our algorithm recovers the globally optimal solution regardless of the choice of input
distribution.

4.3 ROBUSTNESS TO CONDITION NUMBER

We’ve already shown that our algorithm continues to perform well across a range of input distri-
butions and even when A and W are high-dimensional. In all previous experiments however, we
sampled A and W as random orthonormal matrices so as to control for their conditioning. In this
experiment, we take the input distribution to be a random symmetric mixture of two Gaussians and
vary the condition number of either A or W by sampling singular value decompositions UXV T
such that U and V are random orthonormal matrices and 3;; = A%, where )\ is chosen based on the
desired condition number. Figure 4 respectively demonstrate that the performance of our algorithm
remains steady so long as A and W are reasonably well-conditioned before eventually fluctuating.
Moreover, even with these fluctuations the algorithm still recovers A and W with sufficient accuracy
to keep the overall mean square error low.

5 CONCLUSION

Optimizing the parameters of a neural network is a difficult problem, especially since the objective
function depends on the input distribution which is often unknown and can be very complicated. In
this paper, we design a new algorithm using method-of-moments and spectral techniques to avoid the

10
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complicated non-convex optimization for neural networks. Our algorithm can learn a network that is
of similar complexity as the previous works, while allowing much more general input distributions.

There are still many open problems. The current result requires output to have the same (or higher)
dimension than the hidden layer, and the hidden layer does not have a bias term. Removing these
constraints are are immediate directions for future work. Besides the obvious ones of extending our
results to more general distributions and more complicated networks, we are also interested in the
relations to optimization landscape for neural networks. In particular, our algorithm shows there is
a way to find the global optimal network in polynomial time, does that imply anything about the
optimization landscape of the standard objective functions for learning such a neural network, or
does it imply there exists an alternative objective function that does not have any local minima? We
hope this work can lead to new insights for optimizing a neural network.
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A DETAILS OF EXACT ANALYSIS

In this section, we first provide the missing proofs for the lemmas appeared in Section 3. Then we
discuss how to handle the noise case (i.e. y = o(Wzx) + &) and give the corresponding algorithm
(Algorithm 3). At the end we also briefly discuss how to handle the case when the matrix A has
more rows than columns (more outputs than hidden units).

Again, throughout the section when we write E[], the expectation is taken over the randomness of
x ~ D and noise £.

A.1 MISSING PROOFS FOR SECTION 3

Single-layer: To get rid of the non-linearities like ReLU, we use the property of the symmetric
distribution (similar to (Goel et al., 2018)). Here we provide a more general version (Lemma 6)
instead of proving the specific Lemma 1. Note that Lemma 1 is the special case when a = w and
p = q = 1 (here £ does not affect the result since it has zero mean and is independent with x, thus
Elyz] = Elo(w " x)x]).

Lemma 6. Suppose input x comes from a symmetric distribution, for any vector a € R% and any
non-negative integers p and q satisfying that p + q is an even number, we have

]E[(J(aTx))px‘X’q] = %E[(aTx)px(@q],

where the expectation is taken over the input distribution.

Proof. Since input x comes from a symmetric distribution, we know that E[(O’(CLTI’))p x®q] =
E[(o(—a"z))”(—2)®4]. Thus, we have

E[(U(aTJC))px(@q] = %(]E[(a(—aTx))p( 2)®] + E[(co(a x))px®q]).

There are two cases to consider: p and g are both even numbers or both odd numbers.

1. For the case where p and ¢ are even numbers, we have
5 (E[(o(=a"2))"(=2)%7] + E[(o(a"2))"2%7])
(

== (E[(o(~a"2))"2%) + E[(o(ax)) %))

E[((a(—aTm))p + (o(a"x ) }
(o

If (a' z) <0, we know faTa:))p + (o(a’ x)) = (a"x)? + 0 = (a z)P. Otherwise,
we have (0(—a"2))" + (¢(a"2))” =0+ (a"2)? = (a"x)P. Thus,
E[(o(a"2))" 2] = %IEK o(—a'z))’ + (o(az)) ) ®q}
= Bl 2

2. For the other case where p and ¢ are odd numbers, we have

1<E[<o<—a%>>p<— 1] +E[(0(a"))"2"7))

2
=3E[(~ (ea™0) + (ol )a]
Similarly, if (a"x) < 0, we know —(a( T )) + (g(aTg;))p = —(—aTz)P+0 =
(a"x)P. Otherwise, we have —(0(—a"2))" + (c(a"2))” = 0+ (aTz)? = (a"2)P.
Thus,

E[(o(a’z))"2®1] = %EK —(o(=a"2))" + (o(aTx))p)x(@q}

1 p,8a
= iE[(aTx) ®1).
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O

Pure neuron detector: The first step in our algorithm is to construct a pure neuron detector based
on Lemma 2 and Lemma 3. We will provide proofs for these two lemmas here.

Proof of Lemma 2. This proof easily follows from Lemma 6. Setting a = w,p = 2 and ¢ = 0 in
Lemma 6, we have E[j?] = sw'E[zz"|w. Similarly, we also know E[gz ] = Lw E[zz"] and
Eljz] = $E[zz "Jw. Thus, we have E[§?] = 2E[jz " |E[zz "] ' E[jz]. O

Proof of Lemma 3. Here, we only prove the second equation, since the first equation is just a
special case of the second equation. First, we rewrite § = Zle cio(wz) = u'y by letting
u'A = c¢". Then we transform these two terms in the LHS as follows. Let’s look at E[(u"y) -
(E[(u"y)z " |E[zz "] ') - (z ® x)] first. For E[(u" )xT]E[ xT]~%, we have
E[(wy)z"]|Efzz"]
=E[(u" Ao(Wa)a T |E[zaT] "
fuTAWIE [ﬂcm ]E[m ]

:i’U,TAW

For any vector g € RY, consider 2E[(u"y) - (¢"z) - (z ® x)]. We have
2E[(uTy) - (¢72) - (2 ©2)]
—2E[(u” Ar(We))(¢ @) (z @ )]
=E[(u" AWz)(¢"2)(z @ 2)]

Letq" =E[(u'y)z"|E[z T}_l = Ju' AW, we have

2E[(u'y) - (E[(u"y)a " Elza "] ) - (z @ )]
:%E[(UTAWI)Q(I ® )]
% [(ATu,Wz)?(z ® )]
= ¥ WTWE[ e Peen]+ Y (ATwi(ATEw] 0w ) o)
1<i<k 1<i<j<k
:% (ATUUTA)”E[(’LUZTJC)2(I ® )] + Z (ATuuTA)ijE[(wiTx)(w;r:c)(x ® ).

H
0
IA
ol

1<i<j<k

where the second equality holds due to Lemma 6.

Now, let’s look at the second term E [(u" y)?(z @ z)].

E[(u'y)*(z ® )]

=E[(u"Aoc(Wz))*(z ® )]

:E[<ATU,0(W1’)>2(CE ® )]

=Y (AwiE[p(w/ o) @oa)] +2 Y (ATw)i(ATuw)E[o(w]2)o(w]2)(x © )]
1<i<k 1<i<j<k

= Z (ATuu" A)E[o(w 2)*(z @ 2)] +2 Z (A—'—uu—'—A)ijIE[a(u);raz:)a(w;r )(z @ )]
1<i<k 1<i<j<k

:% Z (ATuu" A)E[(w] 2)*(z @ 2)] + 2 Z (ATuu" A)E[o(w] z)o (w]T )(z @ 2)].

1<i<k 1<i<j<k

(6)
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Now, we subtract (5) by (6) to obtain
2E[(u"y) - (El(u"y)z"E[zz]"2) - (x @ 2)] —E[(uy)*(z ® )]

= Z (ATuuTA)ijE[(w;rm)(w;rm)(m ® )] —2 Z (ATuuTA)ijE[a(w:x)a(w;rx)(x ® )]

1<i<j<k 1<i<j<k

= Z (ATuuTA)UE[[(wjx)(wjx)(x ® x)]l{wjxw;x < 0}] (7
1<i<j<k

= Z (ATUUTA)Z‘jNij, (8)
1<i<j<k

where (7) uses (9) of the following Lemma 7, and (8) uses the definition of distinguishing matrix [NV
(Definition 1). O

Lemma 7. Given input x coming from a symmetric distribution, for any vector a,b € R%, we have

%E[(aTx)(bTx)} — E[U(aTx)a(bTx)] = %E[(aTx)(bT:c)]l{aTbex < 0}]

and

%E[(a—rx)(b—rx)(xééx)] fE[o(aTx)a(bTx)(x(@z)} = %]E[(aTx)(bTa:)(a:(@x)]l{aTach:r <0},
©))

where the expectation is taken over the input distribution.

Proof. Here we just prove the first identity, because the proof of the second one is almost identical.
First, we rewrite 1E [(a"2)(b" z)] as follows

1 1 1

i]E[(aTx)(bTx)] = iE[(aTx)(bTx)]l{aTbex <0} + gE[(aT:v)(bT:v)]l{aTbe:v > 0}].

Thus, we only need to show that $E[(a"z)(b"2)1{a"zb 'z > 0}] = E[o(a'z)o(b x)]. It’s
clear that
E[o(a"z)o(b"2)] =E[o(a"2)o(b 2)1{a zb z > 0}].

Since input = comes from a symmetric distribution, we have
E[O’(GT.’E)U(bTCU)]].{aTl'bT{E > 0}] =E [O’(—(ZTI')J(—I)TLE)IL{GTZEZ?T{E > 0}]

:% (E [o(a"z)o(d"2)1{a"2b 2z > 0}]

+E[o(-a"2)o(-b"2)1{a"2b 2 > 0}])
(c(a"2)o(b"z) + o(—a'z)o(—b"z))1{a"zb z > 0}
:%]E[(a—r:c)(b—rx)]l{a—r:cb—rac > 0}].

When a"2b" 2z > 0, we know a' = and b" 2 are both positive or both negative. In either case, we
know that o(a'2)o(b'2) + o(—az)o(—b"x) = (a'z)(b" z). Thus, we have

E[o(a"z)o(b" 2)] =E[o(a'z)o(b"2)1{a"zb 2 > 0}]
1
:§}E[(aTx)(bTx)]l{aTbex > 0}],
which finished our proof. O

Finding span: Now, we find the span of {vec*(z;z; )}. First, we recall that f(u) = 2E[(u"y) -
(E[(u"y)z"|Elzz "] z) - ( @ )] — E[(u"y)*(x @ x)]. Then, according to (8), we have

flw) = QIE[(uTy)-(E[(uTy)xT]]E[a:xT]*1x)~(x®x)]—E[(uTy)Q(x@)x)] = Z (ATuuTA)ijNij.
1<i<j<k
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It is not hard to verify that u "y is a pure neuron if and only if f(u) = 0. Note that f(u) = 0is a
system of quadratic equations. So we linearize it by increasing the dimension (i.e., consider u;u; as
a single variable) similar to the FOOBI algorithm. Thus the number of variable is (’2“) +k="k+k,
ie.,
37 € RT X0 quch that Tvec* (U) = f(U) = Y (ATUA);N;;. (10)
1<i<j<k

Now, we prove the Lemma 4 which shows the null space of 7T is exactly the span of {vec*(z;z," )}.
Proof of Lemma 4. We divide the proof to the following two cases:

1. For any vector vec*(U) belongs to the null space of T, we have T'vec*(U) = 0. Note that
the RHS of (10) equals to 0 if and only if ATU A is a diagonal matrix since the distinguish-
ing matrix N is full column rank and ATU A is symmetric. Thus vec*(U) belongs to the
span of {vec*(z;z," )} since U = Z " DZ for some diagonal matrix D.

2. For any vector vec*(U) belonging to the span of {vec*(z;z; )}, U is a linear combination
of z;z; ’s. Furthermore, T'vec*(U) is a linear combination of T'vec* (2,2, ). Note that AT 2;
only has one non-zero entry due to the definition of z;, for any ¢ € [k]. Thus all coefficients
in the RHS of (10) are 0. We get T'vec*(U) = 0.

O

Finding 2;’s: Now, we prove the final Lemma 5 which finds all z;’s from the span of {vec*(z;z, )}
by using simultaneous diagonalization. Given all z;’s, this two-layer network can be reduced to a
single-layer one. Then one can use Algorithm 1 to recover the first layer parameters w;’s.

Proof of Lemma 5. As we discussed before this lemma, we have XY 1 = ZTD XD{,1 (Zz")~L
According to the following Lemma 8 (i.e., all diagonal elements of D, D - ! are non-zero and distinc-

t), the matrix XY ~! have k eigenvectors and there are k z;’s, therefore z;’s are the only eigenvectors
of XY 1. |

Lemma 8. With probability 1, all diagonal elements of Dx and Dy are non-zero and all diagonal
elements of Dx Dy' are distinct, where X = Z"DxZ and Y = Z" Dy Z are defined in Line 7 of
Algorithm 2.

Proof. First, we know there exist diagonal matrices {D; : i € [k]} such that mat*(vec*(U;)) =
ZTD;Z for all i € [k], where {vec*(U;) : i € [k]} are the k-least right singular vectors of T
(see Line 5 of Algorithm 2). Then, let the vector d; € R* be the diagonal elements of D;, for all
i € k. Let matrix Q € R¥** be a matrix where its i-th column is d;. Then Dy = diag(Q¢;) and
Dy = diag(Q(2), where ¢; and (s are two random k-dimensional standard Gaussian vectors (see
Line 7 of Algorithm 2).

Since {vec*(U;) : i € [k]} are singular vectors of T, we know dy,ds, - - ,d}, are independent.
Thus, @ has full rank and none of its rows are zero vectors. Let i-th row of ) be qzT . Let’s consider
Dx first. In order for ¢-th diagonal element of Dx to be zero, we need q;r ¢1 = 0. Since ¢; is not
a zero vector, we know the solution space of ¢;(; = 0 is a lower-dimension manifold in R*, which
has zero measure. Since finite union of zero-measure sets still has measure zero, the event that zero
valued elements exist in the diagonal of Dx or Dy happens with probability zero.

If ¢-th and j-th diagonal elements of DXD;1 have same value, we have q;'— Cl(q;'— G) =
q; Ci(g; ¢2)~*. Again, we know the solution space is a lower-dimensional manifold in R®* space,
with measure zero. Since finite union of zero-measure sets still has measure zero, the event that
duplicated diagonal elements exist in D x D;l happens with probability zero. O

A.2 Noisy CASE

Now, we discuss how to handle the noisy case (i.e. y = o(Wx) + £). The corresponding algorithm
is described in Algorithm 3. Note that the noise £ only affects the first two steps, i.e., pure neuron
detector (Lemma 3) and finding span of vec* (zzz;r ) (Lemma 4). Tt does not affect the last two steps,
i.e., finding z;’s from the span (Lemma 5) and learning the reduced single-layer network. Because
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Algorithm 3 Learning Two-layer Neural Networks with Noise

Input: Samples (1,y1), ..., (Zn, yn) generated according to Equation (2)

Output: Weight matrices W and A.

1: {Finding span of vec*(z;z; )}

2: Use first half of samples (i.e. {(z;,v:)} 1) to estimate empirical moments E[zz ], E[yzT],
Elyy "] Ely © 2% and Ely © y © (v @ x)]. ) )

3: Compute the vector f(u) = 2E[(u"y) - (E[(u"y)zT|E[zz "] 2)  (z @ 2)] —E[(u"y)?(z ®
z)] + (I@[(uTy)z] - ZI@[(uTy)xT]E[me]_ E[(u"y)z DE[Q@ ® z] where each entry is ex-
pressed as a degree-2 polynomial over w.

4: Construct matrix T’ € R% > (k2k) quch that, Tvec*(uu') = f(u).

5: Compute the k-least right singular vectors of 7', denoted by vec* (Uy ), vec*(Uz), - - - , vec*(Uy).
Let S be a ko + k by k matrix, where the i-th column of S is vector vec*(U;). {Here span S is
equal to span of {vec*(z;z,)}.}

6: {Finding z;’s from span}

7: Let X = mat*(S¢1), Y = mat*(S¢z), where ¢; and (, are two independently sampled k-
dimensional standard Gaussian vectors.

8: Let 21, ..., 21 be eigenvectors of XY 1,

9: For each z;, use the second half of samples {(x;, ;) } to estimate E[z y]. If B[z y] < 0

;L=7L/2+1
let z; + —z;. {Here z;’s are normalized rows of A~1.}

10: {Reduce to 1-Layer Problem}

11: For each z;, let v; be the output of Algorithm 1 with input {(z;, zjyj)};l nJ24+1"

12: Let Z be the matrix whose rows are z ’s, V' be the matrix whose rows are UT’S

13: return V, Z~ 1,

Lemma 5 is independent of the model and Lemma 1 is linear wrt. noise &, which has zero mean and
is independent of input x.

Many of the steps in Algorithm 3 are designed with the robustness of the algorithm in mind. For
example, in step 5 for the exact case we just need to compute the null space of 7. However if we use
the empirical moments the null space might be perturbed so that it has small singular values. The
separation of the input samples into two halves is also to avoid correlations between the steps, and
is not necessary if we have the exact moments.

Modification for pure neuron detector: Recall that in the noiseless case, our pure neuron detector
contains a term E[(u"y)?(z ® )], which causes a noise square term in the noisy case. Here, we
modify our pure neuron detector to cancel the extra noise square term. In the following lemma, we
state our modified pure neuron detector in Equation 11, and give it a characterization.

Lemma 9. Suppose y = Ac(Wz) + &, for any u € RF, we have
flu) = 2E[(u"y) - (E[(u"y)z " |E[zz"] '2) - (2 @ )] —E[(u'y)*(z @ 2)]
+ (E[(uTy)z] —2E[(u"y)z " |E[zz "] 71E[(uTy)x])E[x ® x] (11)
= 3> (ATuuT ANy - ( 3 (ATuuTA),;jmij>]E[x ® 1], (12)
1<i<j<k 1<i<j<k
where Nij’s are columns of the distinguishing matrix (Definition 1), and m;; =

We defer the proof of this lemma to the end of this section. Recall that the augmented distinguishing
matrix M consists of the distinguishing matrix N plus column E[z ® z]. Now, we need to assume
the augmented distinguishing matrix M is full rank.

Modification for finding span: For Lemma 4, as we discussed above, here we assume the augment-

ed distinguishing matrix M is full rank. The corresponding lemma is stated as follows (the proof is
exactly the same as previous Lemma 4):
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Lemma 10. Let T be the unique RY **¥2+5) marrix that satisfies Tvec* (uu) = f(u) (defined in
Equation 11), suppose the augmented distinguishing matrix is full rank, then the nullspace of T is
exactly the span of {vec*(z;z;' ) }.

Similar to Theorem 4, we provide the following theorem for the noisy case. The proof is almost the
same as Theorem 4 by using the noisy version lemmas (Lemmas 9 and 10).

Theorem 5. Suppose E[xx "], A, W and the augmented distinguishing matrix M are all full rank,
and Algorithm 3 has access to the exact moments, then the network returned by the algorithm com-
putes exactly the same function as the original neural network.

Now, we only need to prove Lemma 9 to finish this noise case.

Proof of Lemma 9. Similar to (5) and (6), we deduce these three terms in RHS of (11) one by one
as follows. For the first term, it is exactly the same as (5) since the expectation is linear wrt. . Thus,
we have

2E[(u"y) - (El(u'y)o Elzz "] 2) - (¢ @ )]

:% Z (ATuu" A)E[(w] 2)*(z @ z)] + Z (ATuuTA)ij]E[(w;rx)(w;—x)(x ® ).
1<i<k 1<i<j<k

13)

Now, let’s look at the second term E[(u " y)?(z ® x)] which is slightly different from (6) due to the
noise &. Particularly, we add the third term to cancel this extra noise square term later.

]E[(uTy)z(x ® )]
=E[(u' (Ao(Wz) +¢€))*(z @ z)]
=E[(u"Ac(Wz))*(z @ z)] + E[(u"€)*(z @ 2)]
1

=5 Z (ATuuTA)iiE[(w;xf(x ® x)] +2 Z (ATuuTA)ijE[a(w;rx)a(w;rm)(m ® ac)]
1<i<k 1<i<j<k
o - (14)
+E [(qu)Q(aj ® )], (15)
where (15) uses (6).
For the third term, we have
E[(u"y)?] — 2E[(u"y)z " |E[zz"] _1]E[(uTy)x]
—E[(u” Ac(Wx))?] +E[(u"€)?] - %E[(ATu,W@Q]
= Z (ATuuTA)iiE[U(wiTx)ﬂ —% Z (ATuuTA)iiE[(wiTa:)Q]
1<i<k 1<i<k
+ 2 Z (ATUUTA)M]E[O’(UJZTZ‘)O(UJJTJ?)} — Z (ATuuTA)ijE[(w;x)(ijz)}
1<i<j<k 1<i<j<k
+ E[(uT§)2]
— Z (ATuuTA)”E[(w?w)(w;x)]l{w:xwyx < O}] + ]E[(uTg)z]
1<i<j<k
== > (ATwuTA)ymy; +E[(u"¢)?], (16)
1<i<j<k

where the third equality holds due to Lemma 6 and Lemma 7, and (16) uses the definition of m;;.
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Algorithm 4 Learning Two-layer Neural Networks with Non-square A

Input: Samples (1,y1), ..., (T, Yn) generated according to Equation (2).

Output: Weight matrices W € R¥*? and A !**,

1: Using half samples (i.e. {(x;, yl)}?:/f) to estimate empirical moments E[yzT].

2: Let Pbe al x k matrix, which columns are left singular vectors of E[yz T].

3: Run Algorithm 3 on samples {(z;, PTyi)};’:"/z. Let the output of Algorithm 3 be V, Z~1.
4

- return V, PZ~1,

Finally, we combine these three terms (13—16) as follows:
fu)=2E[(u"y) - (E[(u"y)z"ElzaT]'2) - (r @ 2)] —E[(u"y)*(x @ z)]
+ (E[(uy)?) = 2B[(u"y)e " |E[z2 ] E[(u"y)2] )Elz @ o]
= 1<Z<k<ATuuTA>UE[<w? z)(w] v)(x ® )]

-2 Z (ATuuTA)ijE[U(w;rx)a(w;rx)(x ®z)] —E[(u'€)?|E[z @ 2]

1<i<j<k
+ ( - Z (ATuu" A)ymy; + E[(uTg)Q])]E[x ® ]
1<i<j<k
= Z (AT’U/LLTA)UNZ'J' — ( Z (ATU’U,TA)Z]TI’L”>E[{E X LC], (17)
1<i<j<k 1<i<j<k
where (17) uses (9) (same as (7)). O

A.3 EXTENSION TO NON-SQUARE A

In this paper, for simplicity, we have assumed that the dimension of output equals the number of
hidden units and thus A is a k x k square matrix. Actually, our algorithm can be easily extended to
the case where the dimension of output is at least the number of hidden units. In this section, we give
an algorithm for this general case, by reducing it to the case where A is square. The pseudo-code is
given in Algorithm 4.

Theorem 6. Suppose E[xz"], W, A and the augmented distinguishing matrix M are all full rank,
and Algorithm 4 has access to the exact moments, then the network returned by the algorithm com-
putes exactly the same function as the original neural network.

Proof. Let the ground truth parameters be A € R'™** and W € R**?, The samples are generated by
y = Ao(Wz)+&, where the noise £ is independent with input z. We have E[yz '] = JAWE[zz '].

Since both W and E[zx "] are full-rank, we know the column span of E[yz "] are exactly the column
span of A. Furthermore, we know the columns of P is a set of orthonormal basis for the column
span of A.

For a ground truth neural network with weight matrices W and P A, the generated sample will
just be (x, PTy). According to Theorem 5, we know for any input =, we have Z o (V) =
PT Ag(Wx). Thus, we have

PZ 'o(Vz) = PPT Ao(Wz) = Ac(Wz),

where the second equality holds since PP is just the projection matrix to the column span of
A. O

B ROBUSTNESS OF MAIN ALGORITHM

In this section we will show that even if we do not have access to the exact moments, as long as
the empirical moments are estimated with enough (polynomially many) samples, Algorithm 2 and
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Algorithm 3 can still learn the parameters robustly. We will focus on Algorithm 3 as it is more
general, the result for Algorithm 2 can be viewed as a corollary when the noise £ = 0. Throughout
this section, we will use V, 71 to denote the results of Algorithm 3 with empirical moments, and
use V, Z~! for the results when the algorithm has access to exact moments, similarly for other
intermediate results. For the robustness of Algorithm 3, we prove the following theorem.

Theorem 7. Assume that the norms of ©,§, A are bounded by ||z || < r, ng < Py, ||A|| < Py, the
covariance matrix and the weight matrix are robustly full rank: o, (E ) > v, omin(4) > B.
Further assume that the augmented distinguishing matrix has smallest smgular values omin (M) >

a. For any small enough ¢, for any § < 1, gzvenpoly(F P, Py,d, 1/e, 1/v,1/a,1/8, 1/5) number

of i.i.d. samples, let the output of Algorithm 3 be V, 271, we know with probability at least 1 — 6,
|Aoc(Wz) — Z 7 o(Va)|| <,
for any input x.

In order to prove the above Theorem, we need to show that each step of Algorithm 3 is robust. We
can divide Algorithm 3 into three steps: finding the span of vec*(z; 2, )’s; finding z;’s from the span
of vec*(z;z, )’s; recovering first layer using Algorithm 1. We will first state the key lemmas that

prove every step is robust to noise, and finally combine them to show our main theorem.

First, we show that with polynomial number of samples, we can approximate the span of
vec*(z;z; )’s in arbitrary accuracy. Let T be the empirical estimate of 7', which is the pure neu-
ron detector matrix as defined in Algorithm 3. As shown in Lemma 10, the null space of T is
exactly the span of vec*(z;2;' )’s. We use standard matrix perturbation theory (see Section D.2) to
show that the null space of 7' is robust to small perturbations. More precisely, in Lemma 11, we
show that with polynomial number of samples, the span of k least singular vectors of T is close to

the null space of T'.

Lemma 11. Under the same assumptions as in Theorem 7, let S € RE2HR)%K be the matrix whose
k columns are the k least right singular vectors of T. Similarly define S € RF2TF)XE for empirical
(d3F14(FP1 \/4E+2P2)6 1og(§))
vyie

estimate T'. Then forany e < /2, forany § < 1, given O
samples, we know with probability at least 1 — 6,

number of i.i.d.

55T — 88T < ﬁ

The proof of the above lemma is in Section B.1. Basically, we need to lowerbound the spectral
gap (k2-th singular value of T°) and to upperbound the Frobenius norm of 7" — T'. Standard matrix
perturbation bound shows that if the perturbation is much smaller than the spectral gap, then the null
space is preserved.

Next, we show that we can robustly find z;’s from the span of vec*(z;2, )’s. Since this step of the
algorithm is the same as the simultaneous diagonalization algorithm for tensor decompositions, we
use the robustness of simultaneous diagonalization (Bhaskara et al., 2014) to show that we can find
z;’s robustly. The detailed proof is in Section B.2.

Lemma 12. Suppose that ||SST — S8T|r < e ||Al < Pyl < Po,omm(E[zzT]) >
Y, 0min(A) > B. Let X = mat*(gcl),f/ = mat*(SCg), where (1 and (> are two inde-
pendent standard Gaussian vectors. Let zy,-- -z, be the normalized row vectors of A=, Let
21, ..., 2, be the eigenvectors of Xy-! (after sign flip). For any 0 > 0 and small enough ¢, with
O((FP1I+P2)2108(d/5))

number of i.i.d. samples in E[z y], with probability at least 1 — & over the
randomness of 1, Co and i.i.d. samples, there exists a permutation 7 (i) € [k] such that

||éz - Z7r[7,]|| S I’OZY(d, Pla 1/57 €, 1/5)a
forany 1 <i <k

Finally, given Z;’s, the problem reduces to a one-layer problem. We will first give an analysis for
Algorithm 1 as a warm-up. When we call Algorithm 1 from Algorithm 3, the situation is slightly
different. Note we reserve fresh samples for this step, so that the samples used by Algorithm 1 are
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still independent with the estimate 2; (learned using the other set of samples). However, since 2; is
not equal to z;, this introduces an additional error term (2; — ;) "y which is not independent of x
and cannot be captured by £. We modify the proof for Algorithm 1 to show that the algorithm is still
robust as long as ||2; — z;| is small enough.

Lemma 13. Assume that |z|| < T, [|A| < P, ||€]| < P and owin(E[zz"]) > . Suppose that
2 4 d
foreach 1 < i <k, ||Z — 2] < 7. Then for any e < v/2 and 6 < 1, given O(%)
number of samples for Algorithm 1, we know with probability at least 1 — 6,
27 (P PiVk + P)T
Y

llvi — 0| < + 2,

foreach1 < i <k.

Combining the above three lemmas, we prove Theorem 7 in Section B.4.

B.1 ROBUST ANALYSIS FOR FINDING THE SPAN OF {VEC*(z;z, )}’S

We first prove that the step of finding the span of {vec*(z;z; )} is robust. The main idea is based
on standard matrix perturbation bounds (see Section D.2). We first give a lowerbound on the ks-th
singular value of 7', giving a spectral gap between the smallest non-zero singular value and the null
space. See the lemma below. The proof is given in Section B.1.1.

Lemma 14. Suppose omin(M) > a,omin(A) > B, we know that matrix T has rank ko and the
ko-th singular value of T is lower bounded by o3%.

Then we show that with enough samples the estimate T is close enough to 7', so Wedin’s Theorem
(Lemma 25) implies the subspace found is also close to the true nullspace of T'. The proof is deferred
to Section B.1.2.

Lemma 15. Assume that |z|| < T, ||A| < P, ||€|| € Pz and o (E[zxT]) > v > 0, then for any
3114 6 d
€ < /2, forany1 > § > 0, given O(d TPV Pa)® log(5)

"/4 €2

) number of i.i.d. samples, we know

1T = T|lr <
with probability at least 1 — 0.

Finally we combine the above two lemmas and show that the span of the least k right singular vectors
of T'is close to the null space of 7.

Lemma 11. Under the same assumptions as in Theorem 7, let S € RF2+k)XK be the matrix whose
k columns are the k least right singular vectors of T. Similarly define S € RF2TF)XE for empirical

d3T (D P VE+Py)% log( 4 ..
( 1,y462 2) Og(“))numberofz.z.d.

estimate T'. Then for any € < /2, forany 6 < 1, given O(
samples, we know with probability at least 1 — 0,

A A \/§e
SST — 88T < ~—=.
|| 1< o5
d*T'* (D PLVE+P2)° log(2)
~Ee2

Proof. According to Lemma 15, given O(
know with probability at least 1 — 4,

) number of i.i.d. samples, we

IT —T|p <e.
According to Lemma 14, we know oy, (T') > a32. Then, due to Lemma 27, we have
. 2T — T
||SST _ SSTH SM
Oko (T)
L V2e
S B
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T = MBCF € RY x(kz2+k)

ko +1 ko k2 ko + k

d? B € Rk2+1)xko
: C € Rk2xk?

Fe Rk:2><(k2+k)

M e R X (kz+1) recall that k2 := (3)

Figure 5: Characterize T as the product of four matrices.

B.1.1 LOWERBOUNDING ko-TH SINGULAR VALUE OF T'

In order to lowerbound the k»-th singular value of T, we first express 7" as the product of four
simpler matrices, ' = M BCF, as illustrated in Figure 5. The definitions of these four matrices

M € R¥x(kat1) B ¢ Rlk2+1)xka ¢ ¢ Rk2xk) [ ¢ RE*X(k2+k) will be introduced later as we
explain their effects. From Lemma 9, we know that

TVGC*(U) = Z (ATUA)UMM — ( Z (ATUA)UWLZ'J')]E[J} & I],

1<i<j<k 1<i<j<k
for any symmetric k£ x k matrix U.

Note that vec*(U) is a (k2 + k)-dimensional vector. For convenience, we first use matrix F' to
transform vec*(U) to vec(U), which has k? dimensions. Matrix F is defined such that Fvec*(U) =
vec(U), for any k x k symmetric matrix U. Note that this is very easy as we just need to duplicate
all the non-diagonal entries.

Second, we hope to get the coefficients (AT U A);;’s. Notice that
vec(ATUA) = AT @ ATvec(U) = AT ® AT Fvec*(U).

Since we only care about the elements of ATUA at the 4 j-th position for 1 < ¢ < 7 < k, we just
pick corresponding rows of AT ® AT to construct our matrix C, which has dimension ky x k2.

The first matrix M is the augmented distinguishing matrix (see Definition 1). In order to better
understand the reason that we need matrix B, let’s first re-write T'vec*(U) in the following way:

TVGC*(U) = Z (ATUA)LJ (Mij — mUIE[a: X I])
1<i<j<k

Thus, T'vec*(U) is just a linear combination of (M;; — m;;E[z ® «])’s with coefficients equal to
(ATUA);;’s. We have already expressed coefficients (AT U A);;’s using C Fvec* (U). Now, we just
need to use matrix B to transform the augmented distinguishing matrix M to a d? x ko matrix, with
each column equal to (M;; — m;;E[x ® z]). In order to achieve this, the first ko rows of B is just
the identity matrix I,, and the last row of B is [~m9, —m13, -+ , =M1k, —Ma3, —Mag, -] .

With above characterization of 7', we are ready to show that the k5-th singular value of 7' is lower
bounded.

Lemma 14. Suppose oyin(M) > o, 0min(A) > B, we know that matrix T has rank ko and the
ko-th singular value of T is lower bounded by 3.

Proof. Since matrix C' has dimension kg X k2, it’s clear that the rank of T is at most ko. We first
prove that the rank of 7" is exactly k.

Since the first k> rows of B constitute the identity matrix I;,, we know B is a full-column rank
matrix with rank equal to ko. We also know that matrix M is a full column rank matrix with rank
ko + 1. Thus, the product matrix M B is still a full-column rank matrix with rank k,. If we can
prove that the product matrix C'F' has full-row rank equal to k. It’s clear that T' = M BCF also
has rank k5. Next, we prove that C'F has full-row rank.
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Since omin(A) > B, we know AT ® AT is full rank, and a subset of its rows C has full row
rank. For the sake of contradiction, suppose that there exists non-zero vector a € R¥2, such that

Zfil ai(CF)p,; = 0. Note that for any 1 < [ < ky, (CF)p 4 = Cpag for 1 < i < k and
(CF) i) = Cpij) + Cpjg for 1 < i < j < k. Since C consists of a subset of rows of AT ® AT,
we know Cj; ;51 = Cy j;) for any [ and any 7 < j. Thus, Z;Zl a;(CF)p,) = 0 simply implies
Zfil a;CY,; = 0, which breaks the fact that C' is full-row rank. Thus, the assumption is false and
C'F has full-row rank.

Now, let’s prove that the ko-th singular value of 7" is lower bounded. We first show that in the
product characterization of 7, the smallest singular value of each individual matrix is lower bounded.
According to the assumption, we know the smallest singular value of M is lower bounded by a.
Since the first k5 rows of matrix B constitute a ko X k5 identity matrix, we know

Ouin(B) i= min[Bull > min iyl = i) = 1

where u is any ko-dimensional vector.

Since oyin(A) > 3, we know opin (AT ® AT) > 2. According to the construction of C', we know
C consists a subset of rows of AT ® AT. Denote the indices of the row not picked as S. We have

omm«D::uﬁﬁLJwTCH

= min [vT (AT @ AT
v:||v]|<1 A (v;=0,ViES)

> min HUT(AT@)AT)H
viflvf|<1

= O'min(AT ® AT)
>,
where v has dimension k5 and v has dimension k2.

We lowerbound the smallest singular value of C'F' by showing that 0y,in (CF) > 0min(C). For any
unit vector u € R¥2, we know [u" CF); = [u'C];; forany i and [u' CF);; = [u' Clij + [u" C)y;
for any i < j. We also know [u"C];; = [u"C];; for i < j. Thus, we know for any unit vector wu,
|luTCF| > ||u"C||, which implies omin(CF) > omin(C).

Finally, since in the beginning we have proved that matrix 7" has rank ko, the ko-th singular value
is exactly the smallest non-zero singular value of 7". Denote the smallest non-zero singular of 7" as

ol (T), we have
Oks (T) :Ur—;in(T)
Zamin (M)Omin (B)Umin (CF)
>af?,
where the first inequality holds because both M and B has full column rank. O

B.1.2 UPPERBOUNDING |1 — T ¢

In this section, we prove that given polynomial number of samples, ||T' — T'|| is small with high
probability. We do this by standard matrix concentration inequalities. Note that our requirements
on the norm of x is just for convenience, and the same proof works as long as = has reasonable
tail-behavior (e.g. sub-Gaussian).

Lemma 15. Assume that ||z|| < T, ||A|| < Py, ||€]| € Py and omin(E[z2 T]) > v > 0, then for any

3114 6 d
€ < /2, forany1 > 6 > 0, given O(d L (”’lﬁ:;&) log(§5)

) number of i.i.d. samples, we know

1T = T|lr <,
with probability at least 1 — 0.
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Proof. In order to get an upper bound for | 7' — T'|| -, we first show that ||7'— T'||, is upper bounded.
We know

IT=T| = max [(T—T)o
vERk2 TR v <1
< max (T — T)vec*(U)].

UeRESE:|UIF<vV2

For any k x k symmetric matrix U with eigenvalue decomposition U = Zle A (u) T, ac-
cording to the definition of 7', we know

. max (T = Tyvec"(U)|| = max | Tvec* (U) — Tvec* (U)||
UeRSym:Ulr<v2 UeRsﬁm:HUllp<f
< max A F(u®
e P \Z = f))]

< max by — f(u®
_u(i):”uwm; 17 = fu]

g(im) max || () — f(w)]

w:flul| <

<Vk Z)\Q max 1f(w) = f(u)

wflul| < V2

—\fIIUHF max IIf(U)—f(U)II

wi||lul|< V2

<V2k max |[f(u) — f(u)|

wi|ul[<2

where f(u) = T'vec*(uu") and the fourth inequality uses the Cauchy-Schwarz inequality. Next,
we only need to upper bound max,. <2 ||f(u) — f(u)]|. Recall that

f(u) =2E[(u"y) - (E[(uy)a Elzz "] ) - (2 @ )] —~ E[(uy)*(z ® 2)]
+ (E[(uTy)Q] —2E[(u"y)z"|E[zz "] _1E[(uTy)x])]E[x ® ),

and

Notice that

(]E (u"y) (E[(u"y)z"|Efza "] 2) (z02)] ) T E[(u'y)z"]|E[zz "] 'E (u"y)z(zoz)"].
We first show that given polynomial number of samples,

H2]E[(uTy)mT]]E [z2 "] 711@[(uTy)x(x ®z)"] —2E[(uy)z " |E[zz "] 71E[(uTy)x(9c @) H
is upper bounded with high probability.

Since each row of W has unit norm, we have |W| < Vk. Due to the assumption that ||| <
LAl < P [I€]] < Pa, we have

(" y)z" || <|lulll|Ac(Wz) + |||
<Nl CTAW Azl + 111D 2l
<OT(CPVE + Py).
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2 2
According to Lemma 24, we know given O( LA ‘/E;PZ) 1Og(%)) number of samples,

@ [(uTy)as } E[(u y)T H <,

with probability at least 1 — 4.

(T PiVEk+P,)? log(4)

Similarly, we can show that given O( =

HIAE[(uTy)x(x ®z)"] —E[(u'y)z(z22)"] H <e,
with probability at least 1 — 4.

) number of samples,

d
Since ||zz || < I'2, we know that given O(F log( 5)

) number of samples,
HIE xx! | — E[mxT] H <,

with probability at least 1 — 8. Suppose that € < 7/2 < omin (E[zzT])/2, we know E[z2T] has full
rank. According to Lemma 29, we have

TT ] — E[mxT] H
E[zzT))

ot - ) < 2va 2 S

UHHH(

with probability at least 1 — 4.

(FG(FPl Vk+P;)? log(4) )

= number of samples,

By union bound, we know for any ¢ < +/2, given O
with probability at least 1 — §, we have

HfE[(uU;)m |- E[(u y)x H <e,
HE[Z‘LL’T —Efza’ H < 2v/2¢/~2,

HE[(uTy)x(x ® x) } — E[(u y)z(z @ x) T] H <e.
Define

=E[(uTy)z"] —E[(u"y)z"],

I:E[xx—r]f —E[xx—r] 1,
=E[uyz@er) | -E[(u yrz@z)].

E
Ey
Es

Then, we have
“2]@[(uTy)xT]]E (22 "] _1E[(uTy)x(x ®z)"] —2E[(u"y)z " |E[zz "] _IE[(uTy)x(x ®z)'] H

<2[| B[ B2 [|Bs]| + 2] 21 || B[z T] IHIE[U yz(z )|

+ 2Bl y)z || B [E[(w T y)z(e @ HI+2HE[u yyr Bz ] |18

+ 2| B ||| B2 |[E[(u ) (@ ]||+2HEM v)a |1 || s + 2] B 1B zT] |||
§2(2\/§63 N 2F3(FP1\/E+P2) N 8fF4(FP;;f+P2) N 2F(FP1{+P2)

N 4\/§F3(FP;;/E—|— Py)e? N 4\/§F(FP{}/\2/E+P2)62 N ej)
:O(F4(rplﬁ+P2)Qe>_

(T PVEk+P:)° log(4) )
7462

B[y - Bl e IBl2aT) ) - (2 @ )] — 2E[(u"y) - (Bl y)a T [Efe2T] ) - (2 @ )] |

Thus, given O(

number of samples, we know

= “21@[(uTy)xT]]E [z2 "] _IE[(uTy)x(x ®z)"] —2E[(uy)z " |E[zz "] _IE[(uTy)x(x ®z)'] H

<e

)
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with probability at least 1 — 4.

Now, let’s consider the second term
|E[wy2@ e )] -E[wTy @ o).

Since H(u—ry)2(x ® x)H < AI'*(TPVk + P,)?, according to Lemma 24, we know given
o( (I PVEk+P2)* log(4) )
2 )

€

B[y o) - Elw i) <
with probability at least 1 — 4.
Next, let’s look at the third term

“E[(uTy)Q]IE[x ®x] — E[(uTy)Q]E[a: ® x| H
Again, using Lemma 24 and union bound, we know given O(FQ(FP1 \/E:2P2)2 log(%)) number of
samples, we have

Thus, Define

Then, we have

|E[w Bl © 2] - B[ ")) Elw @ al|| <|[Ba]||E5]| + | Ba]|[[Ble © 2] + B[] | 55|
<e? +T2%+ 4(FP1\/E + Py)%e
=O((TPVE + Py)2e).

F2(FP1\/E+P2)6 log(%)
o2

Thus, we know that given O(

) number of samples, we know
“E[(uTy)Q]IE[x ®x] — E[(uTy)Q]E[x ® x| H <,
with probability at least 1 — 6.

Now, let’s bound the last term,
“2(1@[(uTy)xT]E[xxT] _I]E[(uTy)x})IAE[x®x]—2(]E[(uTy)xT}]E[:ch] _1E[(uTy)x])]E[x®x] H

L' P Vk+P;)%log(4)
,Y462

Similar as the first term, we can show that given O(
have

HQ (E [(u"y)z "] 1) E2a B [(u'y)z] )E[:U@x]—Q (]E (u"y)z " |E[zz "] 'E [(u"y)z] )]E[x@x} H <e

with probability at least 1 — 4.

) number of samples, we

Now, we are ready to combine our bound for each of four terms. By union bound, we know given

(P VE+Ps)% log( 2
O( ( \CLQ) g(5)

) number of samples,

2 [(uy) - Bl(uy)a" [Elez ") '2) - (@ @ )] ~ 2E[(uTy) - B[ y)a  [Elea"]0) - (w0 2)] | < e

=

(@@ @) —E[wy @o)| <«

=

[(UTQ)Q]E[SU ®x] — E[(uTy)Q]E[:C ® 7] H <,

2(1@ [(uTy)xT]E [z2 "] 'k [(u"y)z] )E[w ® x| — Q(IE (u"y)z"|E[za "] 'E [(uTy)x])E[x ® ] H <e
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hold with probability at least 1 — 4. Thus, we know

max f(w) —fw)| <etetete=de

with probability at least 1 — 4.
Recall that
|7~ Tllr <k + k[T~ T
<kV2k max | f(u) = f(u)ll,

wiflu| <2
where the second inequality holds since |7 — T| < v/2k max,, ||| <2 ||.f(u) — Flw).

(T PvVE+P2)% log(2)
7462

|7 —T||r < kvV2ke < dV/2de

Thus, we know given O(

) number of samples,

d*T'*(DP1VE+P2)° log(2)
~Ee2

IT—T|r<e
with probability at least 1 — 4. O

with probability at least 1 — §. Thus, given O(

) number of samples,

B.2 ROBUST ANALYSIS FOR SIMULTANEOUS DIAGONALIZATION

In this section, we will show that the simultaneous diagonalization step in our algorithm is robust.
Let S and S be two (ke + k) by k matrices, whose columns consist of the least k right singular
vectors of 1" and T respectively.

According to Lemma 11, we know with polynomial number of samples, the Frobenius norm of

SST — 851 is well bounded. However, due to the rotation issue of subspace basis, we cannot

conclude that ||S — S| is small. Only after appropriate alignment, the difference between S and S
becomes small.

Lemma 16. Let S and S be two (ko + k) by k matrices, whose columns consist of the least k right

singular vectors of T and T respectively. If ||SST — SST||p < ¢, there exists an rotation matrix
R € RF*F satisfying RR" = RT R = Iy, such that

IS — SR||F < 2.

Proof. Since S has orthonormal columns, we have o (5SS T) = 1. Then, according to Lemma 35,
we know there exists rotation matrix R such that

ISST = 557k
2(v/2 —1)y/o1(SST)

1S — SR|r < < 9.

O

Let the k columns of S be vec*(Uy ), vec*(Uz), - - - , vec*(Uy). Note each U; can be expressed as
A~TD; A=, where D; is a diagonal matrix. Let @ be a k x k matrix, whose i-th column consists of
the diagonal elements of D;, such that Q);; equals the j-th diagonal element of D;. Let vec*(X) =
SR(1,vec*(Y) = SR(,, where R is the rotation matrix in Lemma 16 and (7, (> are two independent
standard Gaussian vectors. Let Dx = diag(QR(;) and Dy = diag(QR(2). It’s not hard to check
that X = A~ "DxA 'andY = A~ T Dy A~'. Furthermore, we have XY ! = A~ TDx D' AT.
Next, we show that the diagonal elements of D x D;l are well separated.

Lemma 17. Assume that ||A|| < Py, omin(A) > B. Then for any 6 > 0 we know with probability
at least 1 — 0, we have

sep(Dx Dy") > poly(1/d,1/P1, B, ),
where sep(Dx D3y') := min,; |(Dx Dy')ii — (Dx Dyb)jjl.
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Proof. We first show that matrix @ is well-conditioned. Since U; = A~"D;A~!, we have
vec(U;) = A~ T @A~ Tvec(D;). Let U be a k? x k matrix whose columns consist of vec(U;)’s. Also
define Q as a k? x k matrix whose columns are vec(D;)’s. Note that matrix ) only has k non-zero
rows, which are exactly matrix (). With the above definition, we have U = AT ® A=TQ. Since
Omin(U) < J[A™T @ A7 T ||omin(Q), we have

~ Jmin(U)
. e R A—
Tmin(Q) = [A-T @ AT

Notice that a subset of rows of U constitute matrix S, which is an orthonormal matrix. Thus, we
have omin(U) > omin(S) = 1. Since we assume op,in (4) > 3, we have
1 1

AToA T|=14ATP= —— < —.

AT AT = AT s e <
Thus, we have 0,1, (Q) > 42, which implies o, (Q) > 2.
We also know [[U|| > omin(A~T ® A~ 1)||Q||, thus

1l

O'min(A_T X A_T) )

IRl <

Since ||S|| = 1, we know ||U|| < /2. For the smallest singular value of A~" ® A~ T, we have

11
[V

O'Inin(f47T ® AiT) == 02 (Ail) ==

min

Thus, we have ||Q|| < v/2PZ, which implies | Q|| < v2P7.

Now, let’s prove that the diagonal elements of D x D;,l are well-separated. Let ¢, be the i-th row

vector of ). Then we know the i-th diagonal element of D XD{,1 is E‘q’f’%. Since ||Q] < \/§P12,

we have ||¢;|| < v/2P? for every row vector.

It’s not hard to show that with probability at least 1 — exp(—d>())), we have |{g;, R(>)|
poly(d, Py) for each i. Now given (; for which this happens, we have ggf’ggi — EZJ gg;i =
¢i(qi, RC1) — ¢j{g;, RC1), where ¢;, ¢; have magnitude as least poly(1/d,1/P;). Since 0,in(Q)

3%, we know [[Proj, . g;|| > B (because otherwise there exists  such that ||(e; + Aej)||omin(Q)
J

IN

2
<

l(ei + Aej) T QI = ||Pr0jqji ¢;|| < B2, which is a contradiction). Let qi%j = Projqj; ¢ = ¢ — Ni g,
we can rewrite this as

i7R HR
ézi RZ; - igj Réi = ¢i{gi, RG) — ¢j(q5, RG1) = cifaiy, RG) — (¢ + Aijed) (g5, RG).-

By properties of Gaussians, we know <%ij7 R(y) is independent of (g;, R(1), so we can first fix
(g;, R¢1) and apply anti-concentration of Gaussians (see Lemma 38) to (ql{-j, R(y). As aresult we
know with probability at least 1 — 6 /k?:

(0, RG) {45, RG)
(¢, RG) (g5, RGa) > poly(1/d,1/P1, B,9).

By union bound, we know with probability at least 1 — 4,
sep(Dx Dy') = poly(1/d,1/P1, 3,).
O

Let X = §C1 and Y = S’Cg. Next, we prove that the eigenvectors of XY~ are close to the
eigenvectors of XY 1.
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Lemma 12. Suppose that |SST — SST||r < e ||A| < P, < Poomm(ElzzT]) >
Yy Omin(4) > B. Let X = mar*(S¢),Y = mat*(S(), where (1 and (3 are two inde-
pendent standard Gaussian vectors. Let zy,-- -z, be the normalized row vectors of A~'. Let

21, ..., 2 be the eigenvectors of Xy-! (after sign flip). For any § > 0 and small enough ¢, with
o( (TP Vk+P3)* log(d/9) )
2

number of i.i.d. samples in I@[é: y|, with probability at least 1 — & over the
randomness of (1, (2 and i.i.d. samples, there exists a permutation (i) € k| such that

||21 - ZTI'['L]H < pOly(d, P17 1/57 €, 1/5)7
forany 1 <1 <k

Proof. Let zi,---,z be the eigenvectors of XY ! (before 51gn flip step). Similarly define
2, , 2, for XY 1. We first prove that the eigenvectors of XY ! are close to the eigenvectors
of XY 1.

Let X = X + FEx andY =Y + Ey. Then we have
XY =Xy '(I+F)+aG,
where F = —Ey(I + Y 'Ey)~'Y =1 and G = ExY~!. According to Lemma 34, we have

| F|| < < —IBvll__and G| < M In order to bound the perturbation matrices || F'|| and
Omin (Y)—[[Ey | min (V)

, we need to first bound || Ex ||, ||Ey | and oumin (Y), omin (V).

As we know, Ex = X — X = (S — SR)(;. According to Lemma 16, we have ||S — SR|| <
S — SR||r < 2¢. We also know with probability at least 1 — exp(—d*™), ||¢; || < poly(d). Thus,
we have

1Ex[| = [[(S = SR)GI| <[5 = SR[[[Gi]| < poly(e, d).
Similarly, with probability at least 1 — exp(—d*(1)), we also know || Ey || < poly(e, d).

Now, we lower bound the smallest singular value of X and Y. Since X = A~ TDx A1, we have
Omin(X) >Um1n(A_1)Umin(DX)
1
:7Umin(DX)
| AlI*

1
Z?famin(DX)-

Since Dx is a diagonal matrix, its smallest singular value equals the smallest absolute value of
its diagonal element. Recall each diagonal element of Dx is {(g;, R(1), which follows a Gaussian
distribution whose standard deviation is at least ||¢;|| > 3%. By anti-concentration property of
Gaussian (see Lemma 38), we know |(g;, R(2)| > Q(65%/k) for all i with probability 1 — §/4.
Thus, we have omin(X) > poly(1/d,1/Py,3,9). Similarly we have the same conclusion for Y.

For small enough Ey-, we have amin(f/) > omin(Y) — | Ey |-

Thus, for small enough ¢, we have |F| < poly(d,P1,1/08,¢, 1/5) and |G| <
poly(d, P1,1/8, ¢, 1/(5) In order to apply Lemma 33, we also need to bound (A~ ") and || XY ~ 1||
Since Tpmin (A7) > A - and [|A” Tl < 1/8, we have (A~ T) < Py /B. For the norm of XY !,
we have

Iy < L < oty 1, 1/5.,1/0),
where the second inequality holds because omin(Y) > poly(1/d,1/Py,3,d). Recall that X =
mat* (SR(;). It’s not hard to verify that with probability at least 1 — exp(—d*(1)), we have || X|| <
poly(d). Thus, we know || XY || < poly(d, P1,1/3,1/6). Similarly, we can also prove that

Overall, we have
ATD(IXY T F( + (|Gl <s(ADIXYHIEN+ 1G]

g% (poly(d, 1, 1/8,1/8)poly(d, P1,1/8,€,1/6) + poly(d, P1,1/8,¢,1/6))
<poly(d, P1,1/B,€,1/6).
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According to Lemma 17, we know with probability at least 1 — &/4, sep(DxDy') >
poly(1/d,1/ Py, 3,6). Thus, by union bound, we know for small enough e, with probability at least
1-9,

R(A™D(IXY F| + (|Gl < sep(Dx Dy')/(2k).

According to Lemma 33, we know there exists a permutation 7[i] € [k], such that

|F|lI Dx Dy | + |G
Omin(A~T)sep(Dx Dy')
poly(d, P1,1/8,€,1/8)poly(d, P1,1/5,1/8) + poly(d, P1,1/53,€,1/6)
1/ Prpoly(1/d,1/ Py, B,1/9)
<poly(d, P1,1/8,€,1/9).

with probability at least 1 — 9.

125 =zl <3

<3

According to Lemma 5, the eigenvectors of XY ~! (after sign flip) are exactly the normalized rows
of A=1 (up to permutation). Now the only issue is the sign of 2. By the robustness of sign flip

(LA \/EH:22)2 106(d/9) ) number of i.i.d.

step (see Lemma 18), we know for small enough €, with O

samples in E[2; y], with probability at least 1 — 4, the sign flip of 2/ is consistent with the sign flip
of z/. O

In the following lemma, we show that the sign flip step of Z; is robust.
Lemma 18. Suppose that ||z|| < T,||A|| < Py, ||| < P». Let 21, - - , 2}, be the eigenvectors of
XY 1 (before sign flip step). Similarly define 21, - - - ,équor)z' y 1, L 2= <
We know, for any § < 1, with O( (LPy \/%H:Z)z lOg(d/‘s))

€, where ¢ < number of

By
— AT(14+TPVEk+P2)’
i.i.d. samples,

Pr [sign(E[(z], y)]) # sign(E[(],y)])| < o.

Proof. We first show that E[(z/, y}] is bounded away from zero. Let Z’ be a k x k matrix, whose
rows are {z]}. Without loss of generality, assume that Z’' = diag(+\)A~!. Since |47} < 1/8,
we know \; > 3, for each i. Thus, we have

E[(21, 9)]| = AiElo(w] )] > BE[o(w; z)].

In order to lowerbound E[o (w,” x)], let’s first look at E[o (w,” )z T].
1
|E[o(w; z)z ]| :5\\]E[w;ra:$—r]||
1
ZiniHJmin(E[:ﬂxT])
>
-2

Now, let’s connect ||E[o(w, )z ]| with E[o(w, z)].
[Elo(w; 2)z | <Ell|o(w; z)z "]
=E[o (w] z)||]]
<I'Elo(w; x)].
Thus, we have E[o(w; x)] > 5k, and further [E[(2/, y)]| > 52.
Now, let’s bound [|E[(z}, y)] — E[(2, )]|I.
IE[(=}, )] — L )]l =IE[(=), )] — B[, w0] + E[(2], )] — B[, )]l
<IE[(=; — 25, ]Il + IB[(2E, v)] — E[(2F, )]
<S(CPVE+ Po)e+ |E(2, 9)] — E[(Z )]l
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Note that we reserve fresh samples for this step, thus 2] is independent with samples in E[(2], y)]].

Since ||(2,y)|| < TPvVk 4 P», we know with O((Fplﬂ+i§)2log(d/5)) number of samples, we
have

[z, )] — B[(L, )]l < e.
Overall, we have |[E[(z}, )] — E[(2},9)]]|| < (1 + TP;vk + P,)e. Combined with the fact that

IE[(2/, )]| > 52, we know as long as ¢ < By with O( (FP“/EHZ)Q log(d/9)

= AT(14+TPiVEk+Ps)’ number

of samples, we have
Pr(sign(E[(], y)]) # sign(E[{2], y)])] < 6.

B.3 ROBUST ANALYSIS FOR RECOVERING FIRST LAYER WEIGHTS

We will first show that Algorithm 1 is robust.
Theorem 8. Assume that ||z| < T,|w|| < 1,|¢| < P and omin(Elzz ")) > . Then for any

. (D% +PoT)* log(4)
e < /2, forany 1 > 6 > 0, given O(~———55—2>

s> ) number of i.i.d. samples, we know with
probability at least 1 — 9,

[ —wl| <€
where W is the learned weight vector.

Proof. We first show that given polynomial number of i.i.d. samples, ||E[yx] — E[yx]|| is upper

bounded with high probability, where E[y] is the empirical estimate of E[yz]. Due to the assump-
tion that ||z|| < T, |lw|| < 1,]|£|| < P2, we have

lyz|| =ll(o(w'z) + &) ||
<Jw x| + (€|
<[lwllll]* + €] ]|
<2+ PT

. . (T2+PoT)2 log(4) . .-
According to Lemma 24, we know given O(~——————%) number of samples, with probability
atleast 1 — &, we have | E[yz] — E[yz]|| < e.

4 ~
Since ||z T || < I'?, we know that given O(F lif(%)) number of samples, ||E[zz "] — E[zzT]|| < ¢

with probability at least 1 — 8. Suppose that € < 7/2 < omin (E[zz])/2, we know E[zz 7] has full
rank. According to Lemma 29, we have

[zT] —E[zaT]|
. (E[zzT])

min

< 2v2¢/47,

]E[xfol — E[mxwflu < 2\/§HfE

with probability at least 1 — 4.

(I2+PT)? log($)
62

By union bound, we know for any € < /2, given O(
probability at least 1 — §, we have

|E[zzT]™' — E[zz "]} < 2v2¢/4?
IE[ya] - Elya]|| < e

) number of samples, with

Denote
Ey :=K[za]™' —E[zz ]!
By :=K[yz] — Elyzx].
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Then, we have
[t — w|| =2||E[za"] " Elyz] — Elza "] 'Eyz]|
<2|| E: ||| B2l + 21| Ev ||| Ely=]|| + 2[[E[zz "]~ ||| B2
4v/2¢2 4/2(12 + BT 2
5\/;€+ v i 2l)e | 2¢
Y Y Y
(T2 + PI)e
SO(T)-

(D24 PT)* log(4)

Thus, given O( T

) number of samples, with probability at least 1 — &, we have

[ —wl <.

O

Now let’s go back to the call to Algorithm 1 in Algorithm 3. Let 2;’s be the normalized rows of
A1, and let 3;’s be the eigenvectors of Xy-1! (with correct sign). From Lemma 12, we know {2;}
are close to {z;} with permutation. Without loss of generality, we assume the permutation here is
just an identity mapping, which means ||z; — Z;|| is small for each .

For each z;, let v; be the output of Algorithm 1 given infinite number of inputs (, z," y). For each
%, let ©; be the output of Algorithm 1 given only finite number of samples (x, 2, y). In this section,
we show that suppose ||z; — Z;| is bounded, with polynomial number of samples, ||v; — ;|| is also
bounded.

The input for Algorithm 1 is (z, 73;'— y). We view 2;'— y as the summation of z;'— y and a noise term
(2; — z;) Ty. Here, the issue is that the noise term (2; — z;) Ty is not independent with the sample
(z, 2, y), which makes the robust analysis in Theorem 8 not applicable. On the other hand, since we
reserve a separate set of samples for Algorithm 1, the estimate Z; is independent with the samples
(z,7)’s used by Algorithm 1. Thus, the samples (z, Z; ' 3)’s here are still i.i.d., which enables us to
use matrix concentration bounds to show the robustness here.

Lemma 13. Assume that |z|| < T, [|A| < P, ||€]| < P and owin(E[zz"]) > 7. Suppose that

2 4 d
foreach 1 < i <k, ||Z; — 2] < 7. Then for any e < v/2 and 6 < 1, given O(%)

number of samples for Algorithm 1, we know with probability at least 1 — 6,

2r(TPivVEk+ P)T
Joi — o4ll < 22 1k + Po) + 2,
Y
foreach 1 <i <k.
Proof. For any i, let’s bound ||v; — ;||. As we know, v; = 2E[z2 "] 'E[z yx] and ©; =

o[z ]~ K[z yx]. Thus, in order to bound ||v; — ©; ||, we only need to show
|’E[17:Z:T]71E[2:yz] — E[sz]flE[z:yz]H and ||E[17:Z:T]71E[2:yz] — IAE[a:;ET]fle[éZTy:E]H

are both bounded.

The first term can be bounded as follows.

[Elex ) Bl ya] - ElaaT )R] ye

:HE[J;Q:T]_lE[(éi - zl)Tyx]H

<|[Elez 1|2 — zilll| Ao (Wa) + &[]
_T(CPVE + Py)0

B Y

We can use standard matrix concentration bounds to upper bound the second term. By similar anal-
(D24PoT)* log($)

ysis of Theorem 1, we know given O( e ) number of i.i.d. samples, with probability
atleast 1 — 6,

|E[zz "] "E[2 ya] — IAE[xa:T]*lIAE[ijya:]H <e
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Overall, we have

lv; — ;]| :HQ]E xxT]_lE[zTyx] — 21@[ T]_le[,%Tya:]H

<2||E| x| E[2 ya] — Elza T B2 ya || + 2[|E[ zx |7 R3] ya] — IAE[xa:T]fllAE[ézTya:]H

27(CP P.
S T( 1\F+ 2) + 2.
Y
2 4
By union bound, we know given O(%) number of i.i.d. samples, with probability at
least 1 — 4,
2r(TPivVEk + P)T
llvi — 05 < r(CPVE+ P) + 2e.
Y

forany 1 <i < k. L]

B.4 PROOF OF THEOREM 7

Proof of Theorem 7. Combining Lemma 11, Lemma 12 and Lemma 13, we know given
poly (T, Py, P2,d,1/e,1/v,1/c,1/53,1/6) number of i.i.d. samples, with probability at least 1 — §,
|20 — 2il| <€ |lvg — 03| <€

foreach1l < i < k.

Let V be a k x d matrix whose rows are v;’s. Similarly define matrix V for 9;’s. Since lvi — ;]| < e
for any 4, we know every row vector of V — V has norm at most ¢, which implies |V — V|| < V/ke.

Let Z be a k x k matrix whose rows are z;’s. Similarly define matrix Z for 3;’s. Again, we have
| Z—Z| < Vke. In order to show || Z~' — Z~1|| is small using standard matrix perturbation bounds
(Lemma 29), we need to lower bound op,i, (Z). Notice that Z is just matrix A~1 with normalized
row vectors. As we know, opin (A7) > 1/P, and ||[A~!|| < 1/8, which implies that every row
vector of A~! has norm at most 1/3. Let D, be the diagonal matrix whose i, i-th entry is the norm
of i-throw of A=, then Z = D' A=, and we know 0,,in(Z) > Oomin (DY) omin(A™1Y) > B/ Py.

Then, according to Lemma 29, as long as € < 251 , we have
-1 _ -1 ”Z Z” Q\f 2
1Z | < 2f 7 < 2vV2P3ke/ 2.

Define
By =7t - z71
Ey:=V — V.

We know || E1| < 2v2P2Vke/B? and ||Es|| < vVke. In order to bound ||V||, we can bound the
norm of its row vectors. We have,

lvsl| =/|2E[zz "]~ E[2] ya]|
- DT PVE + Py)
— ’y )

which implies ||V|| < w. Now we can bound || Z ‘o (V) — Z~ o(Vz)|| as follows.
127 o (Va) = Z7 o (Va)|l <||Ev|||[Exell + | Ex[[IVell + 127 Il B2l
2V2PTke?>  4V2PIT2(TPVk + Po)ke  PiTWke
< 5 + 3 + ;
B By B
where the first inequality holds since ||o(Vz)|| < |[Vz| and ||lo(Va) — o (V)| < |[Va — V.

Thus, we know given poly (I, Py, P»,d,1/e,1/v,1/a,1/B,1/6) number of iid. samples, with
probability at least 1 — 6,

|Ac(Wz) — Zo(Va)|| = |Z o (V) — Z o (Va)| <,
where the first equality holds because Aoc(Wz) = Z~1o(Vx), as shown in Theorem 5. O
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C SMOOTHED ANALYSIS FOR DISTINGUISHING MATRICES

In smoothed analysis, it’s clear that after adding small Gaussian perturbations, matrix A and W
will become robustly full rank with reasonable probability (Lemma 36). In this section, we will
focus on the tricky part, using smoothed analysis framework to show that it is natural to assume
the distinguishing matrix is robustly full rank. We will consider two settings. In the first case, the
input distribution is the Gaussian distribution N (0, I), and the weights for the first layer matrix
W is perturbed by a small Gaussian noise. In this case we show that the augmented distinguishing
matrix M has smallest singular value o, (M) that depends polynomially on the dimension and
the amount of perturbation. This shows that for the Gaussian input distribution, o, (M) is lower
bounded as long as W is in general position. In the second case, we will fix a full rank weight
matrix W, and consider an arbitrary symmetric input distribution D. There is no standard way of
perturbing a symmetric distribution, we give a simple perturbation D’ that can be arbitrarily close to
D, and prove that o, (M D,) is lowerbounded.

Perturbing W for Gaussian Input We first consider the case when the input follows standard
Gaussian distribution NV'(0, I;). The weight matrix W is perturbed to W where

W =W + pE. (18)

Here E € R**4 is a random matrix whose entries are i.i.d. standard Gaussians. We will use M to
denote the perturbed version of the augmented distinguishing matrix M. Recall that the columns of

M has the form: N
M;; = E[(@:m)(@jx)(l‘ ® x)]l{@?mﬂ;x < 0},

where w; is the i-th row of W. Also, since M is the augmented distinguishing matrix it has a final

column My = vec(I;). We show that the smallest singular value of M is lower bounded with high

probability.

Theorem 9. Suppose that k < d/5, and the input follows standard Gaussian distribution N (0, I).

Given any weight matrix W with

|w;|| < 7T for each row vector, let W be a perturbed version

of W according to Equation (18) and M be the perturbed augmented distinguishing matrix. With
probability at least 1 — exp(—d?(M), we have

Umin(M) > p01y<1/7—a 1/d7 p)
We will prove this Theorem in Section C.1.

Perturbing the Input Distribution Our algorithm works for a general symmetric input distribu-
tion D. However, we cannot hope to get a result like Theorem 9 for every symmetric input distri-
bution D. As a simple example, if D is just concentrated on 0, then we do not get any information
about weights and the problem is highly degenerate. Therefore, we must specify a way to perturb
the input distribution.

We define a perturbation that is parametrized by a random Gaussian matrix () and a parameter
A € (0,1). The random matrix () is used to generate a Gaussian distribution Dy with a random
covariance matrix. To sample a point in Dg, first sample n ~ N(0, I;), and then output Qn.
The (@, ) perturbation of a distribution D, which we denote by Dg » is a mixture between the
distribution D and the distribution Dg. More precisely, to sample x from Dy, , pick z as a Bernoulli
random variable where Pr[z = 1] = X and Pr[z = 0] = 1 — A; pick 2’ according to D and pick
z" = @n according to distribution Dy, then let

2 z=0
T=Y 2" z2=1

Intuitively, the (@, A) perturbation of a distribution D mixes the distribution D with a Gaussian
distribution Dg with covariance matrix QQT. Since both D and Dy are symmetric, their mixture
is also symmetric. Also, the TV-distance between D and Dg is bounded by A. Throughout this
section we will use D’ to denote the perturbed distribution Dg »
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We show that given any input distribution, after applying (Q, A)-perturbation with a random Gaus-
sian matrix (), the smallest singular value of the augmented distinguishing matrix M D' is lower
bounded. Recall that M P’ is defined as

MZJ?’ =E;up [(w?m)(w;x)(x ® m)l{w;rxw;'—x <0}],

as the first (’;) columns and has E,.p/ [z ® ] as the last column.

Theorem 10. Given weight matrix W with ||w;|| < 7 for each row vector and symmetric input
distribution D. Suppose that k < d/7 and owmin(W) > p, after applying (Q, \)-perturbations to
vield perturbed input distribution D', where Q) is a d X d matrix whose entries are i.i.d. Gaussians,
we have with probability at least 1 — exp(—dQ(l)) over the randomness of @Q,

Tmin(MP") > poly(1/7,1/d, p, \).

We will prove this later in Section C.3.

C.1 SMOOTHED ANALYSIS FOR GAUSSIAN INPUTS

In this section, we will prove Theorem 9, as restated below:
Theorem 9. Suppose that k < d /5, and the input follows standard Gaussian distribution N'(0, I ;).
Given any weight matrix W with

|wi|| < 7T for each row vector, let W be a perturbed version

of W according to Equation (18) and M be the perturbed augmented distinguishing matrix. With
probability at least 1 — exp(—d*(M), we have

Umill(M) Z POl)’(l/Ta l/dv p)
To prove this theorem, recall the definition of M;;:

mat(M,;) = IE[(wjx)(w;rx)(:ch)]l{w,waij < 0}].

Since Gaussian distribution is highly symmetric, for every direction u that is orthogonal to both w;
and w;, we have uTmat(MZ-j)u be a constant. We can compute this constant as

mi; = E[(w:x)(w;x)l{w:xw;x < 0}].

This implies that if we consider mat(M;;) — m;;14, it is going to be a matrix whose rows and
columns are in span of w; and w;. In fact we can compute the matrix explicitly as the following
lemma:

Lemma 19. Suppose input x follows standard Gaussian distribution N'(0, 1), and suppose weight
matrix W has full-row rank, then for any 1 < i < 5 < k, we have

1
mat(Mij) =— (¢ij cos(dij) — sin(¢iz)) lwillllw; || 1a + %(wz‘w; + wjw;')

sin(¢ij) Nwill - Nwill
N T e [

where 0 < ¢;; < 7 is the angle between weight vectors w; and w;.

Of course, the same lemma would be applicable to W so we have an explicit formula for ]\Z] We
will bound the smallest singular value using the idea of leave-one-out distance (as previously used
in Rudelson & Vershynin (2009)).

Leave-one-out Distance Leave-one-out distance is a metric that is closely related to the smallest
singular value but often much easier to estimate.

Definition 2. For a matrix A € R¥"(d > n), the leave-one-out distance d(A) is defined to be the
smallest distance between a column of A to the span of other columns. More precisely, let A; be the
i-th column of A and S_; be the span of all the columns except for A;, then

d(A) := min ||(la = Projs_,)Asll
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Rudelson & Vershynin (2009) showed that one can lowerbound the smallest singular value of a
matrix by its leave-one-out distance.

Lemma 20 (Rudelson & Vershynin (2009)). For matrix A € R¥>"(d > n), we always have

d(A) > omin(A) > ﬁd(A).

Therefore, to bound Jmin(]T/f ) we just need to lowerbound d(M). We use the ideas similar to

Bhaskara et al. (2014) and Ma et al. (2016). Since every column of M (except for Mg) is random,
we will try to show that even if we condition on all the other columns, because of the randomness

in M;;, the distance between AA/Ej to the span of other columns is large. However, there are several
obstacles in this approach:

1. The augmented distinguishing matrix M has a special column MO = vec(I;) that does not
have any randomness.

2. The closed form expression for M (as in Lemma 19) has complicated coefficients that are
not linear in the vectors w; and w;.

3. The columns of J\Zj are not independent with each other, so if we condition on all the other
columns, M;; is no longer random.

To address the first obstacle, we will prove a stronger version of Lemma 20 that allows a special
column.

Lemma 21. Let A € Rt (4 > n + 1) be an arbitrary matrix whose columns are
Ag, A1, ..., Ap. Forany i = 1,2, ....,n, let S_; be the subspace spanned by all the other columns
(including Ao) except for A;, and let d'(A) := ming—1 .., ||(Ia—Projg_.)A;l. Suppose the column

Ao has norm Vd and Ay, ..., A,, has norm at most C, then

nC2d d
. > . / .
Omin(A) > min (\/4nc2 npt \/4n202 T ndd (A))

This lemma shows that if we can bound the leave-one-out distance for all but one column, then the
smallest singular value of the matrix is still lowerbounded as long as the columns do not have very
different norms. We defer the proof to Section C.2.

For the second obstacle, we show that these coefficients are lowerbounded with high probability.
Therefore we can condition on the event that all the coefficients are large enough.

Lemma 22. Given weight vectors w; and w; with norm |w;||, |w;|| < T, let w; = w; + pe;, w; =
wj + pe; where g;, €; are i.i.d. Gaussian random vectors. With probability at least 1 — exp(—dﬂ(l) ),

we know ||w;|| < 7+ \/3p%d/2, ||w;]| < T+ \/3p*d/2 and

p*(d—2)

Vor + \/3p2d7

where QNSij is the angle between w; and w;. In particular, lfW = W + pE where E is an i.i.d.
Gaussian random matrix, with probability at least 1 —exp(—d*M), for all i, ||w;|| < 74 +/3p%d/2,
V=)
(V2r+y/3p2d)m’

This lemma intuitively says that after the perturbation w; and w; cannot be close to co-linear. We
defer the detailed proof to Section C.2.

Gij >

and for all i < j, the coefficient ¢;; /7 in front of the term @i@; +wjw, is at least

For the final obstacle, we use ideas very similar to Ma et al. (2016) which decouples the randomness
of the columns.

Proof of Theorem 9. Let F; be the event that Lemma 22 does not hold. Event E; will be one of
the bad events (but note that we do not condition on F; not happening, we use a union bound at the
end).
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We partition [d] into two disjoint subsets L1, Lo of size d/2. Let M’ be the set of rows of M indexed
by L1 X Ls. That is, the columns of M’ are

i _ o sin(gy )(llwzll~ llwl ),

(Wi, 1, ®Wj, L, +Wj, 1, ®W, L, ) L Wy Ly + = Wi, L, ®Wi, L,
™ ™l (||

for i < j, where w; 1, denotes the restriction of vector w; to the subset L. Note that the restriction
of vec(1) to the rows indexed by Ly X Lo is just an all zero vector.

!
Mij

We will focus on a column M;; M!. with i < j and try to prove it has a large distance to the span of all
the other columns. Let V;; be the span of all other columns, which is equal to V;; = span{M ol -
kE <UA (k1) # (i,5)} (note that we do not need to consider M, because that column is O when
restricted to Ly X L.

It’s clear that V;; is correlated with mj, which is bad for the proof. To get around this problem, we
follow the idea of Ma et al. (2016) and define the following subspace that contains V;;,

Vij = Span{@k,Ll ® T, T @ Wy, L, Wy, 1, ® T, T RW; 1, |k & {i,j},x € Rd/2}.

By definition V;; C V;;, and thus V- C Vi, where V;} denotes the orthogonal subspace of V;;.

Observe that w; 1, ® W; 1,,Wj,1, @ Wj L,, Wi 1, ® Ws 1, € Vij, thus

ProjVL M’ % Pro_]VL (w, L, @ W;j, Lz)

Note that w; 1,, ® wj 1, is independent with ‘A/Zj Moreover, subspace Vij has dimension at most
(k—2)d/2+ (k—2)d/2+d/2+d/2 = (k—1)d < *- % Then by Lemma 31, we know that with
probability at least 1 — exp(—d*(1)),

Projg. (@i,1,  @j,1,) = poly(1/d, p).

Let E5 be the event that this inequality does not hold for some ¢, j.

Let S;; = span{]\70, My : k <1A (k,1) # (i,7)}. Now we know when neither bad events F; or
E5 happens, for every pair ¢ < 7,

Projg. M;; >Projy, . J\Z’j
ij - ij -
R,

ZPTOJVL_JL_MU

Gijo . [~ _
:%PI‘OJV; (wi’Ll X 'LUj,Lz)

>poly(1/7,1/d, p).

Currently, we have proved that for any ¢ < 7, the distance between column J\Zj and the span of
other columns is at least inverse polynomial. To use Lemma 21 we just need to give a bound on the
norms of these columns. By Lemma 22, we know when F; does not happen

~ 3p2d
V’L7 ||w7,|| S T+ pTa

where 7 is the uniform upper bound of the norm of every row vector of W. Let 7 = 7 + 3p2 4 we

know 7T = poly(T,d, p).
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Thus, we have

H H <- ((b”|cos((b”)| + Sln(¢lj))||wz“||w7||f

Bij o~ e i~
+ ?](HwiHijH + [lw; | [|w:l])
sin(dij) 1~ 111~ i~
t— 2= (N[ lws | + ;][] @:]])

=2 =2

2
<Tlr+1d+272+
™ i

Thus, there exists C = poly(7,d, p), such that ||]\Zg || < C forevery i < j. Now applying Lem-
ma 21 immediately gives the result. (]

C.2 PROOF OF AUXILIARY LEMMAS FOR SECTION C.1
We will first prove the characterization for columns in the augmented distinguishing matrix.

Proof of Lemma 19. For simplicity, we start by assuming that every weight vector w; has unit norm.
At the end of the proof we will discuss how to incorporate the norms of w;, w;. Also throughout the
proof we will abuse notation to use M;; as its matrix form mat(M;;).

Let S;; be the subspace spanned by w; and w;. Let Si# be the orthogonal subspace of S;;. Let

{egi’j), egi’j)} be a set of orthonormal basis for S;; such that egi’j) = w; and <e§i7j), w;) > 0. We

use matrix S;; € R?*? to represent subspace S, which matrix has egi’j ) and eg’j ) as two columns.

Also, let S; »Jf be a d x (d — 2) matrix, whose columns constitute an orthonormal basis of SZJJ-

Let Projg, . = = S;; S}

ij» and Projg. = Iy — S;3S;;- Then, we have
M;; = Projgi Mij + Projg, , M,

= (Projsé Mi]' + mijProjSij Id) + (PI‘OjSij Mi]' — mijProjSij Id)

= (Projsi# Mij + mijPrOjSij Id) -+ (PI’OjSij Mij — mwS”S;;)
First, we show that

PI'OjS%_ Mij —+ mijProjSij Id = mijjdv
which is equivalent to proving that Projg. M;; = m;;Projg. I4. It’s obvious that the column span
g ¥
of Projg. M;; belongs to the subspace SZJJ- Actually, the row span of Proj g M;; also belongs to the
ij ¥

subspace Sfj- To show this, let’s consider u " (Projsfj M;;)v, where u € SZ# and v € S;;.
’LLT(PI'OjS#j Mij)'l) = UT(Id — S”S;;)M”U
= (UT — UTSijS;E)Mij’U
= UTMUU,
where the last equality holds since u € S;; L is orthogonal to egi’j ) and eg’j ). We also know that
u' Mjv = uT]E[(wjx)(wix)(sz)]l{wawT:r < 0}]w
= [(w-Tx)(me)(uTx)(v x)]l{w mw z < 0}]
= E[(wa)(w;rx)(UTx) {w xw z < 0}] [(u T x)]

T T

x is independent with w,' x, w;

u is orthogonal with w;, w;, v, we know for standard Gaussian vector x, random variable u'zis
T, T

independent with w, z,w; z,v" .

where the third equality holds because u x and v'. Note since
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Since the column span and row span of Proj st M;; both belong to the subspace Si#, there must exist
a (d —2) x (d — 2) matrix C, such that Projg. M;; = S5C(S75)T. We only need to show this
matrix C must be m;;I4_o. In order to show this, we prove for any u, v € SZ#, T (Projsilj M;;)v =
miu’v.
uT(Projsé M;j)v =u' Mjjv
= uTE[(w :C)(wj x) a:xT)]l{w:xw;r:c <0}

=E[(w; )(w;x)(uTa:)(vTx)]l{wawa < 0}]

=E[(w;2)(w, 2)1{w; xw z < 0}E[u"zv 1]
=myju Elzz' v
=myju v,

where the fourth equality holds because u " z,v " x are independent with w, z, wJTac

x)(w,;

L5

T
J
T

Thus, we know
M;; =(Projg. Mij + mi;Projs, I4) + (Projg, Mi; — mi;Si;Si;)
:mij-[d + (ProjsijMij — m”S”S;;)

Let’s now compute the closed form for m;;. Recall that

myj = E[(w:x)(w;z)l{wjxw;x < 0}].

Note, we only need to consider input  within subspace S;;, which subspace has dimension two.
Using the polar representation of two-dimensional Gaussian random variables (r is the radius and ¢
is the angle), we have

1 o[>, 72 H 1 .
p T exp(—g)dr 2cos(0) cos(0 + ¢;;)df = —(¢sj cos(¢s5) — sin(¢i;)).

4 5 =i g

mij =
Next, we compute the closed form of Projg M;;. Note Projg M;; is symmetric, because
Projsij M;; = Mij—myjlqg+m;;Si; S” ,and Mlj , 14 and S;; S;'j—- are all symmetric. It’s obvious that
the column span of Proj S M;; belongs to subspace S;;. Combined with the fact that Proj S M;;
is symmetric, we know the row span of Projg, . Mij also belongs to the subspace S;;. Thus, matrix

Projg, . M;; can be represented as a linear combination of (eg 7 ))(egi’j ))T

() ()T, (e§)) ()T and (e§7)) ("), which means
Projs,, Mi; = iy’ (e") (") T+l (e ) (e5) el (e ) (e ) T el (5 ) (e )T,
where ¢\ (59 {87 and {57 are four coefficients. Now, we only need to figure out the four

coefficients of thls hnear combination. Similar as the computation for m;;, we use polar integration
to show that,

i =(Projs,, My, (") (ef")7T)

™

o 2 z
:2i 0 exp(—%)dr/ (cos®(0) cos(0 + ¢ij) + cos(0) cos® (0 + ¢;;))df
T 5—0i

:$(12¢ij cos(¢ij) — 9sin(¢s;) — sin(3¢i;)),
(4,9) :

where the first equality holds because e; ™’ is orthogonal with e

S5 =(Projs, My, (e57)(e5)T)

(%) Similarly, we can show that

_L - o exp(—g)dr /E (cos(6) cos(0 + ¢i;) sin®(0) + cos(6) cos(6 + ¢i;) sin®(0 + ¢y;))do
0 st

2m 5 —Pij

Zﬁ(ﬁl% cos(¢ij) — Tsin(¢i;) + sin(3¢i;)),
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and
csi?) =(Projs,, My, (e5)(e{"))T)

_1 h 0 exp(—ﬁ)dr /E (— cos®(0) cos(0 + ¢i;) sin(0) + cos(6) cos® (0 + ¢y;) sin(0 + ¢;;))do
2w 2 T — i

:%(%’ sin(¢;) — cos(¢i;) sin®(¢s;)).

It’s easy to check that C(M) (Z’j) . Let M’ be PI'O]S M;; —m;;5:;5:;. Then, according to above
computation, we know

Mj; =Projg, M;j —m;;S;;Si;
(Cgﬁi) _ mij)(egm))@(lw))'r + Cgléﬂ)(egw))(eg’”))—r 4 C(Qlfj)(egd))(egm))—r + (0522,]) _ mij)(eé”]))(eg“”f
:E (8¢ij cos(¢ij) — Hsin(¢s;) — Sin(3¢ij)) (egm))(egw))r

T %( — 3sin(¢y;) + sin(3¢ij))(eéi’j))(eéi,j))'r

+ (01 5in(y) — cos(917) sin?(915)) () ()T + () ()T,

Since e{") = w; and e{") = TG
ij
-

w;w; and w;w

— cot(¢;;)w;, we can also express M;; as a linear combi-

nation of wyw," , w;w

Mj; :ﬁ (86i; cos(ij) — 5sin(¢y;) — sin(3¢y;))wiw

1 , .
+ E( — 3sin(q[)ij) =+ Sin(g(bij))(sinl(uﬁ — COt((b”)wz)(&nl(U#]) — COt((bij)wi)T
L () — cos(é) sin (o)) (s (—20— VT wi w T
+ *(Qbij 51n(¢1j) C05(¢zj) S (¢z])) (wz(sin(;ij) COt(¢zj)wz) + (sin(;ﬁij) COt(¢zj)wz)wi )
¢7er (w; w + wjw T) — %(ij; + wlw;r)
Thus,
M;; fm”]d + M/
(bzg

Ty - sin(¢i;)

(wiw;— + wjw; D).

-
(wjw; + wiw;

=;(¢z’j cos(¢ij) — sin(¢i;))Ia +

Finally, if the rows w;, w; do not have unit norm, let @; = w; /||w;||, @; = w;/||w;||, we know
mi; = E[(w:x)(w:x)]l{w;rxw;x < 0}]
= [lwill lw; |E[(@] 2) (@] 2) H{w] zw] = < 0}]
= (6 cos(ony) —sin(i) il g

Here we used the fact that the indicator variable does not change whether we use w;, w; or w;, ;.
Similarly,

M;; = ]E[(w;rx)(w—rx)zx—r]l{w;rxw;—x < 0}]

J
= il |E (@] 2)(@] )aa” 1{w] zw]z < 0]
1 . i sin w; w;
= L0y costny) — sin(@u) sl 1o + 22 ] +uwy]) — 20 Ml e Lol oy
. Gyl Tl
O

Now we can prove the lemmas used to handle the two obstacles. First we give the stronger leave-
one-out distance bound.
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Proof of Lemma 21. The smallest singular value of A can be defined as follows:

Omin(A) := min ||Aul.

[lull=1
Suppose u* € argmin,,, = [|Au||. Let u; be the coordinate corresponding to the column A;, for
4nC?

. . "
0 < ¢ < n. We consider two cases here. If |ug| > T g then we have

Jmin(A) :”AU*”

1<i<n

2[|us Aol = | D widil

1<i<n

[ 4AnC? .
> m\/g* (1glzgn|uz‘)c
4nC?d d
“\ ez 1 d _*/ﬁ\/ e 1
[ nC3d
Ve +a’
where the third inequality uses Cauchy-Schwarz inequality.

* 4nC? *|2 d *
If [uf| </ gcora weknow 37, ;o |ui|* > gy Let k € argmax, <, |u;|. We know that
* d
luy| > \/ Tz Thus,

omin(A) >|JupAr + > ur Ay
ii£k

=il e+ 3 oA
itk K
>lup||[(Ig — Projg_, ) Ayl

>|ug|d'(A)

d
> ————d'(A).
=V 4n20? 4+ nd (4)

Above all, we know that the smallest singular value of A is lower bounded as follows,

nC2d d
) > . / .
Omin(A) > min (\/4nC2 T \/4n202 T ndd (A))

Next we give the bound on the angle between two perturbed vectors w; and w;.

Proof of Lemma 22. According to the definition of p-perturbation, we know w; = w; + pe;, w; =
wj + pe;, where g4, €5 are i.1.d. standard Gaussian vectors. First, we show that with high probability,
the projection of w; on the orthogonal subspace of w; is lower bounded. Denote the subspace
spanned by w; as Sg,, and denote the subspace spanned by {w;, w;} as Sg,uw,- Thus, we have

[Prois il [Profs. (i -+ peo)]

~lProis; __ <l

where S%j is the orthogonal subspace of Sg; .
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Fix ¢, then SZ

w;iUw;

is a fixed subspace of RY with dimension d — 2. Let U be a d x (d — 2)

matrix, whose columns constitute a set of orthonormal basis for the subspace S%-j Uw; * Thus, it’s

not hard to check that Proj SJ_ i Ue, where ¢ € R?2 is a standard Gaussian vector. Denote
YV = |[Projs. & 4 Us = |l¢]|?, which is a chi-squared random variable with (d — 2)
degrees of freedom. According to the tail bound for chi-squared random variable, we have
1 d—2)¢2
Prl|—5Y —1[> ¢ <265, vt e (0,1),
Lett = %, we know that with probability at least 1 — 2 exp( _(;12_ 2) ),
Y > L 2
2

Thus, we have ||Projg. w;|| > p||Projg. &l > 4/ M Recall that
w wjUw,
[[Projs. wi| = sin(¢y)||ws].
J
We also know
[[wil| =[lws + peill

<Jlwill + plle:l|

=7+ plleill,
where the last equality holds since ||w;| < 7. Note ||g;||? is another chi-squared random vari-
able with d degrees of freedom. Similar as above, we can show that with probability at least
1-2 exp(g—g),

3d
leall® < 5

By union bound, we know with probability at least 1 — 2 exp(55 4y — 2 exp( 7(g; 2) ),

P-2)

sin(¢i;)||w]| > 5

~ 3p2d
il <7+ 2=

Combined with the fact that &j > sin(ggij) when 5”' € [0, 7], we know with probability at least
1— 2exp(32) — 2exp(—4-2)
exp( 39 ) exp( 39 )a

i >sin(di;)
_sin(¢iy)[|wi]|

([l
p2(d=2)
272
T4/ @
_ V/PPd=2)
a V2T + \/?de
Given W = W + pE, where E is an i.i.d. Gaussian matrix, by union bound, we know with

probability at least 1 — exp(—d?(1)),

Vi, [|wi]| < 7+ +/3p*d/2
¢z] Q(d*2)
= Wer+ \apdn

Vi <j
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C.3 SMOOTHED ANALYSIS FOR GENERAL INPUTS

In this section, we show that starting from any well-conditioned weight matrix W, and any symmet-
ric input distribution D, how to perturb the distribution locally to D’ so that the smallest singular
value of MT" is at least inverse polynomial.

Recall the definition of (Q, A)-perturbation: we mix the original distribution D with a distribution
D¢ which is just a Gaussian NV'(0,QQT). To create a sample x in D', with probability 1 — \ we
draw a sample from D; otherwise we draw a standard Gaussian n ~ N (0, I;) and let x = Qn. We
will prove Theorem 10 which we restate below:

Theorem 10. Given weight matrix W with ||w;| < 7 for each row vector and symmetric input
distribution D. Suppose that k < d/7 and owin(W) > p, after applying (Q, \)-perturbations to
vield perturbed input distribution D', where Q) is a d X d matrix whose entries are i.i.d. Gaussians,
we have with probability at least 1 — exp(—dQ(l)) over the randomness of Q,

O‘min(MD/) > poly(1/7,1/d, p, \).

To prove this, let us first take a look at the structure of augmented distinguishing matrix for these
distributions. Let MP, MPe, MP' be the augmented distinguishing matrices for distributions D,
Dg and D’ respectively. Since D’ is a mixture of D and D, and the augmented distinguishing
matrix is defined as expectations over samples, we immediately have

MP" = (1 - A)MP + AMPe.

Our proof will go in two steps. First we will show that o, (M P?) is large. Then we will show
that even mixing with M P will not significantly reduce the smallest singular value, $0 o yin (M D/)
is also large. In addition to the techniques that we developed in Section C.1, we need two ideas that
we call noise domination and subspace decoupling to solve the new challenges here.

Noise Domination First let us focus on o, (M DQ). This instance has weight W and input
distribution A'(0,QQ ). Let M be the augmented distinguishing matrix for an instance with
weight W@ and input distribution A/ (0, I;). Our first observation shows that MP< and MW@ are
closely related, and we only need to analyze the smallest singular value of M"V?. The problem now
is very similar to what we did in Theorem 9, except that the weight W@ is not an i.i.d. Gaussian
matrix. However, we will still be able to use Theorem 9 as a black-box because the amount of noise
in W@ is in some sense dominating the noise in a standard Gaussian. More precisely, we use the
following simple claim:

Claim 1. Suppose property P holds for N'(u, 1) for any u, and the property P is convex (in the
sense that if ‘P holds for two distributions it also holds for their mixture), then for any covariance

matrix ¥ = I3, we know P also holds for N(u, ).

Intuitively the claim says that if the property holds for a Gaussian distribution with smaller variance
regardless of the mean, then it will also hold for a Gaussian distribution with larger variance. The
proof is quite simple:

Proof. Let ¥/ = X — I, by assumption we know X is still a positive semidefinite matrix. Let
x ~ N(,X), 2" ~ N(u,X) and § ~ N(0,1;), by property of Gaussians it is easy to see that

24+ 5. Let dz, dy and dg be the density function for x, ', § respectively, then we know for

any point u

dm(u) = Ex/NN(u,E’) [d(;(u — ZL'/)]
That is, A (u, X) is a mixture of A'(z’, I). Since property P is true for all N'(z’, I), it is also true
for N (p, X). O

With this claim we can immediately use the result of Theorem 9 to show i, (M P?) is large.
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Subspace Decoupling Next we need to consider the mixture M D' The worry here is that although
Omin(MPQ) is large, mixing with D might introduce some cancellations and make oy, (M D/)
much smaller. To prove that this cannot happen with high probability, the key observation is that in
the first step, to prove ouin (MW ?) is large we have only used the property of WQ. If we let @ be
the projection of () to the orthogonal space of row span of W, then @ is still a Gaussian random
matrix even if we condition on the value of W Q! Therefore in the second step we will use the
additional randomness in () to show that the cancellation cannot happen. The idea of partitioning
the randomness of Gaussian matrices has been widely used in analysis of approximate message
passing algorithms. The actual proof is more involved and we will need to partition the Gaussian
matrix () into more parts in order to handle the special column in the augmented distinguishing
matrix .

Now we are ready to give the full proof of Theorem 10

Proof of Theorem 10. Let us first recall the definition of augmented distinguishing matrix: M D' s
a d? by (kg + 1) matrix, where the first ko columns consist of

and the last column is E,p/ [z ® x]. According to the definition of (Q, A)-perturbation, if we let
Dg be N(0,QQT), then we have

MP = (1= A)MP 4+ AMPe,

In the first step, we will try to analyze MP<. The first ko columns of this matrix M P2 can be
written as:

D
My = Beepg [(w] 2)(w] 2)(x @ 2)H{w] zw ]z < 0}]

= Enno.r) [(w] Qn)(w] Qn)(Qn @ Qn)1{w, Qnuw; Qn < 0}]
= Q® QE,on(0.1) [(0] Qn)(w] Qn)(n ® m)1{uw] Qnuo] Qn < 0}]
for any 7 < 7, and the last column is
Eznpy [z ® 2] = Epon(0,1,) (@1 @ Qn)
=Q ® QE,n(0,1,)[n @ n].

Except for the factor ) ® @, the remainder of these columns are exactly the same as the augmented
distinguishing matrix of a network whose first layer weight matrix is W@ and input distribution is
N(0,1;). We use M€ to denote the augmented distinguishing matrix of such a network, then we
have

MPe = Qe QMWe.

Therefore we can first analyze the smallest singular value of MW@, Let W = W Q. Note that Q is
a Gaussian matrix, and W is fixed, so W@ is also a Gaussian random matrix except its entries are
not i.i.d. More precisely, there are only correlations within columns of W@, and for any column of
W@, the covariance matrix is WW . Since the smallest singular value of W is at least p, we know
Omin(WWT) > p? Let the covariance matrix of WQ be Sy g € R*¥*k which has smallest
singular value at least p?. Therefore we know Ywg = p?I.q. It’s not hard to verify that with

probability at least 1 — exp(—d®*(1)), the norm of every row of WQ is upper bounded by poly(7, d).
By Claim 1, any convex property that holds for any N(0, p?I;4) perturbation must also hold for
Ywq *. Thus, we know with probability at least 1 — exp(—d®()),

Umirl(MWQ) Z pOIY(l/Ta 1/d7 p)
To prepare for the next step, we will rewrite M "V'? as the product of two matrices. According to the

closed form of MZ-‘;VQ in Lemma 19, we know each column of M€ can be expressed as a linear
combination of w; ® w;’s and vec(I;). Therefore:

MWQ = [VT/T ® WT,vec(Id)}R,

“The conclusion of Theorem 9 is clearly convex because it is a probability, and probabilities are linear in
terms of mixture of distributions.
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where matrix R has dimension (k% + 1) x (k2 + 1). It’s not hard to verify that
Urrlirl(MWQ) S H |:/V\V/T ® WT, VCC(Id):| Ho-min(R)-

Thus,
Omin (MWQ )

[WT QWT, vec(Id)} H .

Omin (R) Z H

Note that W is a k x d matrix with ||w;|| < 7 for every row vector, and W = WQ, where Q
is an standard Gaussian matrix. Thus, similar as the proof in Lemma 22, we can show that with
probability at least 1 — exp(—d?(1)),

[ o 7 seta] < 7 o 7 st <o

Thus, we know
O'rnin(R) 2 pOIY(l/Tv 1/d7 p)

Now we will try to perform the second step using the idea of subspace decoupling. Let Projy; be
the projection matrix to the row span of W, and let Projy;,. = Iq — Projy;,. Let Q = Projy;,. Q. Let
the columns of U € R4*(?=%) be a set of orthonormal basis for the orthogonal subspace W=. By
symmetry of Gaussian, Projy,, @ is independent with Projy;, . Q. Thus, from now on we will condi-
tion on Projy;, @, and still treat Projy;, . () as a Gaussian random matrix. More precisely, Projy, . @
has the same distribution as U P, where P € R(4=%)xd ig 3 standard Gaussian matrix.

We further decouple the P part into two subspaces (this is done mostly to handle the special column
in augmented distinguishing matrix). Let the rows of V' € R**4 be a set of orthonormal basis for

the row span of W = WQ. And let the rows of V- € R(4=%)xd be a a set of orthonormal basis

for the orthogonal subspace W+, We can then decompose U P into the row span of V and V* as
follows,

UPLUPVYLUPRYV,

where P} € R(@=K)x(d=k) apd Py € RE=K)XE are two independent standard Gaussian matrices.
After this decomposition, we have

Q®Q {WT @WT, Vec(Id)} R
ypeUP {WT QWT, vec(Id)} R
LUPVE +UPV)® (UPVE + UPYV) [WT oW, Vec(Id)} R
—UoU(PV'+PV)o (AV+PV) [WT oW, Vec([d)} R
—UoU [(PlvL L RVWT @ (PVE+ PBV)WT vec((PLVE + BV)(PVE + PQV)T)} R
—UQU [PQV'WT © PoVIW T vec(PL P, + PPy )] R,

where the last equality holds because the row span of V= is orthogonal to the column span of wT.

Now, we go back to matrix MP". Let Projy- 1 g1 be Projy,. @ Projy. . We have,

Umin(MD/) :Umin((l - /\)MD + )\MDQ)
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Since R has full row rank, we know that the row span of Projy; . gy 0 M D belongs to the row span
of R. According to the definition of U, it’s also clear that the column span of Projyy 1 gy MP

belongs to the column span of U ® U. Thus, there exists matrix C' € R(=F)*x(K*+1) quch that
PI‘OjWJ_®WJ_ MD =U®UCR.
Thus,

/

Urnin(MD ) :Urnin((l - )\)MD + )\MDQ)
> 0min ((1 — NProjyy s gws MP + AU ® U[PQVWT © PVW T, vec(PL P + PPy )} R)

— ()\U ® U(?C + [BVWT @ PVW T vee(PL P + PyPy )])R).

Note that C' only depends on U and R, U only depends on W, and R only depends on W Q). With
WQ fixed, C is also fixed. Clearly, C' is independent with P, and P5. For convenience, denote

1—X — ~
Hi=——C+ [RVIWT @ VW, vec(P P, + PPy )].

Now, let’s prove that the smallest singular value of matrix H € R=R)**(k*+1) g Jower bounded
using leave-one-out distance. Let’s first consider its submatrix H which consists of the first k2
columns of H. Note that within random matrix P,VW T, every row are independent with each

other. Within each row, the covariance matrix is /VVWT Recall that W is a random matrix whose
covariance Sy = p?Ijq, we can again apply Claim 1 with the property proved in Lemma 37. As

a result, with probability at least 1 — exp(—d(1)),

Omin(W) > poly(1/d, p).

Thus the covariance matrix of each row of PQVWT has smallest singular value at least v :=
poly(1/d, p).

We can view P,VW T as the summation of two independent Gaussian matrix, one of which has
covariance matrix y/(q_g),. For this matrix, we will do something very similar to Theorem 9 in
order to lowerbound its smallest singular value.

Claim 2. For a random matrix K € RUY=F)*F that is equal to K° + E where E is a Gaussian
random matrix whose entries have variance ~y. If d > Tk, for any subspace S¢ that is independent
of K and has dimension at most k* + 1, the leave-one-out distance d(ProjSéK ® K) is at least

poly(v,1/d).

The proof idea is similar as Theorem 9, and we try to apply Lemma 31 to K ® K. In the proof we

should think of K := P» VWT, and denote i-th column of K as K;. We also think of the space S¢
as the column span of C.

As we did in Theorem 9, we partition [d — k] into 2 disjoint subsets L, and Lo of size (d — k)/2.
Let H' be the set of rows of H indexed by L1 X L.

We fix a column ﬁ{j, i #j € [k]. Let S = span{H}, : (k,1) # (i,7)}. It's clear that S is correlated
with ﬁ{J Let C’ be the set of rows of C indexed by L1 x Ls. Let S be the column span of C”,
which has dimension at most k2 + 1. We define the following subspace that contains S,

S =S8cUspan{K;, @2,2® K; ,, K., ®x,2® K ,|z € RIF/2 1 ¢ (1}

Therefor by definition S C S, and thus S+ C S, where S+ denotes the orthogonal subspace of S.
Notice that H]; = K; 1, ® Kj 1, + ﬁC’Z’ ; is independent with .S, assuming C'is fixed. Moreover,
S has dimension at most

(d—k)/2+(d—k)/2+ (k—2)d—k)/2+ (k—2)(d—k)/2+ Kk +1< %%,
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if £ < d/7. Then, according to Lemma 31, we know with probability at least 1 — exp(—dQ(l)),
|[Projs. ]| > poly(1/d, p).

For the column H’

119

i € [k], we define subspace S slightly different,

S =ScUspan{K; 1, ® x,x ® K p, |z € RITF/2 [ £},

Here the dimension of S is also smaller than (d — k)2 /5, assuming that k < d/7. We can similarly
show that with probability at least 1 — exp(—d®(1),

|[Projg. H;|| > poly(1/d, p).

Thus, by union bound, we know that the leave-one-out distance of matrix H’ is lower bounded by
poly(1/d, p).

Now, let’s add the additional column vec(P, P," + P, P, ) into consideration. For convenience we
denote this column by b. We will first prove that the vector b has large norm when projected to the

orthogonal subspace of columns in H , then we will combine this with the fact that O’min(I:I ) is large
to show that op,in (H ) is also large (this last step is very similar to Lemma 21).

We know matrix H only depends on the randomness of P». Thus, with P fixed, all columns in H
are fixed except for b. Now, we rely on the randomness in P; to show that the distance between b
and the span of other columns in H is lower bounded. In order to get ride of the correlation within
column b, we also need to consider a subset of its rows indexed by L1 x Lo, denoted by b’. Let the

first column of P; be p € R4—* and the submatrix consisting of other columns be ]51. Let Sy, be
the column span of H'. Let

Sz, = Sg UScr Uspan(vec(PyP")' vec(Pa Py )'),

where vec(P; P, )’ is the restriction of vec(P, P;") to the rows indexed by L; x L. The dimension
of Sz, is at most k% + k? + 1+ 2 < (d — k)?/12, assuming that k < d/7. Clearly,

Projg. b' >Projg. b’
I°d I
:PI’OjS?ﬂle ®pL2,

where py, is the restriction of p to rows indexed by L. Note that py,, and pr,, are two independent
standard Gaussian vectors. Thus, according to Lemma 31, we know with probability at least 1 —
exp(—d*™M), the distance between b’ and the column span of H’ is at least poly(1/d).

. . (d=k)? | p2 =k . .
Claim 3. For any matrix A € R 1 **¥" and a vector v € R~ , if the leave-one-out distance

2
d(A) > 6, ||Proj,.b| > ¢ and |[v|| < C4, let B € R“T=X* "+ be the matrix that is the

concatenation of A and v, then the leave-one-out distance d(B) > poly((,9,1/Ch).

The proof idea is similar as the proof in Lemma 21. In the proof, we should think of A := H v:=1
and B := H’, where H' is the subset of rows of H indexed by Ly X Lo. We know that d(H') >

d = poly(1/d, p), ||Proj 4. b|| > ¢ = poly(1/d). It’s not hard to show that with probability at least
1 — exp(—d?M),

1]l <poly(d).
Thus, there exists C; = poly(d), such that ||b'|| < Cy. We already proved that the leave-one-out
distance of b’ in H' is lower bounded. We only need to show the leave-one-out distance for the first

k2 columns, which are I;TZ(j, i,7 € [k].
For any i, j € [k], the leave-one-out distance for H +; within matrix H' can be expressed as follows
. ! gl /
min | H;; + Z e Hyy + cb'||
(k:1)# (i)
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Let {c};, ¢, } be one set of the optimal solutions to min,, ¢, ||H + 2k )£()) Hy, + cpb|. If
c¢; = 0, we immediately have

1H + > el + |
(k,1)#(4,5)
=||H}; + Z |
(k,1)#(1.5)
ZT&PHH{]‘+ Z criHpy |
(k,D)#(4,5)
>0

)

where the last inequality holds because the leave-one-out distance of matrix H' is lower bounded by

d.
If ¢; # 0, we need to be more careful. In this case, we have,
1+ >0 i+ v
(k,D)#(,5)
*
H’ S g,y
(koD #(05)

Zlep|C,

where the last inequality holds because the distance of b’ to the column span of H' is lower bounded.
If || = 20 s wehave [|H; + 32 2.5 e Hyy + et/ > 201

If |¢f| < 2C , we have

”[A{z{j + Z ity + V||
(k,1)#(3.5)
>H+ Y e il =l

(k,1)#(4,5)
> mi Al/‘ ! X /
_IEIICIZHHH”-F Z crHp | = [ep ][0l
(k,1)#(4,5)
>5——C
20, "

=5/2.

Thus, the leave-one-out distance of H’ is lower bounded by poly((,d,1/C1). Recall that with
probability at least 1 — exp(—d®(")), we have § = poly(1/d, p),¢ = poly(1/d),C; = poly(d).
Thus, we have

d(H') > poly(1/d, p).

According to Lemma 20, we have
Omin (H/) 2
>poly(1/d, p).

Finally, we put everything together. Since H' is a full column rank matrix, we know that o, (H) >
Omin(H') > poly(1/d, p). By union bound, we know with probability at least 1 — exp(—d*()),

Umin(H) Zpoly(l/d, P)
Omin(R) Zpoly(1/7,1/d, p).
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Since U is an orthonormal matrix, we know op,i, (U ® U) = 1. According to Eq. 19, we know with
probability at least 1 — exp(—d?(1)),
Tmin(MP') >0min(A\U @ UHR)
>A0min (U @ U)omin (H ) Omin (R)
>poly(1/7,1/d, p, A)
where the second inequality holds since all of U ® U, H and R have full column rank. (|

D TooLs

In this section, we collect some known results on matrix perturbations and concentration bounds.
Basically, we used matrix concentration bounds to do the robust analysis and used matrix perturba-
tion bounds to do the smoothed analysis. We also proved several corollaries that are useful in our
setting.

D.1 MATRIX CONCENTRATION BOUNDS

Matrix concentration bounds tell us that with enough number of independent samples, the empirical
mean of a random matrix can converge to the mean of this matrix.

Lemma 23 (Matrix Bernstein; Theorem 1.6 in Tropp (2012)). Consider a finite sequence {Z}} of
independent, random matrices with dimension di X ds. Assume that each random matrix satisfies

E[Zk] = 0 and || Z|| < R almost surely.

N =z}

Define

0% := max { 1> Elz:z;)]
k

Then, for allt > 0,
—t2/2
k

As a corollary, we have:

Lemma 24. Consider a finite sequence {Z1,Zs -+ Zy} of independent, random matrices with
dimension dy X ds. Assume that each random matrix satisfies

[Zk| <R, 1<k <m.
Then, forall t > 0,

Pr{| Y2 - BAD | 2 1} < (@ + do)exp (gt ).
k=1

Proof. For each k, let Z}, = Z;, — E[Z}] be the new random matrices. It’s clear that E[Z},] = 0 and
IZ;.]l < 2R. For the variance,

o> <> |IE[Z.Z]| (19)
k=1
<> 4R (20)
k=1
=4mR?2. 21)
(22)

Thus, according to Lemma 23, we have

e >~ Bl 2 th=pe{| A 1 < (dy +do) esp —t*/2 )
k=1 _

4mR? + (2Rt)/3
O

50



Published as a conference paper at ICLR 2019

D.2 MATRIX PERTURBATION BOUNDS
Perturbation Bound for Singular Vectors For singular vectors, the perturbation is bounded by
Wedin’s Theorem.

Lemma 25 (Wedin’s theorem; Theorem 4.1, p.260 in Stewart & Sun (1990).). Given matrices
A, E € R™ ™ with m > n. Let A have the singular value decomposition

1 0 -
A=[U,U,Us] | 0 32| [V1, V2]
0 0

Let A = A+ E, with analogous singular value decomposition. Let ® be the matrix of canonical
angles between the column span of Uy and that of Uy, and © be the matrix of canonical angles
between the column span of V1 and that of V1. Suppose that there exists a 6 such that

7

in [Z1)ii = [Zoljj| > 0 and min[[S]is] > 6,

then )
&I

52

Isin(®)[[* + || sin(©)* < 2

In order to show the robustness of least k right singular vectors of 7', we combine Wedin’s theorem
with the following Lemma.

Lemma 26 (Theorem 4.5, p.92 in Stewart & Sun (1990).). Let ® be the matrix of canonical angles
between the column span of U and that of U, then

[Projg — Projy|| = || sin(®)]].

The exact lemma used in our proof is the following corollary in Ge et al. (2015).

Lemma 27 (Lemma G.5 in Ge et al. (2015)). Given matrix A, E € R™*™ with m > n. Suppose
that the A has rank k. Let S and S be the subspaces spanned by the first k right singular vectors of
Aand A = A+ E, respectively. Then, we have:

V2||E||r
Projs. — Projs. || < YIZ0E
H ro]SJ- ro]SL” = O'k(A)

Perturbation Bound for pseudo-inverse With a lowerbound on o, (A4), we can get bounds for
the perturbation of pseudo-inverse.

Lemma 28 (Theorem 3.4 in Stewart (1977)). Consider the perturbation of a matrix A € R™*™ :
B = A+ E. Assume that rank(A) = rank(B) = n, then

1B — AT|| < V2|l AT BT||E].

The following corollary is particularly useful for us.

Lemma 29 (Lemma G.8 in Ge et al. (2015)). Consider the perturbation of a matrix A € R™*™ :
B = A+ E where |E|| < omin(A)/2. Assume that rank(A) = rank(B) = n, then

1Bt — AT|| < 2V2| B /omin(4)

Perturbation Bound for Tensor To lowerbound the leave-one-out distance in augmented distin-
guishing matrix , we use the following Lemma as the main tool.

Lemma 30 (Theorem 3.6 in Bhaskara et al. (2014)). For any constant § € (0, 1), given any subspace
V of dimension §d" in Rdl, there exist vectors vy,va,--- , v, in V with unit norm, such that for
random (p//d)-perturbations T 72 ... 1) € R of any vector t() 2 ... 2 € R?, we
know with probability at least 1 — exp(—édl/@l)l ),

~ ~ ~ 1
e, (0,7 eiP ... 0z0) > pl(a)?’l.
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For second-order tensor, we have the following corollary.

Lemma 31. For any constant § € (0,1), given any subspace V of dimension §d? in Rd2, there exist
vectors vy, vy, - -+ , v, in V with unit norm, such that for random (p/~/d)-perturbations T, 7 €
R of any vector 1), £(2) € R%, we know with probability at least 1 — exp(—5d1/16),

1
3 € [r), (v, 3 ©3P) > p?(5)°".

Perturbation Bound for Eigendecomposition Here, We restate some generic results from B-
haskara et al. (2014) on the stability of a matrix’s eigendecomposition under perturbation. Let M

and M be two n x n mtrices such that M = UDU ' and M = M (I + E) + F.
Definition 3 (Definition A.1 in Bhaskara et al. (2014)). Let sep(D) = min;; |D;; — Dj;|.

The following Lemma guarantees that the eigenvalues of M are distinct if the perturbation are not
too large.

Lemma 32 (Lemma A.2 in Bhaskara et al. (2014)). If s(U)(||ME| + ||F||) < sep(D)/2n, then
the eigenvalues of M are distinct and diagonalizable.

The following Lemma further upperbound the difference between corresponding eigenvectors.
Lemma 33 (Lemma A.3 in Bhaskara et al. (2014)). Let uq, ..., u,, and i1, ..., Uy, respectively be the
eigenvectors of M and M, ordered by their corresponding eigenvalues. If k(U)(|ME|| + || F||) <

; Ao Omax (E)Tmax (D) +0max (F)
sep(D)/2n, then for all i we have ||G; — u;|| < 3 R GATT0%) .

In the setting of simultaneous diagonalization, let N, =T, + F, and N, = T}, + E}, we have
NoNy ' =TT (I + F) + G,

where F' = —Ey (I + belEb)*lT ;1 and G = E,N,~ L The following lemma bound the maximum

singular value of perturbation matrix F' and G.

Lemma 34 (Claim A5 in Bhaskara et al. (2014)). 0ypax (F) < —mexlB) s and 0,50 (G) <
Tmax (Ea)

Omin (Nb)

Alignment of Subspace Basis. Due to the rotation issue, we cannot conclude that ||S — S | is
small even we know ||SST — SST| is bounded. The following Lemma shows that after appropriate
alignment, .S is indeed close to S.

Lemma 35 (Lemma 6 in Ge et al. (2017a)). Given matrices S, S € RY*", we have

T _ &84Ty 2
min IS —SZ||% < 155 55 Ik
2T 2=27T =1, 2(v/2 —1)0,(8ST)

D.3 SMALLEST SINGULAR VALUE OF RANDOM MATRICES

For a random rectangular matrix where each element is an inpdependent Gaussian variable, Rudel-
son & Vershynin (2009) gives the following result:

Lemma 36 (Theorem 1.1 in Rudelson & Vershynin (2009)). Let A € R™*"™ and suppose that
m > n. Assume that the entries of A are independent standard Gaussian variable, then for every

€ > 0, with probability at least 1 — (Ce)™ "1 4+ =" ywhere C,C" are two absolute constants,

we have:
on(A) > e(vym —vn —1).

However, in our setting, we are more interested in fixed matrices perturbed by Gaussian variables.
The smallest singular value of these “perturbed rectangular matrices” can be bounded as follows.

Lemma 37 (Lemma G.16 in Ge et al. (2015)). Let A~€ R™*"™ and suppose that m > 3n. If all the
entries of A are independently p-perturbed to yield A, then for any € > 0, with probability at least
1—(Ce)%25™, for some absolute constant C, the smallest singular value of A is bounded below by:

On (g) > epy/m.
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D.4 ANTI-CONCENTRATION

We use the anti-concentration property for Gaussian random variables in our proof of Lemma 17.

Lemma 38 (Anti-concentration in Carbery & Wright (2001)). Let x € R™ be a Gaussian variable
x € N(0, 1), for any polynomial p(x) of degree d, there exists a constant k such that

Pr [|p(z)| < ey/Var[p(z)]] < rel/d,
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