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#### Abstract

An H(div)-conforming finite element method for the Biot's consolidation model is developed, with displacements and fluid velocity approximated by elements from $\mathrm{BDM}_{k}$ space. The use of $H$ (div)-conforming elements for flow variables ensures the local mass conservation. In the $H$ (div)-conforming approximation of displacement, the tangential components are discretised in the interior penalty discontinuous Galerkin framework, and the normal components across the element interfaces are continuous. Having introduced a spatial discretisation, we develop a semi-discrete scheme and a fully discrete scheme, prove their unique solvability and establish optimal error estimates for each variable.
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## 1. Introduction

Poroelasticity [3] attracts more and more attention because of its important role in various applications, including carbon sequestration in environment engineering, seismic wave propagation in earthquake prediction, surface subsidence, evolution of fractured reservoirs during gas production, and biomechanical descriptions of tissues and bones. The models describe the interaction of fluid flows and deformable elastic porous media saturated in the fluid. Here, we deal with the Biot consolidation model, with the motion of fluid in porous media described by the Darcy's law and deformations governed by the linear elasticity.

The complexity of the Biot model and geometrical properties of the domain often prevent from finding analytical solutions of the problem so that numerical simulations got very

[^0]popular - cf. Refs. [8, 10, 16, 24-31, 35,36]. Since both fluid dynamics and elasticity are involved, it is important to have effective methods, which could approximate the relevant physical processes. Unfortunately, various complications in elasticity and fluid mechanics are often translated into the model approximations - e.g. continuous Galerkin approximations of the displacements may cause locking or nonphysical pressure oscillation [5, 26,29] in the linear elasticity part. In order to eliminate the locking phenomenon, one can use a mixed finite element method [22,35], nonconforming finite elements [34] and discontinuous [29] or weak Galerkin [10, 18, 31] methods. On the other hand, in incompressible fluid flow models, standard Stokes elements such as Taylor-Hood and Mini elements, do not satisfy the divergence constraints strongly or globally and therefore are not mass conservative [12, 13, 19].

In this work, we follow the strategy in $[12,13,32]$ and adopt $H$ (div)-conforming finite elements for displacements with the aim to relax the $H^{1}$-conformity of displacements. The advantage of such a discretisation is two-fold: on one hand, the normal components of displacements across elements are continuous and therefore are locally conservative and on the other hand the tangential components are discretised via an interior penalty discontinuous Galerkin method. This allows us to overcome the locking phenomenon and the pressure oscillation [19, 30, 36]. Note that the use of $H$ (div)-conforming finite elements in discontinuous Galerkin (DG) method framework is proposed in [12,32] and was applied to the Navier-Stokes equations of fluid flow in [13]. Later on, the method has been extended to the Darcy-Stokes interface problems [11,20], to the Brinkman problem [21] and to a magnetic induction model [9]. In the fluid part of the Biot model, the governing equation occurs from the Darcy's law, and if the mixed form of the Darcy's law is used, it is natural to employ an $H$ (div)-conforming finite element discretisation of the flow variables, since it guarantees mass conservation. Here, we adopt the Brezzi-Douglas-Marini $\left(\mathrm{BDM}_{k}\right)$ space for both displacements and flow variables. Moreover, the finite element method here provides a unified approach to flow variables and displacements. This work can be regarded as a further development of $H$ (div)-conforming finite element methods for Biot's problems. Using the approach in $[27,28,34,36]$, we present a detailed analysis of the method. In particular, for both semi-discrete and fully discrete schemes for the Biot model, we show the existence and uniqueness of approximate solutions and derive an optimal convergence rate for each variable.

The rest of this paper is organised as follows. In Section 2, the Biot consolidation model, functional spaces and corresponding weak formulation are introduced. A spatial semidiscrete scheme involving $H$ (div)-conforming elements is considered in Section 3. The existence and uniqueness results are proved and a priori error estimates for the semi-discrete scheme are derived. Section 4 is devoted to a fully discrete numerical scheme based on the backward Euler time discretisation. Our conclusions are in Section 5.

## 2. Biot's Consolidation Model and Its Weak Formulation

Let $\Omega \subset \mathbb{R}^{2}$ be a bounded convex polygonal domain with a Lipschitz boundary $\partial \Omega$ and ( $0, T$ ] a time interval. We consider the following Biot's consolidation model:

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(c_{0} p+\alpha \nabla \cdot \mathbf{u}\right)+\nabla \cdot \mathbf{q}=\psi \text { in } \Omega \times(0, T], \\
& \mathbf{q}=-\mathbf{K} \nabla p \text { in } \Omega \times(0, T],  \tag{2.1}\\
& -\nabla \cdot \boldsymbol{\sigma}=\mathbf{f} \text { in } \Omega \times(0, T],
\end{align*}
$$

where $\alpha$ is the Biot-Willis constant, $\mathbf{u}(x, t)$ the displacement of the solid phase, $p(x, t)$ the fluid pressure, $\mathbf{q}(x, t)$ the Darcy volumetric fluid flux, and

$$
\boldsymbol{\sigma}(x, t)=\lambda \operatorname{tr}(\epsilon(\mathbf{u})) \mathbf{I}+2 \mu \epsilon(\mathbf{u})-\alpha p \mathbf{I}
$$

the total stress tensor with $\epsilon(\mathbf{u})=1 / 2\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)$ and $\lambda$ and $\mu$ being the Lamé constants [3]. Besides, $c_{0} \geq 0$ is a storage coefficient, $\psi$ a source term, $\mathbf{f}$ an external force and $\mathbf{K}(x)$ a symmetric and uniformly positive definite tensor, for which there are positive constants $k_{\text {min }}$ and $k_{\text {max }}$ such that

$$
\begin{equation*}
k_{\min } \xi^{T} \xi \leq \xi^{T} \mathbf{K}(x) \xi \leq k_{\max } \xi^{T} \xi \tag{2.2}
\end{equation*}
$$

for any $2 \times 1$-vector $\xi$.
Let $\Gamma_{d}$ and $\Gamma_{t}$ denote, respectively, the Dirichlet and traction boundaries for the elastic variables, whereas $\Gamma_{p}$ and $\Gamma_{f}$ refer to the pressure Dirichlet and fluid normal flux boundaries. We assume that

$$
\partial \Omega=\Gamma_{d} \cup \Gamma_{t}, \quad \partial \Omega=\Gamma_{p} \cup \Gamma_{f}
$$

and consider the following boundary and initial conditions for the system (2.1):

$$
\begin{array}{lll}
\mathbf{u}=\mathbf{0}, & \text { on } & \Gamma_{d} \times(0, T], \\
\boldsymbol{\sigma} \mathbf{n}=\mathbf{0}, & \text { on } & \Gamma_{t} \times(0, T], \\
p=0, & \text { on } & \Gamma_{p} \times(0, T],  \tag{2.3}\\
\mathbf{q} \cdot \mathbf{n}=0, & \text { on } & \Gamma_{f} \times(0, T], \\
p(\cdot, 0)=p_{0}, & \text { in } & \Omega, \\
\mathbf{u}(\cdot, 0)=\mathbf{u}_{0}, & \text { in } \Omega,
\end{array}
$$

where $\mathbf{n}$ is the unit outward normal vector.
Let us introduce some notations. As usual, $H^{s}(\mathscr{D})$ is the standard Sobolev space of functions with regularity exponent $s \geq 0$, norm $\|\cdot\|_{s, \mathscr{O}}$ and semi-norm $|\cdot|_{s, \mathscr{D}}$. If $s=0$, then $H^{0}(\mathscr{D})=L^{2}(\mathscr{D})$. Moreover, we write $\|\cdot\|_{S}$ for $\|\cdot\|_{s, \Omega}$ and the notation $\|\cdot\|_{s, \mathscr{O}}$ is also used for the norm of the space $\left(H^{s}(\mathscr{D})\right)^{2}$. The subspace of $H^{1}(\Omega)$ with vanishing trace on $\Gamma_{d}$ is denoted by $H_{0, \Gamma_{d}}^{1}(\Omega)$ - i.e.

$$
H_{0, \Gamma_{d}}^{1}(\Omega):=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma_{d}}=0\right\} .
$$

We also consider the space

$$
\mathrm{H}(\operatorname{div} ; \Omega):=\left\{\mathbf{v} \in\left(L^{2}(\Omega)\right)^{2}: \nabla \cdot \mathbf{v} \in L^{2}(\Omega)\right\},
$$

equipped with the graph norm

$$
\|\mathbf{v}\|_{\text {div }}:=\left(\|\mathbf{v}\|_{0}^{2}+\|\nabla \cdot \mathbf{v}\|_{0}^{2}\right)^{1 / 2}
$$

and the subspaces

$$
\begin{aligned}
& \mathrm{H}_{0, \Gamma_{f}}(\operatorname{div} ; \Omega):=\left\{\mathbf{v} \in \mathrm{H}(\operatorname{div} ; \Omega):\left.\mathbf{v} \cdot \mathbf{n}\right|_{\Gamma_{f}}=0\right\}, \\
& \mathrm{H}_{0, \Gamma_{d}}(\operatorname{div} ; \Omega):=\left\{\mathbf{v} \in \mathrm{H}(\operatorname{div} ; \Omega):\left.\mathbf{v} \cdot \mathbf{n}\right|_{\Gamma_{d}}=0\right\} .
\end{aligned}
$$

In order to simplify the notation, we will write $\mathscr{P}$ for $L^{2}(\Omega), \mathscr{Q}$ for $\mathrm{H}_{0, \Gamma_{f}}(\mathrm{div} ; \Omega)$ and $\mathscr{V}$ for $\left(H_{0, \Gamma_{d}}^{1}(\Omega)\right)^{2}$.

Multiplying the Eqs. (2.1) by test functions and integrating by parts, we arrive at the standard mixed weak formulation of this problem: Find $(p, \mathbf{q}, \mathbf{u}) \in \mathscr{P} \times \mathscr{Q} \times \mathscr{V}$ such that for all $t \in(0, T]$ the equations

$$
\begin{aligned}
& c_{0}\left((p)_{t}, w\right)+\alpha\left(\nabla \cdot(\mathbf{u})_{t}, w\right)+(\nabla \cdot \mathbf{q}, w)=(\psi, w), \quad \forall w \in \mathscr{P}, \\
& \left(\mathbf{K}^{-1} \mathbf{q}, \mathbf{z}\right)-(p, \nabla \cdot \mathbf{z})=0, \quad \forall \mathbf{z} \in \mathscr{Q}, \\
& a(\mathbf{u}, \mathbf{v})-\alpha(p, \nabla \cdot \mathbf{v})=(\mathbf{f}, \mathbf{v}), \quad \forall \mathbf{v} \in \mathscr{V}
\end{aligned}
$$

hold. Here and in what follows, $(\cdot, \cdot)$ is the inner product in $L^{2}(\Omega)$,

$$
a(\mathbf{u}, \mathbf{v}):=2 \mu(\epsilon(\mathbf{u}): \epsilon(\mathbf{v}))+\lambda(\nabla \cdot \mathbf{u}, \nabla \cdot \mathbf{v})
$$

and

$$
(\sigma: \tau):=\sum_{i=1}^{2} \sum_{j=1}^{2} \sigma_{i j} \tau_{i j}
$$

the product of tensors $\boldsymbol{\sigma}$ and $\tau$. We also consider functions $u:[0, T] \rightarrow H^{s}(\Omega)$ from the Bochner space $L^{p}\left(0, T ; H^{s}(\Omega)\right), 1 \leq p \leq \infty$ equipped with the norm

$$
\|u\|_{L^{p}\left(0, T ; H^{s}(\Omega)\right)}= \begin{cases}\left(\int_{0}^{T}\|u(t)\|_{s}^{p} d t\right)^{1 / p}, & \text { if } \quad 1 \leq p<\infty \\ \sup _{0 \leq t \leq T}\|u(t)\|_{s}, & \text { if } \quad p=\infty\end{cases}
$$

## 3. A Semi-Discrete Scheme

We now describe a spatial discretisation and an associated semi-discrete numerical scheme. Let $\mathscr{T}_{h}=\{K\}$ be a shape-regular triangulation of $\Omega, h_{K}$ the diameter of $K$ and $h:=\max _{K \in \mathscr{\mathscr { T }}_{h}} h_{K}$. Moreover, considering the set $\mathscr{E}_{h}^{0}$ of the interior edges of the elements in $\mathscr{T}_{h}$, the set $\mathscr{E}_{h}^{d}$ of the boundary edges on $\Gamma_{d}$ and the set $\mathscr{E}_{h}^{t}$ of the boundary edges on $\Gamma_{t}$, we introduce the sets

$$
\begin{aligned}
& \mathscr{E}_{h}:=\mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d} \cup \mathscr{E}_{h}^{t} \\
& \mathscr{E}_{h}^{K}:=\left\{e \in \mathscr{E}_{h} \mid e \subset \partial K\right\}
\end{aligned}
$$

where $h_{e}$ refers to the length of the edge $e \in \mathscr{E}_{h}$.
The shape-regularity of the mesh implies that there exits an integer $N_{\partial}>0$, independent of $h$, such that

$$
\begin{equation*}
\max _{K \in \mathscr{\mathscr { O }}_{h}} \operatorname{card}\left(\mathscr{E}_{h}^{K}\right) \leq N_{\partial} \tag{3.1}
\end{equation*}
$$

This means that the maximum number of edges related to $K$ is uniformly bounded - cf. [14, Lemma 1.41]. Each edge $e \in \mathscr{E}_{h}$ is associated with a unit normal $\mathbf{n}$, which coincides with the exterior unit normal to $\partial \Omega$ if $e \in \partial \Omega$. Let $e \in \mathscr{E}_{h}^{0}$ be an interior edge common to elements $K_{1}$ and $K_{2}$. If $\varphi$ is a scalar piecewise smooth function such that $\varphi^{i}=\left.\varphi\right|_{K_{i}}$, then the average and the jump of $\varphi$ on $e$ are, respectively, defined by

$$
\{\varphi\}:=\frac{1}{2}\left(\varphi^{1}+\varphi^{2}\right) \quad \text { and } \quad[\varphi]:=\varphi^{1}-\varphi^{2} .
$$

If $e \in \mathscr{E}_{h}^{d} \cup \mathscr{E}_{h}^{t}$ is a boundary edge, then

$$
\{\varphi\}:=\varphi, \quad[\varphi]:=\varphi .
$$

We also consider the sets

$$
\begin{aligned}
\mathscr{Q}_{h} & :=\left\{\mathbf{q} \in \mathrm{H}_{0, \Gamma_{f}}(\operatorname{div} ; \Omega):\left.\mathbf{q}\right|_{K} \in \operatorname{BDM}_{k}(K)\right\}, \\
\mathscr{V}_{h} & :=\left\{\mathbf{v} \in \mathrm{H}_{0, \Gamma_{d}}(\operatorname{div} ; \Omega):\left.\mathbf{v}\right|_{K} \in \operatorname{BDM}_{k}(K)\right\}, \\
\mathscr{P}_{h} & :=\left\{w \in L^{2}(\Omega):\left.w\right|_{K} \in P_{k-1}(K)\right\},
\end{aligned}
$$

where $\mathrm{BDM}_{k}, k \geq 1$ is the $H$ (div)-conforming space introduced by Brezzi et al. [6], and $P_{k}(K)$ denotes the set of polynomials on $K$ of degree at most $k$. Let $\Pi_{h}: \mathscr{Q} \rightarrow \mathscr{Q}_{h}$ be the $\mathrm{BDM}_{k}$ interpolation [6], and $P_{h}$ the $L^{2}$ - projection from $L^{2}(\Omega)$ onto $\mathscr{P}_{h}$. It is well-known [6] that

$$
\begin{align*}
& \left(z-P_{h} z, w\right)=0, \quad \forall w \in \mathscr{P}_{h}, \\
& \left|z-P_{h} z\right|_{0, K} \leq C h^{l}|z|_{l, K}, \quad \forall K \in \mathscr{T}_{h}, \quad 0 \leq l \leq k,  \tag{3.2}\\
& \left(\nabla \cdot\left(\mathbf{v}-\Pi_{h} \mathbf{v}\right), w\right)=0, \quad \forall w \in \mathscr{P}_{h},  \tag{3.3}\\
& \left|\mathbf{v}-\Pi_{h} \mathbf{v}\right|_{s, K} \leq C h^{l-s}|\mathbf{v}|_{l, K}, \quad \forall K \in \mathscr{T}_{h}, \quad s=0,1, \quad 1 \leq l \leq k+1,  \tag{3.4}\\
& \left|\nabla \cdot\left(\mathbf{v}-\Pi_{h} \mathbf{v}\right)\right|_{s, K} \leq C h^{l-s}|\nabla \cdot \mathbf{v}|_{l, K}, \quad \forall K \in \mathscr{T}_{h}, \quad s=0,1, \quad 0 \leq l \leq k . \tag{3.5}
\end{align*}
$$

Here and in what follows, $C$ is a positive generic constant independent of $h, \Delta t$, and the Lamé constants $\mu$ and $\lambda$, which may take different values at different occurrences.

### 3.1. An H (div)-conforming element method

Multiplying the Eq. (2.1) by $\mathbf{v} \in \mathscr{V}_{h}$, integrating by parts over elements $K$, and summing the results, we obtain

$$
2 \mu \sum_{K \in \mathscr{T}_{h}} \int_{K} \epsilon(\mathbf{u}): \epsilon(\mathbf{v}) d x-2 \mu \sum_{e \in \delta_{h}^{0} \cup \otimes_{h}^{d}} \int_{e}[(\epsilon(\mathbf{u}) \mathbf{n}) \cdot \mathbf{v}] d s+\lambda \int_{\Omega} \nabla \cdot \mathbf{u} \nabla \cdot \mathbf{v} d x
$$

$$
\begin{equation*}
-\alpha \int_{\Omega} p \nabla \cdot \mathbf{v} d x-\sum_{e \in \mathscr{E}_{h}^{t}} \int_{e}(\boldsymbol{\sigma} \mathbf{n}) \cdot \mathbf{v} d s=\int_{\Omega} \mathbf{f} \cdot \mathbf{v} d x, \quad \forall \mathbf{v} \in \mathscr{V}_{h} \tag{3.6}
\end{equation*}
$$

Note that we used the continuity of $\mathbf{v} \cdot \mathbf{n}$ on the interior edges. If $\mathbf{n}$ and $\tau$ are unit normal and tangential vectors to an edge $e$ constituting a right-handed coordinate system, then

$$
\mathbf{v}=(\mathbf{v} \cdot \mathbf{n}) \mathbf{n}+(\mathbf{v} \cdot \tau) \tau
$$

It follows that

$$
\begin{aligned}
(\epsilon(\mathbf{u}) \mathbf{n}) \cdot \mathbf{v} & =(((\epsilon(\mathbf{u}) \mathbf{n}) \cdot \mathbf{n}) \mathbf{n}+((\epsilon(\mathbf{u}) \mathbf{n}) \cdot \tau) \tau) \cdot((\mathbf{v} \cdot \mathbf{n}) \mathbf{n}+(\mathbf{v} \cdot \tau) \tau) \\
& =((\epsilon(\mathbf{u}) \mathbf{n}) \cdot \mathbf{n})(\mathbf{v} \cdot \mathbf{n})+(\epsilon(\mathbf{u}) \mathbf{n}) \cdot \tau)(\mathbf{v} \cdot \tau)
\end{aligned}
$$

Using this decomposition, the identity $[a b]=[a]\{b\}+\{a\}[b]$, the regularity of the exact solution, and the continuity of $\mathbf{v} \cdot \mathbf{n}$ on interior edges, we obtain

$$
2 \mu \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} \int_{e}[(\epsilon(\mathbf{u}) \mathbf{n}) \cdot \mathbf{v}] d s=2 \mu \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} \int_{e}\{(\epsilon(\mathbf{u}) \mathbf{n}) \cdot \tau\}[\mathbf{v} \cdot \tau] d s
$$

Therefore, the Eq. (3.6) can be rewritten as

$$
\begin{aligned}
& 2 \mu \sum_{K \in \mathscr{T}_{h}} \int_{K} \epsilon(\mathbf{u}): \epsilon(\mathbf{v}) d x-2 \mu \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} \int_{e}\{(\boldsymbol{\epsilon}(\mathbf{u}) \mathbf{n}) \cdot \tau\}[\mathbf{v} \cdot \tau] d s+\lambda \int_{\Omega} \nabla \cdot \mathbf{u} \nabla \cdot \mathbf{v} d x \\
&-\alpha \int_{\Omega} p \nabla \cdot \mathbf{v} d x-\sum_{e \in \mathscr{E}_{h}^{t}} \int_{e}(\boldsymbol{\sigma} \mathbf{n}) \cdot \mathbf{v} d s=\int_{\Omega} \mathbf{f} \cdot \mathbf{v} d s, \quad \forall \mathbf{v} \in \mathscr{V}_{h} .
\end{aligned}
$$

Similar to the usual interior penalty DG methods [1], we add stabilised terms and since $\boldsymbol{\sigma} \mathbf{n}=\mathbf{0}$ on $\Gamma_{t}$, the DG approximation of the Eq. (2.1) takes the form

$$
a_{h}(\mathbf{u}, \mathbf{v})-\alpha \int_{\Omega} p \nabla \cdot \mathbf{v} d x=\int_{\Omega} \mathbf{f} \cdot \mathbf{v} d x
$$

where

$$
\begin{align*}
a_{h}(\mathbf{u}, \mathbf{v})= & 2 \mu \sum_{K \in \mathscr{T}_{h}} \int_{K} \epsilon(\mathbf{u}): \epsilon(\mathbf{v}) d x-2 \mu \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} \int_{e}\{(\epsilon(\mathbf{u}) \mathbf{n}) \cdot \tau\}[\mathbf{v} \cdot \tau] d s \\
& -2 \mu \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} \int_{e}\{(\epsilon(\mathbf{v}) \mathbf{n}) \cdot \tau\}[\mathbf{u} \cdot \tau] d s+\frac{2 \mu \gamma}{h_{e}} \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} \int_{e}[\mathbf{u} \cdot \tau][\mathbf{v} \cdot \tau] d s \\
& +\lambda \int_{\Omega} \nabla \cdot \mathbf{u} \nabla \cdot \mathbf{v} d x . \tag{3.7}
\end{align*}
$$

Recalling the definition of functional spaces and $a_{h}$, we note that the exact solutions of (2.1) and (2.3) satisfy the equations

$$
\begin{align*}
& c_{0}\left((p)_{t}, w\right)+\alpha\left(\nabla \cdot(\mathbf{u})_{t}, w\right)+(\nabla \cdot \mathbf{q}, w)=(\psi, w), \quad \forall w \in \mathscr{P}_{h}  \tag{3.8}\\
& \left(\mathbf{K}^{-1} \mathbf{q}, \mathbf{z}\right)-(p, \nabla \cdot \mathbf{z})=0, \quad \forall \mathbf{z} \in \mathscr{Q}_{h}  \tag{3.9}\\
& a_{h}(\mathbf{u}, \mathbf{v})-\alpha(p, \nabla \cdot \mathbf{v})=(\mathbf{f}, \mathbf{v}), \quad \forall \mathbf{v} \in \mathscr{V}_{h} . \tag{3.10}
\end{align*}
$$

The corresponding $H$ (div)-conforming finite element method for the Eqs. (2.1) and (2.3) can be now formulated as follows: Given the initial conditions $p_{h}(0)=P_{h} p_{0}$ and $\mathbf{u}_{h}(0)=$ $\Pi_{h} \mathbf{u}_{0}$, find $\left(p_{h}, \mathbf{q}_{h}, \mathbf{u}_{h}\right) \in \mathscr{P}_{h} \times \mathscr{Q}_{h} \times \mathscr{V}_{h}$ such that

$$
\begin{align*}
& c_{0}\left(\left(p_{h}\right)_{t}, w\right)+\alpha\left(\nabla \cdot\left(\mathbf{u}_{h}\right)_{t}, w\right)+\left(\nabla \cdot \mathbf{q}_{h}, w\right)=(\psi, w), \quad \forall w \in \mathscr{P}_{h}  \tag{3.11}\\
& \left(\mathbf{K}^{-1} \mathbf{q}_{h}, \mathbf{z}\right)-\left(p_{h}, \nabla \cdot \mathbf{z}\right)=0, \quad \forall \mathbf{z} \in \mathscr{Q}_{h}  \tag{3.12}\\
& a_{h}\left(\mathbf{u}_{h}, \mathbf{v}\right)-\alpha\left(p_{h}, \nabla \cdot \mathbf{v}\right)=(\mathbf{f}, \mathbf{v}), \quad \forall \mathbf{v} \in \mathscr{V}_{h} . \tag{3.13}
\end{align*}
$$

### 3.2. Existence and uniqueness

To show the unique solvability of the Eqs. (3.11)-(3.13), we use theory of differentialalgebraic equations (DAEs) from [34]. Thus, employing appropriate finite element basis functions, one represents the solutions $\mathbf{q}_{h}(x, t), p_{h}(x, t)$ and $\mathbf{u}_{h}(x, t)$ in the form

$$
\begin{aligned}
& \mathbf{q}_{h}(x, t)=\sum_{j}^{n_{\mathbf{q}}} \mathbf{q}_{j}(t) \varphi_{\mathbf{q}, j}=\overline{\mathbf{q}}_{h}(t) \varphi_{\mathbf{q}} \\
& p_{h}(x, t)=\sum_{j}^{n_{p}} p_{j}(t) \varphi_{p, j}=\bar{p}_{h}(t) \varphi_{p} \\
& \mathbf{u}_{h}(x, t)=\sum_{j}^{n_{\mathbf{u}}} \mathbf{u}_{j}(t) \varphi_{\mathbf{u}, j}=\overline{\mathbf{u}}_{h}(t) \varphi_{\mathbf{u}}
\end{aligned}
$$

where

$$
\begin{array}{ll}
\overline{\mathbf{q}}_{h}(t)=\left[\mathbf{q}_{1}(t), \cdots, \mathbf{q}_{n_{q}}(t)\right], & \boldsymbol{\varphi}_{\mathbf{q}}=\left[\varphi_{\mathbf{q}, 1}, \cdots, \varphi_{\mathbf{q}, n_{q}}\right]^{T}, \\
\bar{p}_{h}(t)=\left[p_{1}(t), \cdots, p_{n_{p}}(t)\right], & \boldsymbol{\varphi}_{p}=\left[\varphi_{p, 1}, \cdots, \varphi_{p, n_{p}}\right]^{T}, \\
\overline{\mathbf{u}}_{h}(t)=\left[\mathbf{u}_{1}(t), \cdots, \mathbf{u}_{n_{u}}(t)\right], & \varphi_{\mathbf{u}}=\left[\varphi_{\mathbf{u}, 1}, \cdots, \varphi_{\mathbf{u}, n_{u}}\right]^{T} .
\end{array}
$$

The row vectors $\overline{\mathbf{f}}_{h}(t)$ and $\bar{\psi}_{h}(t)$ are defined analogously. The Eqs. (3.11)-(3.13) can be now rewritten as an equivalent system of DAEs - viz.

$$
\begin{equation*}
\mathbf{M x}(t)+\mathbf{N} \mathbf{x}(t)=L(t) \tag{3.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{M}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
a_{\mathbf{u} p} & 0 & -a_{p p}
\end{array}\right), \quad \mathbf{N}=\left(\begin{array}{ccc}
a_{\mathbf{u u}} & 0 & a_{\mathbf{u} p}^{T} \\
0 & a_{\mathbf{q q}} & a_{\mathbf{q} p}^{T} \\
0 & a_{\mathbf{q} p} & 0
\end{array}\right), \\
& \left.\mathbf{x}(t)=\left[\overline{\mathbf{u}}_{h}(t), \overline{\mathbf{q}}_{h}(t), \bar{p}_{h}(t)\right)\right]^{T}, \quad L(t)=\left[\overline{\mathbf{f}}_{h}(t), 0,-\bar{\psi}_{h}(t)\right]^{T},
\end{aligned}
$$

and $a_{\mathbf{u u}}, a_{\mathbf{q q}}, a_{p p}, a_{\mathbf{u p} p}, a_{\mathbf{q} p}$ denote the matrices corresponding to the bilinear forms $a_{h}\left(\mathbf{u}_{h}, \mathbf{v}\right)$, $\left(\mathbf{K}^{-1} \mathbf{q}_{h}, \mathbf{z}\right), c_{0}(p, w), \alpha\left(\nabla \cdot \mathbf{u}_{h}, w\right),\left(\nabla \cdot \mathbf{q}_{h}, w\right)$, respectively. According to theory of DAEs [34], the problem (3.14) is uniquely solvable if so is the following saddle point problem:

$$
\begin{align*}
& A\left(\left(\mathbf{u}_{h}, \mathbf{q}_{h}\right),(\mathbf{v}, \mathbf{z})\right)+B\left((\mathbf{v}, \mathbf{z}), p_{h}\right)=(\mathbf{f}, \mathbf{v}), \quad \forall(\mathbf{v}, \mathbf{z}) \in \mathscr{V}_{h} \times \mathscr{Q}_{h},  \tag{3.15}\\
& B\left(\left(\mathbf{u}_{h}, \mathbf{q}_{h}\right), w\right)-C\left(p_{h}, w\right)=-(\psi, w), \quad \forall w \in \mathscr{P}_{h}
\end{align*}
$$

where

$$
\begin{aligned}
& A((\mathbf{u}, \mathbf{q}),(\mathbf{v}, \mathbf{z}))=a_{h}(\mathbf{u}, \mathbf{v})+\left(\mathbf{K}^{-1} \mathbf{q}, \mathbf{z}\right) \\
& B((\mathbf{v}, \mathbf{z}), p)=-\alpha(\nabla \cdot \mathbf{v}, p)-(\nabla \cdot \mathbf{z}, p) \\
& C(p, w)=c_{0}(p, w)
\end{aligned}
$$

The solvability conditions of the problem (3.15) are known — viz. the bilinear forms above should satisfy certain LBB conditions [7]. Let us define the mesh-dependent norms $\|\|\cdot\|\|_{h}$, $\|\cdot\|_{h}$ and $\|\cdot\|_{d, h}$ by

$$
\begin{aligned}
& \|\mathbf{v}\|_{h}=\left(\sum_{K \in \mathscr{T}_{h}} 2 \mu\|\epsilon(\mathbf{v})\|_{0, K}^{2}+\sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} 2 \mu h_{e}^{-1}\|[\mathbf{v} \cdot \tau]\|_{0, e}^{2}+\lambda\|\nabla \cdot \mathbf{v}\|_{0, \Omega}^{2}\right)^{1 / 2} \\
& \|\mathbf{v}\|_{h}=\left(\|\mathbf{v}\|_{h}^{2}+\sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} 2 \mu h_{e}\|\{(\epsilon(\mathbf{v}) \mathbf{n}) \cdot \tau\}\|_{0, e}^{2}\right)^{1 / 2} \\
& \|\mathbf{v}\|_{d, h}=\left(\sum_{K \in \mathscr{T}_{h}} 2 \mu\|\nabla \mathbf{v}\|_{0, K}^{2}+\lambda\|\nabla \cdot \mathbf{v}\|_{0, \Omega}^{2}+\sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} 2 \mu h_{e}^{-1}\|[\mathbf{v} \cdot \tau]\|_{0, e}^{2}\right)^{1 / 2}
\end{aligned}
$$

Using the discrete version of the Korn's inequality [4], one can show that on the space $\mathscr{V}_{h}$ the norms $\left\|\|\cdot\|_{h},\right\| \cdot \|_{h}$ and $\|\mid \cdot\|_{d, h}$ are equivalent - cf. $[2,16]$.

If $e$ is an edge for $K$, then there is a constant $C>0$ such that for all $w \in H^{1}(K)$ the inequality

$$
\|w\|_{0, e}^{2} \leq C\left(h_{K}^{-1}\|w\|_{0, K}^{2}+h_{K}\|\nabla w\|_{0, K}^{2}\right)
$$

holds [4]. Therefore, the shape-regularity of the mesh [4,23] yields

$$
\begin{equation*}
h_{e}\|\{(\boldsymbol{\epsilon}(\mathbf{w}) \mathbf{n}) \cdot \tau\}\|_{0, e}^{2} \leq C\left(\|\boldsymbol{\epsilon}(\mathbf{w})\|_{0, K}^{2}+h_{K}^{2}\|\boldsymbol{\epsilon}(\mathbf{w})\|_{1, K}^{2}\right) \tag{3.16}
\end{equation*}
$$

To estimate the last term in (3.16), a standard inverse inequality can be used, so that

$$
\begin{equation*}
h_{e}\|\{(\epsilon(\mathbf{w}) \mathbf{n}) \cdot \tau\}\|_{0, e}^{2} \leq C_{t r}\|\epsilon(\mathbf{w})\|_{0, K}^{2}, \quad \forall \mathbf{w} \in \mathscr{V}_{h}, \tag{3.17}
\end{equation*}
$$

where $C_{t r}$ depends only on the polynomial degree $k$ and the shape-regularity of the mesh. Thus, there exists a constant $C_{0}>0$ such that

$$
\begin{equation*}
\|\mathbf{v}\|_{h}^{2} \leq C_{0}\|\mathbf{v}\|_{h}^{2}, \quad \forall \mathbf{v} \in \mathscr{V}_{h} \tag{3.18}
\end{equation*}
$$

Setting $\mathscr{V}(h)=\mathscr{V}+\mathscr{V}_{h}$, we arrive at the following lemma.

Lemma 3.1. There exists a constant $C_{\text {cont }}>0$ independent of $\mu$ and $\lambda$ such that

$$
\begin{equation*}
a_{h}(\mathbf{w}, \mathbf{v}) \leq C_{\mathrm{cont}}\|\mathbf{w}\|_{h}\|\mathbf{v}\|_{h}, \quad \forall \mathbf{w}, \mathbf{v} \in \mathscr{V}(h) \tag{3.19}
\end{equation*}
$$

Moreover, if the penalty parameter $\gamma$ is sufficiently large, then there is a constant $C_{\text {coer }}>0$ such that

$$
\begin{equation*}
a_{h}(\mathbf{v}, \mathbf{v}) \geq C_{\text {coer }}\|\mathbf{v}\|_{h}^{2}, \quad \forall \mathbf{v} \in \mathscr{V}_{h} \tag{3.20}
\end{equation*}
$$

and $C_{\text {coer }}$ does not depend on the Lamé constants $\mu$ and $\lambda$.
Proof. The estimate (3.19) follows directly from the Cauchy-Schwarz inequality. Let us consider the inequality (3.20). If $\varepsilon$ is a positive number, then the Young inequality and the inequality (3.17) yield

$$
\begin{aligned}
& \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} \int_{e}\{(\epsilon(\mathbf{v}) \mathbf{n}) \cdot \tau\}[\mathbf{v} \cdot \tau] d s \\
\leq & \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} h_{e}^{1 / 2}\|\{(\boldsymbol{\epsilon}(\mathbf{v}) \mathbf{n}) \cdot \tau\}\|_{0, e} h_{e}^{-1 / 2}\|[\mathbf{v} \cdot \tau]\|_{0, e} \\
\leq & \left(\sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} h_{e}\|\{(\boldsymbol{\epsilon}(\mathbf{v}) \mathbf{n}) \cdot \tau\}\|_{0, e}^{2}\right)^{1 / 2}\left(\sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} h_{e}^{-1}\|[\mathbf{v} \cdot \tau]\|_{0, e}^{2}\right)^{1 / 2} \\
\leq & \left(\sum_{K \in \mathscr{T}_{h}} N_{\partial} C_{t r} \|\left(\boldsymbol{\epsilon}(\mathbf{v}) \|_{0, K}^{2}\right)^{1 / 2}\left(\sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} h_{e}^{-1}\|[\mathbf{v} \cdot \tau]\|_{0, e}^{2}\right)^{1 / 2}\right. \\
\leq & \frac{N_{\partial} C_{t r}}{2 \varepsilon} \sum_{K \in \mathscr{T}_{h}}\|\epsilon(\mathbf{v})\|_{0, K}^{2}+\frac{\varepsilon}{2} \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} h_{e}^{-1}\|[\mathbf{v} \cdot \tau]\|_{0, e}^{2}
\end{aligned}
$$

with the constants $N_{\partial}$ and $C_{t r}$ defined in (3.1) and (3.17), respectively. Using this estimate in the Eq. (3.7), we obtain

$$
\begin{align*}
a_{h}(\mathbf{v}, \mathbf{v}) \geq & 2 \mu \sum_{K \in \mathscr{T}_{h}}\|\epsilon(\mathbf{v})\|_{0, K}^{2}+2 \mu \gamma \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{C}_{h}^{d}} h_{e}^{-1}\|[\mathbf{v} \cdot \tau]\|_{0, e}^{2}+\lambda\|\nabla \cdot \mathbf{v}\|_{0, \Omega}^{2} \\
& -\frac{2 \mu N_{\partial} C_{t r}}{\varepsilon} \sum_{K \in \mathscr{T}_{h}}\|\epsilon(\mathbf{v})\|_{0, K}^{2}-2 \mu \varepsilon \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} h_{e}^{-1}\|[\mathbf{v} \cdot \tau]\|_{0, e}^{2} \\
\geq & \left(2 \mu-\frac{2 \mu N_{\partial} C_{t r}}{\varepsilon}\right) \sum_{K \in \mathscr{T}_{h}}\|\epsilon(\mathbf{v})\|_{0, K}^{2}+(2 \mu \gamma-2 \mu \varepsilon) \sum_{e \in \mathscr{E}_{h}^{0} \cup \mathscr{E}_{h}^{d}} h_{e}^{-1}\|[\mathbf{v} \cdot \tau]\|_{0, e}^{2} \\
& +\lambda\|\nabla \cdot \mathbf{v}\|_{0, \Omega}^{2} . \tag{3.21}
\end{align*}
$$

Set $\varepsilon=2 N_{\partial} C_{t r}$ and choose a penalty parameter $\gamma$ so that

$$
2 \mu \gamma-2 \mu \varepsilon=2 \mu \gamma-4 \mu N_{\partial} C_{t r}>0
$$

Then

$$
\begin{equation*}
a_{h}(\mathbf{v}, \mathbf{v}) \geq C_{1}\|\mathbf{v}\|_{h}^{2}, \quad \forall \mathbf{v} \in \mathscr{V}_{h}, \tag{3.22}
\end{equation*}
$$

where

$$
0<C_{1}=\min \left\{\frac{1}{2}, \gamma-2 N_{\partial} C_{t r}\right\}<\frac{1}{2} .
$$

It follow from (3.22) and (3.18) that

$$
a_{h}(\mathbf{v}, \mathbf{v}) \geq \frac{C_{1}}{C_{0}}\|\mathbf{v}\|_{h}^{2}=C_{\text {coor }}\|\mathbf{v}\|_{h}^{2} \quad \text { for all } \quad \mathbf{v} \in \mathscr{V}_{h}
$$

and our considerations show that constant $C_{\text {coer }}$ does not depend on the Lamé constants $\mu$ and $\lambda$.

Remark 3.1. In order to obtain the inequality (3.20), one can proceed analogously to other interior penalty DG methods and choose $\gamma>\gamma_{\text {min }}=N_{\partial} C_{t r}$. In fact, if

$$
2 \mu-2 \mu N_{\partial} C_{t r} / \varepsilon>0 \quad \text { and } \quad 2 \mu \gamma-2 \mu \varepsilon>0,
$$

i.e. if $\gamma>\varepsilon>N_{\partial} C_{t r}$, then the inequality (3.21) takes the form

$$
a_{h}(\mathbf{v}, \mathbf{v}) \geq C_{1}\|\mathbf{v}\|_{h}^{2}, \quad \forall \mathbf{v} \in \mathscr{y} / h
$$

with the constant $C_{1}=\min \left\{1-N_{\partial} C_{t r} / \varepsilon, \gamma-\varepsilon\right\} \in(0,1)$. Along with the inequality (3.18), this leads to the estimate (3.20). The constant $\gamma_{\text {min }}=N_{\partial} C_{t r}$ depends on the polynomial degree $k$ and is proportional to $k(k+2)$ for two-dimensional triangle elements. More information concerning the constant $C_{t r}$ can be found in [15,33] and [14, Remark 1.48]. In actual computations, one can set $\gamma=10 k^{2}$. The choice of $\gamma$ is also discussed in [17, Remark 2.1].

We endow the space $\mathscr{V}_{h} \times \mathscr{Q}_{h}$ with the discrete norm

$$
\|(\mathbf{v}, \mathbf{z})\|_{1, h}=\left(\|\mathbf{v}\|_{h}^{2}+\|\mathbf{z}\|_{d i v}^{2}\right)^{1 / 2} .
$$

Lemma 3.2. If the penalty parameter $\gamma$ is sufficiently large, then there is a constant $C>0$ such that

$$
A((\mathbf{v}, \mathbf{z}),(\mathbf{v}, \mathbf{z})) \geq C\|(\mathbf{v}, \mathbf{z})\|_{1, h}, \quad \forall(\mathbf{v}, \mathbf{z}) \in \mathscr{V}_{h} \times \mathscr{Q}_{h} .
$$

Proof. It follows from the definition of $\|\cdot\|_{1, h}$, the inequality (3.20) and the conditions (2.2).

Lemma 3.3. There exists a constant $\beta>0$ such that

$$
\begin{equation*}
\sup _{(\mathbf{v}, \mathbf{z}) \in \mathscr{V}_{h} \times \mathscr{Q}_{h}} \frac{B((\mathbf{v}, \mathbf{z}), w)}{\|(\mathbf{v}, \mathbf{z})\|_{1, h}} \geq \beta\|w\|_{0}, \quad \forall w \in \mathscr{P}_{h} . \tag{3.23}
\end{equation*}
$$

Proof. By [5, Lemma 11.2.3], for any $w \in \mathscr{P}_{h}$ there is $\mathbf{z} \in \mathscr{V}$ such that

$$
\begin{equation*}
\nabla \cdot \mathbf{z}=-w, \quad\|\mathbf{z}\|_{1} \leq C_{1}\|w\|_{0} \tag{3.24}
\end{equation*}
$$

The inequality (3.4) yields that

$$
\begin{equation*}
\left\|\Pi_{h} \mathbf{z}\right\|_{1} \leq C_{2}\|\mathbf{z}\|_{1}, \quad \forall \mathbf{z} \in\left(H^{1}(\Omega)\right)^{2} \tag{3.25}
\end{equation*}
$$

Setting $v=\mathbf{0}$ and using (3.24) and (3.25), we obtain the estimate

$$
\frac{B\left(\left(\mathbf{0}, \Pi_{h} \mathbf{z}\right), w\right)}{\left\|\left(\mathbf{0}, \Pi_{h} \mathbf{z}\right)\right\|_{1, h}}=\frac{\|w\|_{0}^{2}}{\left\|\Pi_{h} \mathbf{z}\right\|_{\mathrm{div}}} \geq \frac{\|w\|_{0}^{2}}{\left\|\Pi_{h} \mathbf{z}\right\|_{1}} \geq \frac{1}{C_{2}} \frac{\|w\|_{0}^{2}}{\|\mathbf{z}\|_{1}} \geq \frac{1}{C_{1} C_{2}}\|w\|_{0}
$$

and the inequality (3.23) follows.
Lemmas 3.2 and 3.3 show that for the saddle point problem (3.15) the LBB conditions are satisfied. Since $C(\cdot, \cdot)$ is a symmetric positive semidefinite bilinear form, the following theorem is true.

Theorem 3.1. The semidiscrete scheme (3.11)-(3.13) has a unique solution.
Remark 3.2. It was observed in [36] that if $\operatorname{ker}\left(a_{\mathbf{u} p}^{T}\right)=0$, then the spurious pressure oscillations arising in the case $c_{0}=0$ and $K \rightarrow 0$, can be removed. However, since we use the standard mixed finite element spaces $\mathscr{V}_{h}=\left\{\mathbf{v} \in \mathrm{H}_{0, \Gamma_{d}}(\operatorname{div} ; \Omega):\left.\mathbf{v}\right|_{K} \in \operatorname{BDM}_{k}(K)\right\}$ and $\mathscr{P}_{h}=\left\{w \in L^{2}(\Omega):\left.w\right|_{K} \in P_{k-1}(K)\right\}$ for the displacement and the pressure variables, the condition $\operatorname{ker}\left(a_{\mathbf{u p}}^{T}\right)=0$ holds. Hence, the method above has no spurious pressure oscillations.

### 3.3. Error estimates for semi-discrete scheme

In order to evaluate the error in the above method, we consider two cases - viz. $c_{0} \geq$ $\beta_{0}>0$ and $c_{0} \geq 0$, starting with the former.

Theorem 3.2. Let $c_{0} \geq \beta_{0}>0,(p, \mathbf{q}, \mathbf{u}) \in \mathscr{P} \times \mathscr{Q} \times \mathscr{V}$ and $\left(p_{h}, \mathbf{q}_{h}, \mathbf{u}_{h}\right) \in \mathscr{P}_{h} \times \mathscr{Q}_{h} \times \mathscr{V}_{h}$ be, respectively, the solutions of (2.1) and (3.11)-(3.13) and

$$
\mathbf{u} \in L^{\infty}\left(0, T ; H^{k+1}(\Omega)\right), \quad \mathbf{u}_{t} \in L^{2}\left(0, T ; H^{k+1}(\Omega)\right), \quad q \in L^{2}\left(0, T ; H^{k}(\Omega)\right)
$$

If the penalty parameter $\gamma$ is sufficiently large, then

$$
\begin{equation*}
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{L^{\infty}\left(0, T ; E_{h}\right)}^{2}+\left\|p-p_{h}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|\mathbf{q}-\mathbf{q}_{h}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} \leq C h^{2 k} \tag{3.26}
\end{equation*}
$$

where

$$
\|\mathbf{u}\|_{L^{\infty}\left(0, T ; E_{h}\right)}=\sup _{0 \leq s \leq T}\|\mathbf{u}(s)\|_{h}
$$

Proof. Subtracting (3.8) from (3.11), (3.9) from (3.12) and (3.10) from (3.13) yields

$$
\begin{align*}
& c_{0}\left(\left(p-p_{h}\right)_{t}, w\right)+\alpha\left(\nabla \cdot\left(\mathbf{u}-\mathbf{u}_{h}\right)_{t}, w\right)+\left(\nabla \cdot\left(\mathbf{q}-\mathbf{q}_{h}\right), w\right)=0, \quad \forall w \in \mathscr{P}_{h}  \tag{3.27}\\
& \left(\mathbf{K}^{-1}\left(\mathbf{q}-\mathbf{q}_{h}\right), \mathbf{z}\right)-\left(p-p_{h}, \nabla \cdot \mathbf{z}\right)=0, \quad \forall \mathbf{z} \in \mathscr{Q}_{h}  \tag{3.28}\\
& a_{h}\left(\mathbf{u}-\mathbf{u}_{h}, \mathbf{v}\right)-\alpha\left(p-p_{h}, \nabla \cdot \mathbf{v}\right)=0, \quad \forall \mathbf{v} \in \mathscr{V}_{h} \tag{3.29}
\end{align*}
$$

We then write

$$
\begin{array}{lll}
p-p_{h}=\xi_{p}+\theta_{p}, & \xi_{p}=p-P_{h} p, & \theta_{p}=P_{h} p-p_{h} \\
\mathbf{q}-\mathbf{q}_{h}=\xi_{\mathbf{q}}+\theta_{\mathbf{q}}, & \xi_{\mathbf{q}}=\mathbf{q}-\Pi_{h} \mathbf{q}, & \theta_{\mathbf{q}}=\Pi_{h} \mathbf{q}-\mathbf{q}_{h} \\
\mathbf{u}-\mathbf{u}_{h}=\xi_{\mathbf{u}}+\theta_{\mathbf{u}}, & \xi_{\mathbf{u}}=\mathbf{u}-\Pi_{h} \mathbf{u}, & \theta_{\mathbf{u}}=\Pi_{h} \mathbf{u}-\mathbf{u}_{h}
\end{array}
$$

The terms $\xi_{p}, \xi_{\mathbf{q}}$ and $\xi_{\mathbf{u}}$ can be estimated by the interpolation error bounds in (3.2) and (3.4). In order to estimate $\theta_{p}, \theta_{\mathbf{q}}$ and $\theta_{\mathbf{u}}$, we use (3.3), (3.5) and rewrite (3.27), (3.28), (3.29) as

$$
\begin{aligned}
& c_{0}\left(\left(\theta_{p}\right)_{t}, w\right)+\alpha\left(\nabla \cdot\left(\theta_{\mathbf{u}}\right)_{t}, w\right)+\left(\nabla \cdot \theta_{\mathbf{q}}, w\right)=0, \quad \forall w \in \mathscr{P}_{h} \\
& \left(\mathbf{K}^{-1}\left(\theta_{\mathbf{q}}\right), \mathbf{z}\right)-\left(\theta_{p}, \nabla \cdot \mathbf{z}\right)=-\left(\mathbf{K}^{-1}\left(\xi_{\mathbf{q}}\right), \mathbf{z}\right), \quad \forall \mathbf{z} \in \mathscr{Q}_{h} \\
& a_{h}\left(\theta_{\mathbf{u}}, \mathbf{v}\right)-\alpha\left(\theta_{p}, \nabla \cdot \mathbf{v}\right)=-a_{h}\left(\xi_{\mathbf{u}}, \mathbf{v}\right), \quad \forall \mathbf{v} \in \mathscr{V}_{h}
\end{aligned}
$$

Setting $w=\theta_{p}, \mathbf{z}=\theta_{\mathbf{q}}$ and $\mathbf{v}=\left(\theta_{\mathbf{u}}\right)_{t}$ and using the symmetry of the form $a_{h}(\cdot, \cdot)$ leads to the equations

$$
\begin{align*}
& \frac{1}{2} c_{0} \frac{\partial}{\partial t}\left(\theta_{p}, \theta_{p}\right)+\alpha\left(\nabla \cdot\left(\theta_{\mathbf{u}}\right)_{t}, \theta_{p}\right)+\left(\nabla \cdot \theta_{\mathbf{q}}, \theta_{p}\right)=0  \tag{3.30}\\
& \left(\mathbf{K}^{-1}\left(\theta_{\mathbf{q}}\right), \theta_{\mathbf{q}}\right)-\left(\theta_{p}, \nabla \cdot \theta_{\mathbf{q}}\right)=-\left(\mathbf{K}^{-1}\left(\xi_{\mathbf{q}}\right), \theta_{\mathbf{q}}\right)  \tag{3.31}\\
& \frac{1}{2} \frac{\partial}{\partial t}\left(a_{h}\left(\theta_{\mathbf{u}}, \theta_{\mathbf{u}}\right)\right)-\alpha\left(\theta_{p}, \nabla \cdot\left(\theta_{\mathbf{u}}\right)_{t}\right)=-a_{h}\left(\xi_{\mathbf{u}},\left(\theta_{\mathbf{u}}\right)_{t}\right) \tag{3.32}
\end{align*}
$$

The initial conditions $p_{h}(0)=P_{h} p_{0}$ and $\mathbf{u}_{h}(0)=\Pi_{h} \mathbf{u}_{0}$ imply that $\theta_{p}(0)=0$ and $\theta_{\mathbf{u}}(0)=0$. Therefore, summing the Eqs. (3.30), (3.31) and (3.32) and integrating the result in time from 0 to $t, t \leq T$, we obtain

$$
\frac{1}{2} a_{h}\left(\theta_{\mathbf{u}}(t), \theta_{\mathbf{u}}(t)\right)+\frac{1}{2} c_{0}\left\|\theta_{p}(t)\right\|_{0}^{2}+\int_{0}^{t}\left\|\mathbf{K}^{-1 / 2} \theta_{\mathbf{q}}(s)\right\|_{0}^{2} d s=B_{1}+B_{2}
$$

where

$$
B_{1}=-\int_{0}^{t}\left(\mathbf{K}^{-1} \xi_{\mathbf{q}}(s), \theta_{\mathbf{q}}(s)\right) d s, \quad B_{2}=-\int_{0}^{t} a_{h}\left(\xi_{\mathbf{u}}(s),\left(\theta_{\mathbf{u}}\right)_{t}(s)\right) d s
$$

The term $B_{1}$ is estimated as follows

$$
\begin{aligned}
B_{1} & \leq \int_{0}^{t}\left\|\mathbf{K}^{-1 / 2} \xi_{\mathbf{q}}(s)\right\|_{0}\left\|\mathbf{K}^{-1 / 2} \theta_{\mathbf{q}}(s)\right\|_{0} d s \\
& \leq \frac{1}{2} \int_{0}^{t}\left\|\mathbf{K}^{-1 / 2} \xi_{\mathbf{q}}(s)\right\|_{0}^{2} d s+\frac{1}{2} \int_{0}^{t}\left\|\mathbf{K}^{-1 / 2} \theta_{\mathbf{q}}(s)\right\|_{0}^{2} d s .
\end{aligned}
$$

In order to estimate $B_{2}$, we integrate it by parts, thus obtaining

$$
B_{2}=\int_{0}^{t} a_{h}\left(\left(\xi_{\mathbf{u}}\right)_{t}(s), \theta_{\mathbf{u}}(s)\right) d s-a_{h}\left(\xi_{\mathbf{u}}(t), \theta_{\mathbf{u}}(t)\right)
$$

Since $\theta_{\mathbf{u}}(0)=0$, the inequality (3.19) and the Young inequality show that

$$
B_{2} \leq C\left(\int_{0}^{t}\left(\left\|\left(\xi_{\mathbf{u}}\right)_{t}(s)\right\|_{h}^{2}+\left\|\theta_{\mathbf{u}}(s)\right\|_{h}^{2}\right) d s+\left\|\xi_{\mathbf{u}}(t)\right\|_{h}^{2}\right)+\varepsilon\left\|\theta_{\mathbf{u}}(t)\right\|_{h}^{2}
$$

with arbitrarily small $\varepsilon$.
Using the inequalities above and (2.2), (3.20), we obtain

$$
\begin{align*}
& \left(\frac{C_{\mathrm{coer}}}{2}-\varepsilon\right)\left\|\theta_{\mathbf{u}}(t)\right\|_{h}^{2}+\frac{1}{2} c_{0}\left\|\theta_{p}(t)\right\|_{0}^{2}+\frac{1}{2} \int_{0}^{t}\left\|\mathbf{K}^{-1 / 2} \theta_{\mathbf{q}}(s)\right\|_{0}^{2} d s \\
\leq & C \int_{0}^{t}\left\|\theta_{\mathbf{u}}(s)\right\|_{h}^{2} d s+C \int_{0}^{t}\left(\left\|\xi_{\mathbf{q}}(s)\right\|_{0}^{2}+\left\|\left(\xi_{\mathbf{u}}\right)_{t}(s)\right\|_{h}^{2}\right) d s+\left\|\xi_{\mathbf{u}}(t)\right\|_{h}^{2} \tag{3.33}
\end{align*}
$$

If we choose $0<\varepsilon<C_{\text {coer }} / 2$, then

$$
C_{\min }=\min \left\{\frac{C_{\mathrm{coer}}}{2}-\varepsilon, \frac{1}{2} c_{0}, \frac{1}{2 k_{\max }}\right\}>0
$$

Moreover, if one replaces the left-hand side of (3.33) by

$$
C_{\min }\left(\left\|\theta_{\mathbf{u}}(t)\right\|_{h}^{2}+\left\|\theta_{p}(t)\right\|_{0}^{2}+\int_{0}^{t}\left\|\theta_{\mathbf{q}}(s)\right\|_{0}^{2} d s\right)
$$

the inequality still holds true. Therefore, dividing it by $C_{\text {min }}$ and using Gronwall's lemma yields

$$
\left\|\theta_{\mathbf{u}}(t)\right\|_{h}^{2}+\left\|\theta_{p}(t)\right\|_{0}^{2}+\int_{0}^{t}\left\|\theta_{\mathbf{q}}(s)\right\|_{0}^{2} d s \leq C\left(\int_{0}^{t}\left(\left\|\xi_{\mathbf{q}}(s)\right\|_{0}^{2}+\left\|\left(\xi_{\mathbf{u}}\right)_{t}(s)\right\|_{h}^{2}\right) d s+\left\|\xi_{\mathbf{u}}(t)\right\|_{h}^{2}\right)
$$

Since this estimate is valid for all $0 \leq t \leq T$, the approximation properties (3.2), (3.4) of the projections $P_{h}$ and $\Pi_{h}$ show that

$$
\begin{align*}
& \sup _{0 \leq s \leq T}\left\|\theta_{\mathbf{u}}(s)\right\|_{h}^{2}+\sup _{0 \leq s \leq T}\left\|\theta_{p}(s)\right\|_{0}^{2}+\int_{0}^{T}\left\|\theta_{\mathbf{q}}(s)\right\|_{0}^{2} d s \\
\leq & C\left(h^{2 k}\left(\int_{0}^{T}\|\mathbf{q}(s)\|_{k}^{2}+\left\|\mathbf{u}_{t}(s)\right\|_{k}^{2} d s\right)+h^{2 k} \sup _{0 \leq s \leq T}\| \| \mathbf{u}(s) \|_{k}^{2}\right) \tag{3.34}
\end{align*}
$$

where

$$
\|\mathbf{u}\|_{k}^{2}=\mu\|\mathbf{u}\|_{k+1}^{2}+\lambda\|\nabla \cdot \mathbf{u}\|_{k}^{2}
$$

The estimate (3.34) can be rewritten as

$$
\begin{align*}
& \left\|\theta_{\mathbf{u}}(s)\right\|_{L^{\infty}\left(0, T ; E^{h}\right)}^{2}+\left\|\theta_{p}(s)\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|\theta_{\mathbf{q}}(s)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} \\
\leq & C h^{2 k}\left(\int_{0}^{T}\|\boldsymbol{q}\|_{k}^{2}+\left\|\mathbf{u}_{t}\right\|_{k}^{2} d s+\sup _{0 \leq s \leq T}\|\mathbf{u}(s)\|_{k}^{2}\right) \tag{3.35}
\end{align*}
$$

and (3.35) and the interpolation error estimates for $\xi_{p}, \xi_{\mathrm{q}}$ and $\xi_{\mathrm{u}}$ lead to the inequality (3.26).

For $c_{0}=0$, Theorem 3.2 is not true and in order to obtain optimal error estimates in this case, we will use a weaker norm - viz. the $L^{2}\left(0, T ; L^{2}(\Omega)\right)$-norm.

To proceed, let us recall an auxiliary result.
Lemma 3.4 (cf. Phillipset al. [29]). If $(p, \mathbf{q}, \mathbf{u}) \in \mathscr{P} \times \mathscr{Q} \times \mathscr{V}$ and $\left(p_{h}, \mathbf{q}_{h}, \mathbf{u}_{h}\right) \in \mathscr{P}_{h} \times \mathscr{Q}_{h} \times V_{h}$ are, respectively, the solutions of (2.1) and (3.11)-(3.13), then there is a constant $C_{p}>0$ such that

$$
\begin{equation*}
\left\|\theta_{p}\right\|_{0} \leq C_{p}\left\|\mathbf{q}-\mathbf{q}_{h}\right\| . \tag{3.36}
\end{equation*}
$$

This estimate allows us to obtain the following result.
Theorem 3.3. Under assumptions of Theorem 3.2, the error estimate

$$
\begin{equation*}
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{L^{\infty}\left(0, T ; E_{h}\right)}^{2}+\left\|p-p_{h}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|\mathbf{q}-\mathbf{q}_{h}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} \leq C h^{2 k} \tag{3.37}
\end{equation*}
$$

holds.
Proof. Squaring both sides of (3.36) and integrating the result in time from 0 to $T$ yields

$$
\begin{equation*}
\left\|\theta_{p}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \leq C\left\|\mathbf{q}-\mathbf{q}_{h}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \tag{3.38}
\end{equation*}
$$

and (3.37) follows from the inequality (3.26) and interpolation estimates.

## 4. A Fully Discrete Scheme

### 4.1. The fully discrete scheme

For simplicity, we apply the backward Euler method as the time discretisation scheme. Choosing a positive integer $N$, we set $t^{n}=n \Delta t, \Delta t=T / N, 1 \leq n \leq N$ and consider the following fully discrete approximation method: Given the initial conditions $p_{h}^{0}=P_{h} p_{0}$ and $\mathbf{u}_{h}^{0}=\Pi_{h} \mathbf{u}_{0}$, for all $t=t^{n}$, find $\left(p_{h}^{n}, \mathbf{q}_{h}^{n}, \mathbf{u}_{h}^{n}\right) \in \mathscr{P}_{h} \times \mathscr{Q}_{h} \times \mathscr{V}_{h}$ such that

$$
\begin{align*}
& c_{0}\left(\frac{p_{h}^{n}-p_{h}^{n-1}}{\Delta t}, w\right)+\alpha\left(\frac{\nabla \cdot\left(\mathbf{u}_{h}^{n}-\mathbf{u}_{h}^{n-1}\right)}{\Delta t}, w\right)+\left(\nabla \cdot \mathbf{q}_{h}^{n}, w\right)=\left(\psi^{n}, w\right), \quad \forall w \in \mathscr{P}_{h},  \tag{4.1}\\
& \left(\mathbf{K}^{-1} \mathbf{q}_{h}^{n}, \mathbf{z}\right)-\left(p_{h}^{n}, \nabla \cdot \mathbf{z}\right)=0, \quad \forall \mathbf{z} \in \mathscr{Q}_{h},  \tag{4.2}\\
& a_{h}\left(\mathbf{u}_{h}^{n}, \mathbf{v}\right)-\alpha\left(p_{h}^{n}, \nabla \cdot \mathbf{v}\right)=\left(\mathbf{f}^{n}, \mathbf{v}\right), \quad \forall \mathbf{v} \in \mathscr{H}_{h} . \tag{4.3}
\end{align*}
$$

### 4.2. Unique solvability

We transform (4.1)-(4.3) into equivalent variational equations -viz.

$$
\begin{align*}
& A_{h}\left(\left(\mathbf{u}_{h}^{n}, \mathbf{q}_{h}^{n}\right),(\mathbf{v}, \mathbf{z})\right)+B_{h}\left((\mathbf{v}, \mathbf{z}), p_{h}^{n}\right)=\left(\mathbf{f}^{n}, \mathbf{v}\right), \\
& B_{h}\left(\left(\mathbf{u}_{h}^{n}, \mathbf{q}_{h}^{n}\right), w\right)-C_{h}\left(p_{h}^{n}, w\right)=-\Delta t\left(\psi^{n}, w\right)-\left(c_{0} p_{h}^{n-1}+\alpha \nabla \cdot \mathbf{u}_{h}^{n-1}, w\right) \tag{4.4}
\end{align*}
$$

with the bilinear forms

$$
\begin{aligned}
& A_{h}((\mathbf{u}, \mathbf{q}),(\mathbf{v}, \mathbf{z})):=a_{h}(\mathbf{u}, \mathbf{v})+\Delta t\left(K^{-1} \mathbf{q}, \mathbf{z}\right), \\
& B_{h}((\mathbf{v}, \mathbf{z}), p):=-\alpha(\nabla \cdot \mathbf{v}, p)-\Delta t(\nabla \cdot \mathbf{z}, p), \\
& C_{h}(p, w):=c_{0}(p, w) .
\end{aligned}
$$

Similar to the previous considerations, the unique solvability of the saddle point problem (4.4) will be established, if we show that these bilinear forms satisfy the LBB conditions [7]. To do this, we define a discrete time-dependent norm for the space $\mathscr{V}_{h} \times \mathscr{Q}_{h}-$ viz.

$$
\begin{equation*}
\|(\mathbf{v}, \mathbf{z})\|_{1, h}=\left(\|\mathbf{v}\|_{h}^{2}+(\Delta t)^{2}\|\mathbf{z}\|_{\text {div }}^{2}\right)^{1 / 2} \tag{4.5}
\end{equation*}
$$

Lemma 4.1. If the penalty parameter $\gamma$ is sufficiently large, then there is a constant $C>0$ such that

$$
A_{h}((\mathbf{v}, \mathbf{z}),(\mathbf{v}, \mathbf{z})) \geq C\|(\mathbf{v}, \mathbf{z})\|_{1, h}, \quad \forall(\mathbf{v}, \mathbf{z}) \in \mathscr{V}_{h} \times \mathscr{Q}_{h} .
$$

Proof. It follows from the definition of the norm $\|\cdot\| \|_{1, h}$, the inequality (3.20) and conditions (2.2).

Lemma 4.2. There is a positive constant $\beta>0$ such that

$$
\begin{equation*}
\sup _{(\mathbf{v}, \mathbf{z}) \in \mathscr{Y}_{h} \times \mathscr{Q}_{h}} \frac{B_{h}((\mathbf{v}, \mathbf{z}), w)}{\|(\mathbf{v}, \mathbf{z})\|_{1, h}} \geq \beta\|w\|_{0}, \quad \forall w \in \mathscr{P}_{h} . \tag{4.6}
\end{equation*}
$$

Proof. According to [5, Lemma 11.2.3], for any $w \in \mathscr{P}_{h}$ there is an element $\mathbf{z} \in \mathscr{V}$ such that

$$
\begin{equation*}
\nabla \cdot \mathbf{z}=-w, \quad\|\mathbf{z}\|_{1} \leq C_{1}\|w\|_{0} . \tag{4.7}
\end{equation*}
$$

It follows from (3.4) that

$$
\begin{equation*}
\left\|\Pi_{h} \mathbf{z}\right\|_{1} \leq C_{2}\|\mathbf{z}\|_{1} . \tag{4.8}
\end{equation*}
$$

Taking into account (4.7) and (4.8) and setting $v=0$, we obtain

$$
\frac{B\left(\left(0, \Pi_{h} \mathbf{z} / \Delta t\right), w\right)}{\left\|\left(0, \Pi_{h} \mathbf{z} / \Delta t\right)\right\|_{1, h}}=\frac{\|w\|_{0}^{2}}{\left\|\Pi_{h} \mathbf{z}\right\|_{\text {div }}} \geq \frac{\|w\|_{0}^{2}}{\left\|\Pi_{h} \mathbf{z}\right\|_{1}} \geq \frac{1}{C_{2}} \frac{\|w\|_{0}^{2}}{\|\mathbf{z}\|_{1}} \geq \frac{1}{C_{1} C_{2}}\|w\|_{0}
$$

and the inequality (4.6) with $\beta=1 /\left(C_{1} C_{2}\right)$ follows.
Lemmas 4.1 and 4.2 show that the saddle point problem (4.4) satisfies the LBB conditions. Since $C_{h}(\cdot, \cdot)$ is a symmetric positive semidefinite bilinear form, we obtain the following theorem.
Theorem 4.1. If penalty parameter $\gamma$ is sufficiently large, then for any $t=t^{n}, 1 \leq n \leq N$, the fully discrete numerical scheme (4.1)-(4.3) has a unique solution $\left(p_{h}^{n}, \mathbf{q}_{h}^{n}, \mathbf{u}_{h}^{n}\right) \in \mathscr{P}_{h} \times \mathscr{Q}_{h} \times \mathscr{V}_{h}$.

### 4.3. Error estimates

We again consider two cases $c_{0} \geq \beta_{0}>0$ and $c_{0} \geq 0$, starting with the former. If $g=$ $g(t, x)$ and $t^{n}=n \Delta t, n=1, \cdots, N$, we set $g^{n}=g\left(t^{n}, x\right), x \in \Omega$ and use the Taylor's expansions to write

$$
\begin{align*}
& \frac{p^{n}-p^{n-1}}{\Delta t}=p_{t}^{n}+\frac{1}{\Delta t} \int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) p_{t t}(s) d s  \tag{4.9}\\
& \frac{\mathbf{u}^{n}-\mathbf{u}^{n-1}}{\Delta t}=\mathbf{u}_{t}^{n}+\frac{1}{\Delta t} \int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) \mathbf{u}_{t t}(s) d s \tag{4.10}
\end{align*}
$$

Theorem 4.2. Assume that the penalty parameter $\gamma$ is sufficiently large. If $(p, \mathbf{q}, \mathbf{u}) \in \mathscr{P} \times$ $\mathscr{Q} \times \mathscr{V}$ and $\left(p_{h}^{n}, \mathbf{q}_{h}^{n}, \mathbf{u}_{h}^{n}\right) \in \mathscr{P}_{h} \times \mathscr{Q}_{h} \times \mathscr{V}_{h}$ are, respectively, the solutions of the problems (2.1) and (4.1)-(4.3) such that

$$
\begin{aligned}
& \mathbf{u} \in L^{\infty}\left(0, T ; H^{k+1}(\Omega)\right), \quad \mathbf{u}_{t} \in L^{\infty}\left(0, T ; H^{k+1}(\Omega)\right), \quad \mathbf{u}_{t t} \in L^{2}\left(0, T ; H^{k+1}(\Omega)\right), \\
& \nabla \cdot \mathbf{u}_{t t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right), \quad p_{t t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right), \quad q \in L^{\infty}\left(0, T ; H^{k}(\Omega)\right),
\end{aligned}
$$

then

$$
\begin{equation*}
\max _{1 \leq n \leq N}\left\|\mathbf{u}^{n}-\mathbf{u}_{h}^{n}\right\|_{h}^{2}+\max _{1 \leq n \leq N}\left\|p^{n}-p_{h}^{n}\right\|_{0}^{2}+\Delta t \sum_{n=1}^{N}\left\|\mathbf{q}^{n}-\mathbf{q}_{h}^{n}\right\|_{0}^{2} \leq C\left(h^{2 k}+(\Delta t)^{2}\right) . \tag{4.11}
\end{equation*}
$$

Proof. Let $(w, \mathbf{z}, \mathbf{v}) \in \mathscr{P}_{h} \times \mathscr{Q}_{h} \times \mathscr{V}_{h}$. Since the exact solution satisfies the Eqs. (3.8)-(3.10) at any $t=t^{n}$, we can use (4.9) and (4.10) to obtain

$$
\begin{align*}
& c_{0}\left(\frac{p^{n}-p^{n-1}}{\Delta t}, w\right)+\alpha\left(\nabla \cdot\left(\frac{\mathbf{u}^{n}-\mathbf{u}^{n-1}}{\Delta t}\right), w\right)+\left(\nabla \cdot \mathbf{q}^{n}, w\right)=\left(\psi^{n}, w\right) \\
& \quad+\frac{c_{0}}{\Delta t}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) p_{t t}(s) d s, w\right)+\frac{\alpha}{\Delta t}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) \nabla \cdot \mathbf{u}_{t t}(s) d s, w\right)  \tag{4.12}\\
& \left(\mathbf{K}^{-1} \mathbf{q}^{n}, \mathbf{z}\right)-(p, \nabla \cdot \mathbf{z})=0  \tag{4.13}\\
& a_{h}\left(\mathbf{u}^{n}, \mathbf{v}\right)-\alpha\left(p^{n}, \nabla \cdot \mathbf{v}\right)=\left(\mathbf{f}^{n}, \mathbf{v}\right) . \tag{4.14}
\end{align*}
$$

Subtracting (4.1) from (4.12), (4.2) from (4.13) and (4.3) from (4.14) yields

$$
\begin{align*}
& c_{0}\left(\frac{\left(p^{n}-p_{h}^{n}\right)-\left(p^{n-1}-p_{h}^{n-1}\right)}{\Delta t}, w\right)+\alpha\left(\nabla \cdot\left(\frac{\left(\mathbf{u}^{n}-\mathbf{u}_{h}^{n}\right)-\left(\mathbf{u}^{n-1}-\mathbf{u}_{h}^{n-1}\right)}{\Delta t}\right), w\right) \\
& \quad+\left(\nabla \cdot\left(\mathbf{q}^{n}-\mathbf{q}_{h}^{n}\right), w\right)=\frac{c_{0}}{\Delta t}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) p_{t t}(s) d s, w\right) \\
& \quad+\frac{\alpha}{\Delta t}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) \nabla \cdot \mathbf{u}_{t t}(s) d s, w\right), \tag{4.15}
\end{align*}
$$

$$
\begin{align*}
& \left(\mathbf{K}^{-1}\left(\mathbf{q}^{n}-\mathbf{q}_{h}^{n}\right), \mathbf{z}\right)-\left(p^{n}-p_{h}^{n}, \nabla \cdot \mathbf{z}\right)=0  \tag{4.16}\\
& a_{h}\left(\mathbf{u}^{n}-\mathbf{u}_{h}^{n}, \mathbf{v}\right)-\alpha\left(p^{n}-p_{h}^{n}, \nabla \cdot \mathbf{v}\right)=0 \tag{4.17}
\end{align*}
$$

We then write

$$
\begin{array}{lll}
p^{n}-p_{h}^{n}=\xi_{p}^{n}+\theta_{p}^{n}, & \xi_{p}^{n}=p^{n}-P_{h} p^{n}, & \theta_{\mathbf{p}}^{n}=P_{h} p^{n}-p_{h}^{n}, \\
\mathbf{q}^{n}-\mathbf{q}_{h}^{n}=\xi_{\mathbf{q}}^{n}+\theta_{\mathbf{q}}^{n}, & \xi_{\mathbf{q}}^{n}=\mathbf{q}^{n}-\Pi_{h} \mathbf{q}^{n}, & \theta_{\mathbf{q}}^{n}=\Pi_{h} \mathbf{q}^{n}-\mathbf{q}_{h}^{n}, \\
\mathbf{u}^{n}-\mathbf{u}_{h}^{n}=\xi_{\mathbf{u}}^{n}+\theta_{\mathbf{u}}^{n}, & \xi_{\mathbf{u}}^{n}=\mathbf{u}^{n}-\Pi_{h} \mathbf{u}^{n}, & \theta_{\mathbf{u}}^{n}=\Pi_{h} \mathbf{u}^{n}-\mathbf{u}_{h}^{n} .
\end{array}
$$

The terms $\xi_{p}^{n}, \xi_{\mathrm{q}}^{n}$ and $\xi_{\mathrm{u}}^{n}$ can be estimated by the interpolation error bounds. In order to estimate $\theta_{p}^{n}, \theta_{\mathbf{q}}^{n}$ and $\theta_{\mathbf{u}}^{n}$, we use (3.3), (3.5) and rewrite (4.15), (4.16), (4.17) as

$$
\begin{align*}
& c_{0}\left(\frac{\left(\theta_{\mathbf{p}}^{n}-\theta_{\mathbf{p}}^{n-1}\right)}{\Delta t}, w\right)+\alpha\left(\nabla \cdot\left(\frac{\left(\theta_{\mathbf{u}}^{n}-\theta_{\mathbf{u}}^{n-1}\right)}{\Delta t}\right), w\right)+\left(\nabla \cdot \theta_{\mathbf{q}}^{n}, w\right) \\
= & \frac{c_{0}}{\Delta t}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) p_{t t}(s) d s, w\right)+\frac{\alpha}{\Delta t}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) \nabla \cdot \mathbf{u}_{t t}(s) d s, w\right),  \tag{4.18}\\
& \left(\mathbf{K}^{-1} \theta_{\mathbf{q}}^{n}, \mathbf{z}\right)-\left(\theta_{p}^{n}, \nabla \cdot \mathbf{z}\right)=-\left(\mathbf{K}^{-1} \xi_{\mathbf{q}}^{n}, \mathbf{z}\right), \\
& a_{h}\left(\theta_{\mathbf{u}}^{n}, \mathbf{v}\right)-\alpha\left(\theta_{p}^{n}, \nabla \cdot \mathbf{v}\right)=-a_{h}\left(\xi_{\mathbf{u}}^{n}, \mathbf{v}\right) .
\end{align*}
$$

Setting $w=\theta_{p}^{n}, \mathbf{z}=\theta_{\mathbf{q}}^{n}, \mathbf{v}=\left(\theta_{\mathbf{u}}^{n}-\theta_{\mathbf{u}}^{n-1}\right) / \Delta t$ and summing the equations (4.18), we obtain

$$
\begin{align*}
& a_{h}\left(\theta_{\mathbf{u}}^{n}, \theta_{\mathbf{u}}^{n}\right)+c_{0}\left\|\theta_{p}^{n}\right\|_{0}^{2}+\Delta t\left\|\mathbf{K}^{-1 / 2} \theta_{\mathbf{q}}^{n}\right\|_{0}^{2}=a_{h}\left(\theta_{\mathbf{u}}^{n}, \theta_{\mathbf{u}}^{n-1}\right)+c_{0}\left(\theta_{p}^{n-1}, \theta_{p}^{n}\right) \\
& \quad+c_{0}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) p_{t t}(s) d s, \theta_{p}^{n}\right)+\alpha\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) \nabla \cdot \mathbf{u}_{t t}(s)(s) d s, \theta_{p}^{n}\right) \\
& \quad-\Delta t\left(\mathbf{K}^{-1} \xi_{\mathbf{q}}^{n}, \theta_{\mathbf{q}}^{n-1}\right)-a_{h}\left(\xi_{\mathbf{u}}^{n}, \theta_{\mathbf{u}}^{n}-\theta_{\mathbf{u}}^{n-1}\right) . \tag{4.19}
\end{align*}
$$

The Eq. (4.19) can be used to evaluate the errors, but we need the following inequalities:

$$
\begin{align*}
& a_{h}\left(\theta_{\mathbf{u}}^{n}, \theta_{\mathbf{u}}^{n-1}\right) \leq \frac{1}{2}\left(a_{h}\left(\theta_{\mathbf{u}}^{n-1}, \theta_{\mathbf{u}}^{n-1}\right)+a_{h}\left(\theta_{\mathbf{u}}^{n}, \theta_{\mathbf{u}}^{n}\right)\right),  \tag{4.20}\\
& c_{0}\left(\theta_{p}^{n-1}, \theta_{p}^{n}\right) \leq \frac{1}{2} c_{0}\left(\left\|\theta_{p}^{n-1}\right\|_{0}^{2}+\left\|\theta_{p}^{n}\right\|_{0}^{2}\right) . \tag{4.21}
\end{align*}
$$

Noting that $\theta_{\mathbf{u}}^{0}=0$ and $\theta_{p}^{0}=0$, we sum the Eqs. (4.19) from 1 to $m, m \leq N$, and the inequalities (4.20), (4.21) yield

$$
\frac{1}{2}\left(a_{h}\left(\theta_{\mathbf{u}}^{m}, \theta_{\mathbf{u}}^{m}\right)+c_{0}\left\|\theta_{p}^{m}\right\|_{0}^{2}\right)+\Delta t \sum_{n=1}^{m}\left\|\mathbf{K}^{-1 / 2} \theta_{\mathbf{q}}^{n}\right\|_{0}^{2} \leq T_{1}+T_{2}+T_{3}+T_{4},
$$

where

$$
\begin{aligned}
& T_{1}=c_{0} \sum_{n=1}^{m}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) p_{t t}(s) d s, \theta_{p}^{n}\right) \\
& T_{2}=\alpha \sum_{n=1}^{m}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) \nabla \cdot \mathbf{u}_{t t}(s) d s, \theta_{p}^{n}\right), \\
& T_{3}=-\sum_{n=1}^{m} \Delta t\left(\mathbf{K}^{-1} \xi_{\mathbf{q}}^{n}, \theta_{\mathbf{q}}^{n}\right) \\
& T_{4}=-\sum_{n=1}^{m} a_{h}\left(\xi_{\mathbf{u}}^{n}, \theta_{\mathbf{u}}^{n}-\theta_{\mathbf{u}}^{n-1}\right) .
\end{aligned}
$$

The term $T_{1}$ can be estimated as

$$
T_{1}=c_{0} \sum_{n=1}^{m}\left(\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) p_{t t}(s) d s, \theta_{p}^{n}\right) \leq c_{0} \sum_{n=1}^{m}\left\|\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) p_{t t}(s) d s\right\|_{0}\left\|\theta_{p}^{n}\right\|_{0}
$$

and since

$$
\left\|\int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) p_{t t}(s) d s\right\|_{0} \leq(\Delta t)^{3 / 2}\left(\int_{t^{n-1}}^{t^{n}}\left\|p_{t t}(s)\right\|_{0}^{2} d s\right)^{1 / 2}
$$

we have

$$
T_{1} \leq C\left(\Delta t \sum_{n=0}^{m}\left\|\theta_{p}^{n}\right\|_{0}^{2}+(\Delta t)^{2} \int_{0}^{t^{m}}\left\|p_{t t}(s)\right\|_{0}^{2} d s\right)
$$

Analogously,

$$
T_{2} \leq C\left(\Delta t \sum_{n=0}^{m}\left\|\theta_{p}^{n}\right\|_{0}^{2}+(\Delta t)^{2} \int_{0}^{t^{m}}\left\|\nabla \cdot \mathbf{u}_{t t}(s)\right\|_{0}^{2} d s\right)
$$

Besides, it is easily seen that

$$
T_{3}=-\sum_{n=1}^{m} \Delta t\left(K^{-1} \xi_{\mathbf{q}}^{n}, \theta_{\mathbf{q}}^{n}\right) \leq \frac{1}{2} \Delta t \sum_{n=0}^{m}\left\|K^{-1 / 2} \theta_{\mathbf{q}}^{n}\right\|_{0}^{2}+C \Delta t \sum_{n=1}^{m}\left\|\xi_{\mathbf{q}}^{n}\right\|_{0}^{2} .
$$

In order to estimate $T_{4}$, we consider the representations

$$
\begin{equation*}
\sum_{n=1}^{m}\left(f^{n}-f^{n-1}\right) g^{n-1}=f^{m} g^{m}-f^{0} g^{0}-\sum_{n=1}^{m} f^{n}\left(g^{n}-g^{n-1}\right) \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi_{\mathbf{u}}^{n}-\xi_{\mathbf{u}}^{n-1}=\xi_{\mathbf{u}_{t}}^{n}+\frac{1}{\Delta t} \int_{t^{n-1}}^{t^{n}}\left(t^{n-1}-s\right) \xi_{\mathbf{u}_{t}}(s) d s \tag{4.23}
\end{equation*}
$$

Noting that $\xi_{\mathbf{u}_{t}}^{0}=0$ and using (4.22), (4.23), (3.19) and the Young inequality, we obtain the inequality

$$
T_{4}=-\sum_{n=1}^{m} a_{h}\left(\xi_{\mathbf{u}}^{n}, \theta_{\mathbf{u}}^{n}-\theta_{\mathbf{u}}^{n-1}\right)=-a_{h}\left(\xi_{\mathbf{u}}^{m}, \theta_{\mathbf{u}}^{m}\right)+\sum_{n=1}^{m} a_{h}\left(\xi_{\mathbf{u}}^{n}-\xi_{\mathbf{u}}^{n-1}, \theta_{\mathbf{u}}^{n-1}\right)
$$

$$
\leq \varepsilon\left\|\theta_{\mathbf{u}}^{m}\right\|_{h}^{2}+C\left(\left\|\xi_{\mathbf{u}}^{m}\right\|_{h}^{2}+(\Delta t)^{2} \int_{0}^{t^{m}}\left\|\xi_{\mathbf{u}_{t t}}(s)\right\|_{h}^{2} d s+\Delta t \sum_{n=0}^{m}\left(\left\|\xi_{\mathbf{u}_{t}}^{n}\right\|_{h}^{2}+\left\|\theta_{\mathbf{u}}^{n}\right\|_{h}^{2}\right)\right)
$$

with arbitrarily small number $\varepsilon$.
Taking into account the estimates obtained, conditions (2.2) and the inequality (3.20), we arrive at the inequality

$$
\begin{align*}
& \left(\frac{C_{\text {coer }}}{2}-\varepsilon\right)\left\|\theta_{\mathbf{u}}^{m}\right\|_{h}^{2}+\frac{1}{2} c_{0}\left\|\theta_{p}^{m}\right\|_{0}^{2}+\frac{\Delta t}{2 k_{\max }} \sum_{n=1}^{m}\left\|\theta_{\mathbf{q}}^{n}\right\|_{0}^{2} \\
\leq & C\left(\Delta t \sum_{n=0}^{m}\left(\left\|\theta_{p}^{n}\right\|_{0}^{2}+\left\|\theta_{\mathbf{u}}^{n}\right\|_{h}^{2}\right)+(\Delta t)^{2} \int_{0}^{t^{m}}\left\|p_{t t}(s)\right\|_{0}^{2} d s+(\Delta t)^{2} \int_{0}^{t^{m}}\left\|\nabla \cdot \mathbf{u}_{t t}(s)\right\|_{0}^{2} d s\right. \\
& \left.+\Delta t \sum_{n=1}^{m}\left\|\xi_{\mathbf{q}}^{n}\right\|_{0}^{2}+\left\|\xi_{\mathbf{u}}^{m}\right\|_{h}^{2}+(\Delta t)^{2} \int_{0}^{T}\left\|\xi_{\mathbf{u}_{t t}}(s)\right\|_{h}^{2} d s+\Delta t \sum_{n=0}^{m}\left\|\xi_{\mathbf{u}_{t}}^{n}\right\|_{h}^{2}\right) \tag{4.24}
\end{align*}
$$

If $0<\varepsilon<C_{\text {coer }} / 2$, then

$$
C_{\min }=\min \left\{\frac{C_{\text {coer }}}{2}-\varepsilon, \frac{1}{2} c_{0}, \frac{1}{2 k_{\max }}\right\}>0 .
$$

Moreover, if one replaces the left-hand side of (4.24) by the term

$$
C_{\min }\left(\left\|\theta_{\mathbf{u}}^{m}\right\|_{h}^{2}+\left\|\theta_{p}^{m}\right\|_{0}^{2}+\Delta t \sum_{n=1}^{m}\left\|\theta_{\mathbf{q}}^{n}\right\|_{0}^{2}\right)
$$

the inequality still holds true. Since (4.24) is valid for any $1 \leq m \leq N$, we can use the discrete Gronwall inequality and some approximation properties to obtain

$$
\begin{aligned}
& \max _{1 \leq n \leq N}\left\|\theta_{\mathbf{u}}^{n}\right\|_{h}^{2}+\max _{1 \leq n \leq N}\left\|\theta_{p}^{n}\right\|_{0}^{2}+\Delta t \sum_{n=1}^{N}\left\|\theta_{\mathbf{q}}^{n}\right\|_{0}^{2} \\
\leq & C\left((\Delta t)^{2} \int_{0}^{T}\left\|p_{t t}(s)\right\|_{0}^{2} d s+(\Delta t)^{2} \int_{0}^{T}\left\|\nabla \cdot \mathbf{u}_{t t}(s)\right\|_{0}^{2} d s+h^{2 k} \max _{1 \leq n \leq N}\left\|\mathbf{q}^{n}\right\|_{k}^{2}\right. \\
& \left.+h^{2 k} \max _{1 \leq n \leq N}\| \| \mathbf{u}^{n}\left\|_{k}^{2}+h^{2 k}(\Delta t)^{2} \int_{0}^{T}\right\| \mathbf{u}_{t t}(s)\left\|_{k}^{2} d s+h^{2 k} \max _{1 \leq n \leq N}\right\| \mathbf{u}_{t}^{n} \|_{k}^{2}\right)
\end{aligned}
$$

This inequality and the interpolation error estimates for $\xi_{p}^{n}, \xi_{\mathrm{q}}^{n}$ and $\xi_{\mathbf{u}}^{n}$ lead to the inequality (4.11).

The case $c_{0} \geq 0$ can be handled analogously to the semi-discrete scheme. One can derive an optimal error bound for the pressure using a weaker norm.
Theorem 4.3. Let $(p, \mathbf{q}, \mathbf{u}) \in \mathscr{P} \times \mathscr{Q} \times \mathscr{V}$ and $\left(p_{h}^{n}, \mathbf{q}_{h}^{n}, \mathbf{u}_{h}^{n}\right) \in \mathscr{P}_{h} \times \mathscr{Q}_{h} \times \mathscr{V}_{h}$ be the solutions of (2.1) and (4.1)-(4.3), respectively. Then under the assumptions of Theorem 4.2 the following estimate

$$
\max _{1 \leq n \leq N}\left\|\mathbf{u}^{n}-\mathbf{u}_{h}^{n}\right\|_{h}^{2}+\Delta t \sum_{n=1}^{N}\left\|p^{n}-p_{h}^{n}\right\|_{0}^{2}+\Delta t \sum_{n=1}^{N}\left\|\mathbf{q}^{n}-\mathbf{q}_{h}^{n}\right\|_{0}^{2} \leq C\left(h^{2 k}+(\Delta t)^{2}\right)
$$

holds.

## 5. Concluding Remarks

We propose an $H$ (div)-conforming finite element method for Biot's consolidation, where displacements and fluid velocity are approximated by elements from $\mathrm{BDM}_{k}$ space. The use of $H$ (div)-conforming elements ensures that the normal components of displacements and fluid velocity are continuous across element interfaces and the method is locally conservative. The elasticity locking problem has been overcome by implementing a mixed element method in the discontinuous Galerkin framework. Moreover, a proper selection of finite element spaces for displacements and pressure prevents the appearance of pressure oscillation. Having introduced a spatial discretisation, we develop semi-discrete and fully discrete schemes, prove their unique solvability and establish optimal error estimates for each variable.
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