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ABSTRACT

Vehicle-to-Infrastructure communications offer great opportunities for developing applications for
Intelligent Transportation Systems with real-time vehicle motion information. In this paper, we propose to
leverage this technology in a system that reduces delay for a priority vehicle by adjusting an isolated,
actuated traffic signal controller’s timing mechanism in a non-invasive manner. We developed an
algorithm and architecture that monitors connected vehicle location data and recent intersection
performance, calculates a minimum-disruption timing plan which provides a green light to the priority
vehicle at its arrival, if possible, then enforces the plan until the vehicle arrives. The algorithm and
software architecture were tested in simulation, with results showing significant reduction in priority
vehicle delay with little impact on traffic at the intersection. The work demonstrates the power of
Vehicle-to-Infrastructure communication in enhancing transportation operation. The results show that, by
temporarily enforcing a timing plan and modifying it to accommodate a priority vehicle’s arrival, the
delay the vehicle encounters at an intersection can be reduced without adding significant delay for other
vehicles crossing said intersection. The simulation results we present indicate that this system could be
deployed at an isolated intersection to dramatically reduce priority vehicle delay without significant
detriment to the remaining vehicles utilizing the intersection. By extending this system with vehicle
occupancy data, decision-making can be made autonomously as to whether, when, and how to facilitate a
priority vehicle while minimizing impact to the rest of the operations at an intersection.

Keywords: Vehicle-to-infrastructure communication; intelligent transportation systems; traffic signal
control; priority vehicles
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INTRODUCTION

With the advent of vehicle-to infrastructure (V2I) and vehicle-to-vehicle (V2V) technologies, vehicle
information can readily be acquired by intelligent transportation systems (ITS) to support many
applications that greatly contribute to travel safety, efficiency, and ease of use. For example, information
about vehicle platoons can be collected by a traffic control center to optimize the traffic signal scheduling
for higher efficiency (7, 2).

Generally, traffic signal controllers (TSC’s) operate using a fixed-cycle timing plan, or they serve
green time in response to demand from simple vehicle detectors in the roadway. More advanced systems
often include a request server device to allow a priority vehicle, e.g. an ambulance, to shift the current
signal phase to the vehicle’s desired phase in an emergency (3). This priority method can invoke a
dramatic divergence from a signal’s predetermined timing plan and can cause large disruptions at
intersections serving a traffic volume near or at its capacity. As connected vehicle technology becomes
more ubiquitous, a system for intelligent priority using these tools can be developed. This system may
coordinate a priority request with surrounding traffic and past performance to reduce the severity of the
request’s traffic flow disruption.

General traffic coordination using connected vehicle technology is a topic of great complexity, as
shown in the works of Al-Khateeb et al. and Milanes et al. (/, 4). Al-Khateeb et al. proposed early on to
use RFID to dynamically control traffic lights (a simplified version of full V2I communication) and
implements this strategy in simulation (/). Later work by Milanes at al. develops a full V2I-based traffic
management and collision avoidance strategy which is tested successfully both in simulation and real-
world trials (4). These works were based on a considerably high penetration rate of connected and
autonomous vehicles compared to current conditions in modern transportation systems.

Work in the field of V2I-based scheduling can be considered in three parts: the use of V2I for
vehicle arrival prediction, for transit priority, and for general traffic coordination. This work leans heavily
on prior work in the field of vehicle arrival prediction (5). The work in this paper proposes a combined
historical and real-time approach for predicting a vehicle’s arrival, and simulates their method with
significant results. This is an area of high concern for improving upon the detection abilities for traffic
controllers, as the further penetration of V2I communication provides for more complicated intersection
control strategies. For transit priority usage, V2I has been implemented in various cities and studied
repeatedly, such as the work of Ahmed et al. and Hu et al. (6, 7). These works tend to treat a priority
vehicle as a distinct class from traditional traffic, usually with separate restricted lanes to accommodate
this classification.

A more traditional approach using standard shared-lane configurations has been undertaken
regarding the use of predictive capabilities for controlling coordinated, rather than isolated, intersections
(8). This paper is similar in that it uses a vehicle predictor to accommodate priority buses faster at an
intersection. However, recent developments concerning the use of V21 communication to achieve this are
not explored, and a different method for phase modification is used, which utilizes the simpler Phase Hold
and Force Off methods of phase control. Two additional studies (9, /0) explore similar assumptions made
herein, but also restrict control to the green extension and red truncation methods of timing adjustment.

Balke et al. proposes to override a coordinated intersection’s side-street service based primarily
on vehicle arrival time and the pre-set coordination plan in place for the intersection’s corridor (§). A
similar approach involves treating coordinated phase starts as a pseudo-priority request (/7). While this
approach relaxes the assumption of isolated intersections to produce coordinated priority movements, it
also does not consider exact or near-exact arrival time prediction. Similar research develops a model
which considers a stochastic arrival time using an intricate optimization model (/2).

This work expands upon the field and propose a path forward in the transition to achieving a
more automated intersection such as that described by B. Yang et al. (/3) or K. Yang et al. (/4), while
still accommodating manual driving as we are familiar with today. B. Yang et al. propose for an
intersection to take control of a vehicle’s acceleration and deceleration to avoid collisions in a more
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traditional intersection (/3), whereas K. Yang et al. (/4) focus on adjusting intersection departure periods
based on density of connected and autonomous vehicles. Both papers simulate the strategies they propose
with successful results.

OBJECTIVE AND CONTRIBUTIONS

In this paper, our goal is to create a V2I-based system which can implement priority vehicle requests for
an isolated intersection without causing substantial increase in delays. Our objective is to implement an
algorithm to allot green time to future phases based on recent performance, and later to adjust unused
green time for phases so as to minimize the priority vehicle’s delay (&), based on real-time vehicle
location data obtained through an architecture which utilizes V2I communication. We concern ourselves
in this work solely with isolated, non-coordinated intersections to provide flexibility in timing plan choice,
as coordinated plans offer little room for timing plan modification. Our system includes vehicle location
data reporting and collection via V21, i.e. an onboard unit (OBU) sending data to a roadside unit (RSU),
TSC traffic response monitoring, and phase planning algorithms.

This system is tested in a lab setting where V21 communications and TSC command and control
are tested through simulation, separate from testing using real road segments and vehicle movements. The
PTV VISSIM traffic simulation software we utilize includes a virtual TSC. A V2I-enabled priority
vehicle was created in the simulation environment, in the form of a pre-generated bus whose arrival time
and destination can be manipulated and therefore predicted with a high degree of certainty. A
foundational assumption is made that well-defined, predictable arrival times are available for the priority
vehicle. While this does not necessarily reflect the current state of the art, additional research into this
field is ongoing and as market penetration of V2I-enabled vehicles grows, this assumption will become
less restrictive in the near future. Additionally, while the industry standard service request protocol is not
implemented in its entirety, the core concepts are replicated to relay V2I priority request communication.
The algorithm’s operation depends on interfacing with the intersection controller using its built-in NTCIP
interface to establish a short-term signal timing plan, and on maintaining a model of prior intersection
behavior created from the high-resolution signal phase and timing logs created by the TSC.

Typically, for non-emergency priority vehicles (NEPV), e.g. a transit bus, there is the desire to
limit the priority vehicle’s delay. Thus, a balance should be strived for, weighing this against the
increased delay incurred by non-priority vehicles as a result of the request. To do this, adjustments to the
controller’s timing plan should factor in the green times allotted by the controller in previous cycles.
Deviation from these values should be minimized so as to reflect as closely as possible the optimal
intersection timings for the present traffic volume. The aim of this method is to provide more flexibility in
signal timings relative to prior works (9, /0) while still minimizing disruptions.

For the above scheduling optimization problem, the nascent technology of communication can
play an important role by providing real-time streaming data on the locations and the headings of various
types of vehicles (15). With the real-time data available, an NEPV’s arrival time at an intersection can be
predicted with a high degree of accuracy, thus providing a data point to positively influence the TSC’s
future timing decisions for that intersection. If the NEPV is detected with enough time for the minimum
timings for queued phases to be served, an NEPV can be guaranteed to arrive on green by modifying the
intersection’s timing plan.

Our work builds on the above prior efforts by applying V2I-based scheduling technologies to an
isolated intersection, rather than a coordinated intersection. We aim to develop temporary timing plans
based on recent performance which will accommodate an NEPV in mixed traffic flow, rather than a bus
priority system, thereby allowing the benefits of the system to apply to traffic flowing in the same
direction.

SYSTEM ARCHITECTURE
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The V2I Network and Controller
As illustrated by Figure 1, the system in this paper consists of an NEPV (a bus in the figure) equipped
with an on-board unit (OBU), a roadside unit (RSU), and an intersection’s traffic signal controller (which
operates the signals at the intersection). The OBU is capable of communication over a V2I channel with
the RSU, and the RSU communicates with the signal controller using a wired Ethernet connection.

The NEPV scheduling algorithm can operate from a variety of locations. It can execute on the
RSU or the controller; or it could execute on the OBU or a backend server, provided the results are
relayed properly by relevant communications, be it V2I, Ethernet, or otherwise. In our system, the
algorithm runs at the RSU.

‘ ‘
Bus RoadSide Unit NK;ZQ‘;‘;Z:”'
Intersection Controller

FIGURE 1 System architecture diagram

Signal Phase
and Timing
Messages

OnBoard Unit

TSC Command and Control

The National Transportation Communications for Intelligent Transportation System Protocol (NTCIP) is
a collection of industry standards which provide methods for TSC command and control. NTCIP uses
messages in the Simple Network Management Protocol (SNMP) format (/4). Given that our scheduling
algorithm runs on the RSU, the RSU uses NTCIP to directly communicate with the controller via these
SNMP messages. The messages include reading and writing phase maxima and minima, recall flags,
sequences, and the controller time.

Vehicle-to-infrastructure Communication

The transmission of an NEPV’s real-time location and telemetry through V2I communication is necessary
to predict the vehicle arrival that should be privileged in scheduling the dynamic priority request. The
IEEE WAVE standard suites have specified the Dedicated Short-Range Communication (DSRC) 802.11p
protocol, capable of providing data transfer such as basic safety messages (BSMs) via V2I
communication with negligible delay (/7).

BSM’s are standardized by the SAE in SAE J2735 (18). Per that standard, BSM’s are broadcast
from a vehicle’s OBU 10 times per second. The messages include the vehicle’s speed, headway,
acceleration, etc. These data, along with the vehicle’s location, can be used to predict the arrival time of
the NEPV, as well as its target phase.

For the purposes of testing the scheduling algorithm, the simulated NEPV provided its arrival
time, which was predetermined by the simulation parameters to be exactly five minutes after the vehicle
establishes contact with the system; in practice, this length of advanced communication is not guaranteed.
However, a minimum advance time threshold can be calculated as a function of guaranteed phase minima,
as discussed in the Plan Modification section. The testing of this algorithm presumes that communication
can be established prior to exceeding this minimum threshold.

The NTCIP and J2735 standards (16, 18) also define a framework for priority requests and
responses by advanced traffic controllers. This framework includes scenarios for priority requests from
request generators (i.e. an NEPV) which are handled by request servers. While this study does not
implement the full standard, the facets necessary for implementing the proposed functionality closely
mirrored those in the standard, namely a priority request generator and server integrated into the NEPV’s
onboard equipment and roadside equipment, respectively.
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Signal Phase and Timing

Also described in the SAE J2735 standard (/8) are signal phase and timing (SPaT) messages, which
report the status of each phase (i.e. which direction is permitted to cross the intersection, also known as a
movement state) of the traffic signals, as determined by the intersection controller. The scheduling
algorithm monitors the length of the controller’s phases by listening to the SPaT messages it broadcasts;
this is critical to the algorithm’s successful operation while the controller operates in “free” mode (i.e. it is
not coordinated with other intersections along a corridor and does not stringently adhere to timing plans
set up for different time periods, instead responding to demand from vehicle sensors in the roadway as
traffic volumes change over the course of a day). This provides a method of estimating the length of a
future controller cycle and is used to model a timing plan that can be enforced temporarily, given the
present traffic conditions. The amount of previous cycles monitored is dependent on implementation; in
testing, the five most recent cycles were used.

The SPaT records are also logged in our simulation to evaluate the proposed algorithm. The
recorded phase lengths are provided by the high-resolution data logging functionality of the Econolite
ASC/3 virtual controller. This functionality provides a record of all actions taken by the controller,
including all phase changes as described in the SPaT message standard, and is leveraged by the algorithm
to determine the average lengths of each phase to determine the length of a phase in the future.

TSC Communications
Groen
Begin, End

Barrier Number,
Timestamp

Create NEPV
Clearance Plan

NEPV
Communications

MNEPV

Location,
Telemetry

MNEPY Phase,
Arrival Time

Green Times,

Sequence

Already arrived =< One Cycle Length

> One Cycle Length
b4

Determine
minimum
correction

w
Shorts
End plan pha(;asa.:o Extend phases
enforcement clear NEPV 1o clear NEPV
Enforce Plan

b4

End

FIGURE 2 Algorithm flowchart

DYNAMIC SCHEDULING ALGORITHM

In this section, we describe the general functionality of the TSC and the dynamic scheduling algorithm,
including input data, clearance plan establishment, and plan modification. Figure 2 illustrates the
algorithm flow.
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Algorithm Overview

Because of the behavior for a controller operating in “free” mode, prediction of a traffic signal
controller’s future timing is not trivial, and requires an analysis of the previous phase history to develop a
model for future phase lengths. To achieve this, we monitor the SPaT data provided by the controller to
keep record of previously served phase lengths. This is similar to adaptive signal control which monitors
the last few cycles.

Signal timing modification done by the algorithm is initiated upon detection of a SPaT message
indicating that the controller has passed a “barrier” (i.e. a point in which the intersection switches between
serving the main street and cross street phases), at which point it modifies the existing timing plan for the
controller to enforce strict timings based on the recent history of effectively served timings. The timing
plan consists of calculated phase (i.e. green signal) lengths through which the controller will iterate, thus
establishing a predictable controller cycle.

Next, the NEPV’s arrival time is compared to the plan’s green times allotted to the NEPV’s target
phase. If the NEPV is predicted to arrive outside its allotted green, the lengths of the plan’s phases are
adjusted accordingly in order for the NEPV to be cleared (i.e. it arrives to a green light). Finally, the plan
is put into action, taking the TSC out of “free” mode on a temporary basis until such time that the NEPV
has cleared the intersection. At that time, the plan is taken out of enforcement and the controller returns to
“free” mode.

Data Dependencies

The dynamic scheduling algorithm depends on the availability of the four data points discussed in this
section. The phase green lengths are the input from the TSC of the current length of phase green time. To
maintain a model to predict future TSC cycles, the algorithm listens via the SPaT protocol for messages
indicating the beginning and ending of each phase, and maintains a record of the most recent cycles, with
a particular interest in green time. Using these records, the algorithm can determine the length of an
average controller cycle as well as its constituent phase lengths.

The controller time is the reference time for scheduling. The algorithm regularly polls the traffic
signal controller via NTCIP to ensure clock synchronization. The arrival time predicted for an NEPV is
compared against this time and a timing plan to determine when and if modifications need to be made to
guarantee the NEPV arrives on green.

The barriers are time synchronization points in the TSC’s timing plan to guarantee safety in the
intersection, since phases of each street are generally not compatible with those of cross streets. Because
these barriers provide convenient reference times at which a timing plan can be modified without
interfering with the safety provided by the timing plan, these reference times can be used as a trigger to
begin execution of plan modification subroutines.

Accurate GPS location and telemetry data for the NEPV being cleared are necessary to predict
the arrival time for the vehicle as well as the phase to which it will be assigned. These data points are
obtained via V2I communication between the RSU hardware and the NEPV’s OBU hardware. As the
values of these points change, the estimated arrival time can be reevaluated at each barrier to adjust a
clearance plan, if necessary. An assumption is made that predictable and well-defined arrival times for
NEPVs are available; while this is rather restrictive currently, the ongoing work (5) as well as the
incipient rise of connected vehicles in the field give reason to believe this will not be as troublesome in
the near future.

Clearance Plans

To guarantee a chosen phase will be green when an NEPV arrives at an intersection, it becomes necessary
to remove any uncertainty as to the length of each phase. To do this, a timing plan must be enforced
which the TSC will adhere to absolutely. This stands in contrast to the default “free” operation of the TSC,
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in which the length of each phase is determined by the traffic volume detected by sensors at the
intersection.

A timing plan is enforced upon a trigger event (i.e. a barrier SPaT message) if and only if an
NEPV is predicted to arrive within the predetermined look-ahead window. This window controls the
maximum amount of time the algorithm will be allowed to take the TSC out of its default “free” mode.
For the purposes of testing this algorithm, the look-ahead window was defined as two times the
controller’s average effective cycle length. This was chosen to ensure that a modification can be made in
most circumstances if need be, and that the controller will not be taken out of “free” mode for an
excessive amount of time.

If a plan has not been enforced prior to a trigger event, one is generated by calculating the
average length of each phase as determined by the length records of the previous five occurrences of each
phase. Once the NEPV has been cleared through the intersection, the timing plan is considered to have
expired, and it is removed from enforcement, thus returning the controller to “free” mode. This allows the
TSC to operate outside its standard operating mode as little as possible.

Plan Modification

At each trigger event (i.e. barrier SPaT message), the timing plan is considered to be in force until at least
the time that the NEPV arrives at the intersection. The arrival time is compared to the green times allotted
to the NEPV’s target phase in the enforced timing plan. If the NEPV is predicted to arrive within a
scheduled green time, no adjustment to the plan is necessary in order for the NEPV to be cleared through
the intersection upon its arrival.

In the event that an NEPV is predicted to arrive outside the green times scheduled for its target
phase, two cases can be considered for adjusting the timing plan to correct this: the phases of the plan can
be extended so that the NEPV clears the intersection in the waning seconds of the previous scheduled
green time, or the phases can be shortened so that it arrives in the first seconds of the next scheduled
green time. In either case, the amount of time, if any, by which the plan must be modified, is divided
across all modifiable phases to ensure no phase is asymmetrically disadvantaged.

A formula to determine by how much each phase should be shortened is shown in Equation (1),
where A; is the amount of time by which each phase should be shortened, g is the difference between the
phase’s current length and its guaranteed minimum green time, O is the amount of time by which the full
plan must be shortened, and n is the number of phases in the plan before the NPEV arrives.

A = min {g,2} (1)

Equation (2) shows the calculation of how much time should be added to each phase to guarantee the
NEPYV arrives to a green signal. The variables closely correspond to those of the previous equation, but no
consideration of the minimum is invoked. Additionally, it is assumed that the value of O cannot be larger
than the timing plan’s length, so the phases will not be extended disproportionately.

A, = % ()

The option which will be chosen is determined by the time differential between the NEPV’s predicted
arrival time and the termini of the previous and next green times, as illustrated in Figure 3. This figure
shows which action will be taken by the algorithm based on when it is predicted to arrive (i.e. which
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phase in the target phase’s ring, shown as the X axis) and how far in advance the vehicle’s V2I
communications are received (shown as the Y axis). If communication is not established far enough in
advance, the algorithm will not be able to adjust the timing plan in a safe manner, so it will take no further
action (shown in various shades of gray). Figure 3 omits the phases not in the same ring as the NEPV’s
target phase for simplicity of illustration, however these phases must also be modified accordingly.

Shorten Phases to Clear NEPV
on Green

Extend Phases to Clear NEPV
on Green

Arrives on Green)

Cannot be Serviced Safely

I No Modification (NEPV

Detection Time (seconds before arrival)

Predicted Arrival Phase

FIGURE 3 Graph of plan modification type by detection time and predicted arrival phase
when phase 8 priority is requested

The figure shows three colored strips which correspond to the three options considered by the algorithm
as a result of the NEPV’s predicted arrival time. If the NEPV is predicted to arrive within its target green
phase, no modification of the enforced plan is necessary (shown as a blue strip in Figure 3, wherein phase
8 is the requested phase). If this is not the case and the NEPV will arrive closer to the end of the previous
green time than the start of the next green time, the phases will be extended (shown as a dark green strip);
otherwise, if the NEPV will arrive closer to the start of the next phase, the phases will be shortened until
the NEPV will arrive on green (shown as a light green strip). In the event that the established green time
minima could not be guaranteed by the plan after shortening its phases, this option cannot be considered
safe and is disregarded.

Summarily, once V2I communication has been established and the NEPV’s arrival time is within
the current look-ahead window (i.e. the maximum amount of time the algorithm will allow the TSC to be
taken out of “free” mode), the algorithm will establish a fixed timing plan at the first barrier encountered,
and will modify it to account for the NEPV’s arrival time. The plan will be reevaluated at each successive
barrier to make sure that the NEPV’s arrival time is still within its allotted green time, until such time that
the NEPV has arrived at the intersection, at which point the timing plan will be revoked.

The amount of time between when V2I communication is established and the NEPV’s arrival
time must exceed the minimum advance threshold when a barrier is reached in order for the algorithm to
safely provide a priority clearance. This minimum threshold is a summation of the guaranteed minimum
times for each phase which must be served prior to the NEPV’s target phase. This minimum time can be
significantly lowered by omitting or re-sequencing phases; however, these approaches were not utilized in
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our detailed study. Also, the effects of pedestrians in the system were not studied closely in this algorithm;
however, it can be extended to incorporate these effects, provided that the minimum timings for
pedestrian clearance can accommodate modification.

Assigned Traffic Volumes (veh/hr)

Peter Bryce Blvd Peter Bryce Blvd  Campus Dr Campus Dr
Northbound  Southbaund Eastbound Westbound

400 300

SIMULATION ENVIRONMENT

The intersection studied in this paper is located at 33° 12’ 51.8” N, 87° 31’ 52.8” W, at the intersection
of Campus Drive East and Peter Bryce Boulevard, on the campus of The University of Alabama (UA),
located in Tuscaloosa, Alabama. This location was chosen due to its frequent traversal by transit buses in
UA’s campus bus system, the Crimson Ride, as well as its intersection configuration that matches a
standard eight-phase intersection with overlapping left-turn phases.

The focus intersection is located adjacent to two parking lots used by commuters, so it is likely
that this intersection approaches maximum volume with regularity. Additionally, the Crimson Ride bus
storage facility is located nearby, and any bus entering into service would normally traverse this
intersection. This is an ideal test environment for this algorithm, as a bus being called into service at a
peak traffic hour will need to cross this intersection with minimal delay to serve the campus area, and any
delay encountered due to conflicting traffic will cause delay for the service’s riders.

The focus intersection was modeled in the PTV VISSIM traffic simulation software, and a
diagram of the intersection model can be found in Figure 4. Each street was assigned hourly traffic
volumes approximating average schoolday traffic at this intersection, as detailed in the table inset in
Figure 4. The VISSIM software stochastically generates vehicle traffic according to these volumes, and
each vehicle traversing the intersection is registered by vehicle sensors (indicated by blue boxes in Figure
4) to provide presence data to the intersection’s TSC.
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The VISSIM simulation software provides a virtual traffic signal controller that emulates the
functionality of an Econolite ASC/3-2100 model traffic signal controller. This controller is, by default,
configured to operate in “free” mode. The controller is configured with minimum and maximum green
times which may be allotted to a phase when it is in demand, as determined by the sensors in the roadway.

In order for the algorithm to respond to a non-emergency priority vehicle as intended, two details
are required from the vehicle: its target phase (i.e. which phase should be green in order for the vehicle to
proceed) and its predicted arrival time. Both can be determined from the data exchanged between an
NEPV and an intersection using V2I communication.

To simulate these values in a controlled manner, we established an artificial bus input inside the
intersection model. Indicated by an arrow in Figure 4 and shown with a bus entering in Figure 5, this
vehicle input provides a method of manually inserting an NEPV (in this case, a bus) into the system while
controlling the vehicle’s arrival time. We were then able to provide the necessary data which the
algorithm requires from V2I communication.

a Troffic Signal Control Simulstion Evalustion Presentstion Test Seripts Help

e
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FIGURE 5 Screenshot of algorithm in operation

SIMULATION RESULTS

Using the simulation environment described above, this algorithm was tested in ten scenarios to confirm
the expected behavior under varying sets of circumstances. Each test was run as a fifteen-minute
simulation, once with the accompanying algorithm and once without, with the NEPV arriving two-thirds
of the way through the simulation. For each scenario (generated by varying the random seed for the
simulation), the arrival time of the vehicle was varied, with 120 offset possibilities tested per scenario for
a total of 2400 trials. Note that in this study, the usage of the term “offset” differs from usual usage. In
this paper, the offset is used to determine the cycle starting time relative to simulation clock time rather
than coordinated timing plans (the usages are related, however, as coordinated plans’ offsets define cycle
starts relative to clock time as well). The travel times encountered by the NEPV as well as the average
travel times of all other simulated vehicles were measured in each trial.
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FIGURE 6 Comparison of priority vehicle delay

The results from the ten scenarios were averaged and compared to their respective null cases, as shown in
Figure 6. This figure shows that, on average, the algorithm poses an improvement for NEPV delay, as
each of the markers lies below the diagonal line where no change occurs. On a more granular level, there
are individual trials recorded that include a negative improvement in the NEPV delay measurement;
however, these outliers can be generally attributed to the imprecise manner of predicting the NEPV
arrival time.
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FIGURE 7 Comparison of average priority vehicle and overall vehicle delay change

Figure 7 shows a comparison of the average change in delay per vehicle in the system versus the average
change in NEPV delay, illustrating that, while the NEPV sees a significant improvement in its delay, this
comes to some small detriment of the intersection’s overall delay. In one of the most extreme of cases
shown in Figure 7, the NEPV delay was improved by slightly more than 8 seconds, but the average
vehicle in the system incurred an additional 1.2 seconds of delay as a consequence of the algorithm.
Outlier instances such as this are often due to the somewhat imprecise nature of the arrival
prediction/control mechanism we employ.
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FIGURE 8 Visualization of overall passenger delay as a function of bus and average
vehicle occupancy

One benefit of V2I communication is its ability to broadcast not just telemetry but additional information
as well, such as vehicle occupancy. Figure 8 illustrates the viability of the algorithm for the test scenario
based on average vehicle occupancy and average NEPV occupancy. If the NEPV is a bus with high
occupancy approaches the test scenario intersection, and average vehicle occupancy is low, the algorithm
effectively reduces passenger delay at the intersection, given an average of 0.4 added seconds of delay for
vehicles, 16 seconds of improvement for the bus, and the vehicle volumes from Figure 4. By contrast,
when bus ridership is low and vehicle occupancy is high (to the right of the solid diagonal line), the
algorithm increases passenger delay. By extending this algorithm to account for these values, the
algorithm can become more prudent in selecting when and how to alter the TSC’s timing plans.

Finally, the change in average NEPV delay for each offset is shown in Figure 9a, and each
individual phase’s average vehicle delay is shown in Figure 9b-i. Figure 9a shows that the NEPV delay
improvement ranges, on average, from about five seconds’ improvement up to 25 seconds. The individual
phases generally see up to a three second change in their average vehicle delay, with significantly better
returns for the phases with which the NEPV’s target is compatible, i.e. phases 3 and 4 which are
compatible with phase 8 (the NEPV target).
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FIGURE 9 Change in average delay for (a) priority vehicle, (b-i) phase 1-8 traffic
CONCLUDING REMARKS

The system we describe herein contains a functional system for using a V2I communications architecture
to influence a traffic signal controller’s operation to improve delay for a priority vehicle. By developing a
model for recent intersection service behavior, adjusting the model in a minimally invasive manner to
accommodate a priority vehicle to create a calculated timing plan, and implementing the timing plan on
the controller, we established and tested an algorithm that can dramatically improve the delay
encountered by a priority vehicle at an intersection without causing significant adverse consequences for
other traffic.

e We developed an algorithm that monitors an actuated intersection’s recent behavior, models future
behavior in kind to create a potential timing plan, and adjusts the plan based on a priority vehicle’s
predicted arrival time.

e We developed an architecture that provides this algorithm with communication interfaces for a TSC
and an RSU to provide the information on which the algorithm depends, and for command and
control of the TSC to reflect the algorithm’s results.

o We tested the algorithm and software architecture in simulation over 2,400 trials whose results
indicate that the algorithm provides significant reduction in priority vehicle delay with minimal
adverse consequences for other traffic.

e We examined the efficacy of implementing this architecture and algorithm by using varying vehicle
occupancies to determine overall passenger delay. V2I communications makes it possible to share
occupancy and other information for decision-making in algorithm implementation to minimize total
traveler delay as opposed to traditional vehicle delay.

This system makes a series of assumptions in order to achieve its results, namely that accurate arrival time
predictions are available, that pedestrians are not present at this intersection, and that the implementing
intersection is isolated and not coordinated with any other signals. Moving forward, additional studies
will aim to relax these assumptions to explore more market-ready implementations of this system.
Additionally, more research is needed in the role that actuation can play in determining phase adjustments.

This project reflects the rapidly changing environment in traffic control communications, which
will soon dramatically alter the way vehicles traverse the world’s road system. By using V2I-based
detection in controllers, better coordination systems will be developed that service intersections in a
manner better suited to the present traffic conditions. V2I also promises to make the traditional traffic
signal obsolete as vehicles begin to communicate and coordinate with each other to avoid collisions,
saving time as well as improving safety for passengers.
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