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ABSTRACT 
A substantial amount of research has been conducted by the 

educational data mining community to track and model learning. 

Previous work in modeling student knowledge has focused on 

predicting student performance at the problem level. While 

informative, problem-to-problem predictions leave little time for 

interventions within the system and relatively no time for human 

interventions. As such, modeling student performance at higher 

levels, such as by assignment, may provide a better opportunity to 

develop and apply learning interventions preemptively to remedy 

gaps in student knowledge. We aim to identify assignment-level 

features that predict whether or a not a student will finish their next 

homework assignment once started. We employ logistic regression 

models to test which features best predict whether a student will be 

a “starter” or a “finisher” on the next assignment.   
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1. INTRODUCTION 
Online learning environments, paired with educational data mining 

research, provide student and teacher supports for learning. These 

environments are able to map student learning and behavior to 

personalize content, offer scaffolding, and provide real time 

support such as informational or motivational messages [11], 
making them nearly as effective as one-on-one human tutoring 

[14]. While great strides have been made in refining online learning 

environments to optimize learning, past work has primarily focused 

on student learning at the problem-level or using problem-level 

features within learning systems [3, 4]. These models provide 

immediate feedback to students and personalize learning within a 

user’s session. Less work has been done at higher granularities, 

such as modeling learning from assignment to assignment, to 

capture broader models of student learning.  

While problem-level models of student learning are important, 

teachers more often care about higher level aspects of student 

learning such as whether students will be able to complete their 

homework assignment and if not, why? Building on previous work 

to track learning in online learning environments, as well as studies 

that have utilized similar data, we present our first attempt to build 

interpretable, predictive models of next-assignment completion. 

These models should indicate the best predictors of next-

assignment completion to interpret reasons that a student might be 

a “starter” who is unable to finish the next homework assignment 

rather than a “finisher” who will complete the next assignment.  

2. LITERATURE REVIEW 
Online learning environments and tutoring systems contain rich 

data that can be applied to any level of fine- or coarse-grained 

research questions pertaining to student learning and behavior [9]. 

Using data from online systems, researchers have modeled student 

learning at various levels to better understand predictive behaviors, 

affective states, and system features of learning.  From skill-level 

within problems [10], to problem-level [5], and across topics [2], 

the educational data mining community has tracked student 

learning and performance in a variety of contexts. Though steady 

progress has been made in predicting low-level behaviors, we can 

also leverage the prediction power of student logs to predict higher 

level behaviors and outcomes [1].  

 

Research has also turned to predicting negative student behaviors 

and outcomes, such as student dropout rate. For instance, modeling 

student dropout rates has been a focus within massive open online 

courses (MOOCs) to understand why students complete online 

courses or dropout along the way [13, 16]. Similarly, attritional 

behavior in MOOCs has been modeled to identify and intervene 

with students who appear to be most likely to “stopout” [7]. While 

tutoring systems developed for K-12 curricula differ from MOOCs 

and secondary education settings, modeling dropout rates in online 

assignments would be beneficial at the K-12 level. Drawing from 

this work, we intend to develop predictive models of assignment 

dropout in an online learning environment to identify students 

likely to dropout of future assignments with time to intervene. 

 

To accomplish this, we will use ASSISTments, a free, web-based 

tutoring system for K-college curricula that primarily features 

middle school mathematics content [8]. The current project will 

focus on “Skill Builders”, which are pre-built problem sets that map 

onto content areas to provide students with practice on topics 

featured on standardized tests. Skill Builders present problems 

from a given content area in a randomized order and are designed 

to challenge a student until that student achieves content mastery.  

 

 





threshold was calculated only on training data. Five-fold cross 

validation was applied at the student level for each model.  

5. RESULTS 
Table 2 overviews the performance for each of the three models. 

Each model performs above chance (AUC > 0.50; kappa > 0.00) 

though performance slightly decreases (kappa, F1, Accuracy) and 

AUC slightly increases as the models increase in complexity.  

 

Table 2.  Model comparison across performance metrics.  

Model AUC Kappa F1 Accuracy 

Completion 0.617 0.281 93.04 87.42 

Mastery & Dropout 0.632 0.258 91.82 85.44 

Mastery, Dropout, & 

Student Features 
0.641 0.250 91.41 84.79 

 

Model 1: Completion Model 
The first model was a logistic regression that used completion on 

the current assignment to predict completion on the next 

assignment. This served as a base rate model that simply consists 

of completion as the predictor for future completion. For the 

Completion Model (kappa=0.281, AUC=0.617), completion was a 

positive predictor of next assignment completion, b= 2.10, 

z(77,200) = 71.05, p < 0.01. 
 

Model 2: Mastery and Dropout Model 
The second model expanded on the base rate model by categorizing 

completeness and number of problems solved. We applied logistic 

regression using completeness and incompleteness categories as 

features to predict next assignment completion. Mastery speeds 

were significant, positive predictors of next assignment completion 

while dropout rates were not statistically significant (Table 3). 
 

Table 3. Logistic regression with Mastery Speeds and Dropout 

Rates. 

Feature b B SE z value p value 

Intercept 0.51 2.13 0.00 175.35 0.00 

Mastery (3-4) 1.83 0.85 0.52 3.53 0.00 

Mastery (5-8) 1.69 0.69 0.52 3.27 0.00 

Mastery (9+) 1.26 0.21 0.52 2.43 0.02 

Dropout (0) -0.46 -0.10 0.52 -0.88 0.38 

Dropout (1-3) -0.10 -0.01 0.52 -0.20 0.84 

Dropout (4+) -0.05 -0.01 0.52 -0.10 0.92 

 

Model 3: Mastery, Dropout and Student Features Model 
The final model incorporates two student-related features: hints and 

attempts. We applied logistic regression using completeness and 

incompleteness categories, as well as the two student features, to 

predict next assignment completion. Table 4 shows that in addition 

to mastery speeds, average attempts was also a significant, negative 

predictor of next assignment completion. This suggests that more 

attempts in the current assignment results in a lower likelihood of 

finishing the next assignment.  
 

Table 4. Logistic regression with Mastery Speed and student 

features. 

Feature b B SE z value p value 

Intercept 0.67 2.13 0.00 3.53 0.00 

Mastery (3-4) 1.82 0.84 0.52 3.52 0.00 

Mastery (5-8) 1.75 0.72 0.52 3.38 0.00 

Ave Attempt Count -1.40 -0.06 0.04 -3.92 0.00 

Mastery (9+) 1.34 0.22 0.52 2.57 0.01 

Dropout (0) -0.58 -0.13 0.52 -1.12 0.26 

Ave Hint Count -0.02 -0.00 0.07 -0.29 0.77 

Dropout (4+) 0.07 0.00 0.52 0.14 0.89 

Dropout (1-3) -0.06 -0.00 0.52 -0.11 0.91 

6. DISCUSSION 
The models presented in this paper predict next assignment 

completion, which compared to predicting next problem 

completion, could provide more timely and practical information 

about student learning that could be applied through teacher 

intervention. Though most of the performance measures slightly 

decreased as more features were added, all three models performed 

similarly as a whole. Out of the student features we analyzed, 

completeness on the current assignment is the most prominent 

predictor of completion on the next assignment, which answered 

our first research question. This suggests that a simple model using 

only completeness as a predictor would be appropriate for uses such 

as creating an alert in a teacher dashboard to signal when students 

may not complete their next assignment.  
 

That said, Models 2 and 3 add a more detailed explanation 

regarding how completeness breaks down and what other features 

may contribute to next assignment completion. We answered our 

second research question with Model 2 by categorizing 

completeness into mastery speed and dropout rate based on how 

many problems students completed. Though dropout rates were not 

significant predictors, higher mastery speeds in the current 

assignment increased the likelihood of students completing their 

next assignment. This is to be expected, as students who complete 

their current assignment in fewer problems are generally 

performing more efficiently, which may be suggestive of future 

performance due to underlying knowledge levels, motivational and 

behavioral tendencies, or other student-level characteristics.  
 

To answer our third research question, Model 3 incorporated 

within-problem student behaviors, average attempts made, and 

average hints used per problem. The number of attempts was a 

negative predictor of next assignment completion, suggesting that 

students who make more attempts per problem are less likely to 

complete the next assignment. It seems that lower performing 

students (based on those who finish the assignment in more 

problems and take more attempts per problem) are less likely to 

complete the next assignment. While this is not a surprising finding, 



it brings us closer to teasing apart the integral facets of students’ 

knowledge, behavior, and interaction with the system which leads 

them to become starters or finishers on their next assignment.  
 

Though the models presented herein serve as a valuable first step 

towards understanding student and system contributions to student 

learning at a higher level, we acknowledge limitations in our dataset 

and analyses. We had a limited sample of incomplete current 

assignment behavior, as the majority of next-assignments were 

completed. When binning into completeness and incompleteness 

categories, the majority of data fell in the first two categories of 

completeness (3-4 problems solved 69%, 5-8 problems solved 

21%), resulting in disproportionate pools for other categories (≤ 

5%). These characteristics of the data made it more difficult to 

predict next assignment incompletion and instead, bias towards the 

larger current completeness categories. These models also only 

included measures of completeness (mastery speed and dropout 

rate) with a small selection of student behavior features. We started 

with simple models to identify the most logical predictive features. 

Moving forward, our analyses will include more holistic models of 

learning with parameters based on student and assignment features. 

Prior student knowledge and exposure, as well as problem content 

and difficulty, could be logical predictors of assignment completion 

and student learning. As such, future work will assess the 

generalizability of our three models while working to extend our 

predictive capacity further through the addition of new parameters. 
 

We also plan to extend our models to predict next assignment 

performance. Similar to how we binned completeness to predict 

next assignment completeness, we can also use binary or binned 

correctness (partial credit) [15] to predict next assignment 

performance. This will expand our scope on higher level learning 

modeling and has the potential to provide more useful feedback to 

teachers when deciding on which content to review to increase the 

number of homework “finishers.”  

7. CONCLUSION 
We have presented three predictive models of next assignment 

completion in ASSISTments that vary in complexity but perform 

comparably to one another. By modeling student performance at 

the assignment level, we were able to broadly model student 

behavior to predict whether students will be a homework “starter” 

or “finisher” on the next assignment. This approach to student 

modeling could serve as a foundation for a predictive teacher 

feedback tool within ASSISTments to increase teacher ability to 

target key content areas in class to increase the likelihood of all 

students being assignment finishers.  
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