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Abstract

Empirical risk minimization is an important class
of optimization problems with many popular ma-
chine learning applications, and stochastic vari-
ance reduction methods are popular choices for
solving them. Among these methods, SVRG
and Katyusha X (a Nesterov accelerated SVRG)
achieve fast convergence without substantial
memory requirement. In this paper, we propose
to accelerate these two algorithms by inexact pre-
conditioning, the proposed methods employ fixed
preconditioners, although the subproblem in each
epoch becomes harder, it suffices to apply fixed
number of simple subroutines to solve it inexactly,
without losing the overall convergence. As a re-
sult, this inexact preconditioning strategy gives
provably better iteration complexity and gradient
complexity over SVRG and Katyusha X. We also
allow each function in the finite sum to be non-
convex while the sum is strongly convex. In our
numerical experiments, we observe an on average
8% speedup on the number of iterations and 7x
speedup on runtime.

1. Introduction

Empirical risk minimization is an important class of opti-
mization problems that has many applications in machine
learning, especially in the large-scale setting. In this pa-
per, we formulate it as the minimization of the following
objective

F() = (@) + () = = Y fila) +0(@), (D)

where the finite sum f(x) is strongly convex, each f;(z) in
the finite sum is smooth! and can be nonconvex, and the
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regularizer ¢)(x) is proper, closed, and convex, but may be
nonsmooth. A nonzero () is desirable in many applica-
tions, for example, ¢1 — regularization that induces sparsity
in the solution. Allowing f; to be nonconvex is also neces-
sary in some applications, e.g., shift-and-invert approach to
solve PCA (Saad, 1992).

1.1. Related Work

To obtain a high quality approximate solution z of (1.1),
stochastic variance reduction algorithms are a class of prefer-
able choices in the large scale setting where n is huge. If
each f; is o—strongly convex and L—smooth, and 1) = 0,
then SVRG (Johnson & Zhang, 2013), SAGA (Defazio et al.,
2014a), SAG (Roux et al., 2012), SARAH (Nguyen et al.,
2017), SDCA (Shalev-Shwartz & Zhang, 2013), SDCA
without duality (Shalev-Shwartz, 2016), and Finito/MISO
(Defazio et al., 2014b; Mairal, 2013) can find such a &
within O((n + £) In(1)) evaluations of component gradi-
ents V f;, while vanilla gradient descent needs O(n% Inl)
evaluations. Recently, SCSG improves this complexity to
O((n AL + L£)In1)2 When t # 0, many of these algo-
rithms can be extended accordingly and the same gradient
complexity is preserved (Xiao & Zhang, 2014; Defazio et al.,
2014a; Shalev-Shwartz & Zhang, 2016). Among these meth-
ods, SVRG has been a popular choice due to its low memory
cost.

When the condition number % is large, the performances of
these variance reduction methods may degenerate consid-
erably. In view of this, there have been many schemes that
incorporate second-order information into the variance re-
duction schemes. In (Gonen et al., 2016), the problem data
is first transformed by linear sketching in order to decrease
the condition number, then SVRG is applied. However,
the strategy is only proposed for ridge regression and it is
unclear whether it can be applied to other problems.

A larger family of algorithms, called Stochastic Quasi-
Newton (SQN) methods, apply to more general settings.
The idea is to first sample one or a few Hessian-vector
products, then perform a L-BFGS type update on the ap-
proximate Hessian inverse H; (Byrd et al., 2016; Moritz

' A function f is said to be smooth if its gradient V f is Lips-
chitz continuous.
2a A b = min{a, b}.
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et al., 2016; Gower et al., 2016), then H, is applied to the
SVRG-type stochastic gradient as a preconditioner. That is,

W1 = wy — NHEVy,
where V; is a variance-reduced stochastic gradient.

Linear convergence is established and competitive numeri-
cal performances are observed for SQN methods. However,
the theoretical linear rate depends on the condition number
of the approximate Hessian, which again depends poorly
on the condition number of the objective, so it is not clear
whether they are faster than SVRG in general. Furthermore,
they do not support nondifferentiable regularizers noncon-
vexity of individual f;. Recently, the first issue is partially
resolved in (Lin et al., 2016), where the algorithm is at least
as fast as SVRG. To deal with the second issue, (Wang et al.,
2018) applied a Hy—preconditioned proximal mapping of
1 after Hy, is applied to the variance reduced stochastic
gradient, but in order to evaluate this mapping efficiently,
Hj, is required to be of the symmetric rank-one update form
7I; + wuT, where I; € R is the identity matrix and
u € R, However, Hy, is still ill-conditioned with a con-
ditioner number of order O(%), therefore only a gradient
complexity of order O((n + £1)In(21)) can be guaranteed.

Another way of exploiting second-order information is
to cyclically calculate one individual Hessian V2f; (or
an approximation of it) (Rodomanov & Kropotov, 2016;
Mokhtari et al., 2018), linear and locally superlinear con-
vergence are established. However, they require at least an
O(n) amount of memory to store the local variables, which
will be substantial when n is large.

Aside from exploiting second-order information, it is also
possible to apply Nesterov-type acceleration to SVRG. Re-
cently, Katyusha (Allen-Zhu, 2017) and Katyusha X (Allen-
Zhu, 2018) are developed in this spirit. Katyusha X also ap-
plies to the sum-of-nonconvex setting where each f; can be
nonconvex. There are also “Catalyst” accelerated methods
(Lin et al., 2015), where a small amount of strong convexity
£]lz — y*||? is added to the objective and is minimized in-
exactly at each step, then Nesterov acceleration is applied.
However, Catalyst methods have an additional In k factor in
gradient complexity over Katyusha and Katyusha X.

1.2. Our Contributions

1. We propose to accelerate SVRG and Katyusha X by a
fixed preconditioner, as opposed to time-varying pre-
conditioners in SQN methods. And the subproblems
are solved with fixed number of simple subroutines.

2. If the preconditioner captures the second order infor-
mation of f, then there will be significant accelera-
tions. With a good preconditioner M, when ky €

1

(n% ,n?d=?), Algorithm 1 and Algorithm 2 are O(%)

1
and O(4/ %) times faster than SVRG and Katyusha

X in terms of gradient complexity, respectively. When

k¢ > n*d~?, these numbers become O( \/ij) and

O(%). We also demonstrate these accelerations for
n4

Lasso and Logistic regression.

3. Our acceleration applies to the sum-of-nonconvex set-
ting, where f(x) in (1.1) is strongly convex, but each
individual f; can be nonconvex. We also allow a non-
differentiable regularizer ¢(x).

2. Preliminaries and Assumptions

Throughout this paper, we use || - || for {o—norm and (-, )
for dot product, || - ||; denotes the £; —norm.

The preconditioner M > 0 is a symmetric, positive definite
matrix. We write Ayin (M) and Apax (M) as the smallest and
the largest eigenvalues of M, respectively, and k(M) =
;‘:Z‘i% as the condition number of M. For M > 0, let
||| as and (-, -) s denote the norm and inner product induced
by M, respectively, i.e., ||z|py = VT Mz, (x,y)p =
xT My.

We use [-] to denote the ceiling function. For r € (0, 1],
N ~ Geom(r) denotes a random variable N that obeys
the geometric distribution, i.e., N = k with probability
(1 — 7)¥r for k € N. We have E[N] = =2,

p
Definition 1. We say that [ : R 5 Ris L ¢—smooth, if
it is differentiable and satisfies

F(9) < F@) TS @) y=a)+ L ly—all, o,y € Y.

We say that f : RY — R is L}’ —smooth under | - || ar, if it
is differentiable and satisfies

Ly’ 2 d
Fy) = f@) RV (), y—z)+—lly—z[y, Y,y € RT.

Definition 2. We say that f is oy —strongly convex, if
o
) > F@)+ (VI @),y =)+ lly =2l oy € RE.

We say that f is Uj‘/[ —strongly convex under || - || as, if

M
1) 2 F@+V (@), y=a)+ L ly—all}, Yo,y € RY.

Lj‘ﬂ—smoothness under || - || a7 is equivalent to ||V f; (z) —
Vil < L']y”x—y”M. Also, cr}”—strong convexity
is equivalent to ||V f;(z) — V fi(y)llar-1 > o} ||z — yllar-
Cf. Section 2 of (Shalev-Shwartz & Zhang, 2016).

Definition 3. We define the condition number of f under

L]\l
|- llar as &} = S
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When M = I, we have n}w =Ky = Ly
o5

In this paper, we will choose M such that /{ﬁfw < k. For

example, if f(z) = 227 Qx where Q > 0is ill-conditioned,

by choosing M = () we have

IVF(@) = VWl = [z —yle

which tells us that LY = o}” = 1 and k¥ = 1, while
kf = k(Q) > 1. That is, under Q—metric, f(z) has
a much smaller condition number and can be minimized
easily.

Definition 4. For a proper closed convex function ¢ :
RY — RU{+o0c}, its subdifferential at x € dom(f) is
written as

o¢(z) = {v € RY | 4(2) > ¢(x) + (v, 2z — x) Vz € RI}.

Definition 5. For a proper closed convex function ¢ :
R — R, its M —preconditioned proximal mapping with
step size 7 > 0 is defined by

) 1

prox,, (z) = argmin{y(y) + - [lz — v}
y€ERd n

When M = I, this reduces to the classical proximal map-

ping.

Finally, let us list the assumptions that will be effective

throughout this paper.

Assumption 1. In the objective function (1.1),

1. Each f;(x) is L s—smooth and L?/[—smooth under
Il Ml

2. f(zx)is oy—strongly convex, and U}W —strongly convex
under || - || a7, where oy > 0 and o} > 0.

3. The regularization term v (x) is proper closed convex
and prox,,, is easy to compute.

Remark 1. 1. In Assumption 1, we only require f(z) =
L5~ | fi(x) to be strongly convex, while each f;(x)
can be nonconvex.

2. Several common choices of regularizers have simple
proximal mappings. For example, when ¢)(z) = A||-||1
with A > 0, prox,, can be computed component wise
as

prox,, (z) = sign(x) max{|z| — nA,0}.

3. Proposed Algorithms

As discussed in Sec. 1, SVRG and Katyusha X suffer from
ill-conditioning like other first order methods. In this sec-
tion, we propose to accelerate them by applying inexact
preconditioning. Let us illustrate the idea as follows,

1. We would like to apply a preconditioner M > O to the
gradient descent step in SVRG. i.e.,

W41 = prox%(wt — T]Milﬁt)

. 1 ~
= argmin{u(y) + o |y — will + (V0.1)}.
y€EeRd n

3.

where V, is a variance-reduced stochastic gradient.
When ¥ = 0 and this minimization is solved exactly,
we have w; 1 = wy — nM 'V, which is a precondi-
tioned gradient update.

2. However, solving (3.1) exactly may be expensive and
impractical. In fact it suffices to solve it highly inex-
actly by fixed number of simple subroutines.

We summarize the resulted algorithm in Algorithm 1 and
call it Inexact Preconditioned(IP-) SVRG. Compared to
SVRG, the only difference lies in line 7.

Algorithm 1 Inexact Preconditioned SVRG(iPreSVRG)
Input: F(-) = ¢(-) + = 3", fi(-), initial vector 2°, step
size n > 0, preconditioner M > 0, number of epochs K.
Output: vector 2%

1: fork < 0,..., K — 1do

2. D* ~ Geom(1);
3: w0<—xk,g<—Vf(xk);
4: fort <« 0,...,D" do
5: pick i; € {1,2,...,n} uniformly at random;
6: Vi =g+ (Vi (w) = Vfi,(wo));
7. Wi ~ argmingcpa{Y(y) + ﬁHy — w3 +
(Vi,u) }
8:  end for
9: okl WpP+1;
10: end for
Remark 2. 1. In line 2, the epoch length D* obeys a

geometric distribution and E[m*] = m — 1, this is for
the purpose of simplifying analysis (motivated by (Lei
& Jordan, 2017; Allen-Zhu, 2018)), in practice one can
just set D¥ = m — 1. In our experiments, this still
brings significant accelerations.

2. The choice of m affects the performance. Intuitively, a
larger m means more gradient evaluations per epoch,
but also more progress per epoch. Theoretically, we
show that m = [.%pd] gives faster convergence tha}n
SVRG, where p is the number of subroutines used in
Line 7.

3. In line 6, one can also sample a batch of gradients
instead of one. It is straightforward to generalize our
convergence results in Sec. 4 to this setting.
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4. If M = I, line 7 reduces to
Wit1 = Prox,, (w; — Vi),

and Algorithm 1 reduces to SVRG.

For M ¢ I, line 7 contains an optimization problem that
may not have a closed form solution:

. 1 =

argmin{i(y) + 5-lly — wil + (Von)} G2
yERd n

To solve it inexactly, we propose to apply fixed number of

iterations of some simple subroutines, which are initialized

at w;. This procedure is summarized in Procedure 1.

Procedure 1 Procedure for solving (3.2) inexactly

Input: Iterator S, iterator step size v > 0, nu{nber of
iterations p > 1, problem data np > 0, w, M = 0, V;, 9(+).
Qutput: vector w1
Wiy — wi;
fori < 0,..,p—1do
w;i_} = S(wi-',-h m, M; Vta w),
end for
Wiyl < wf+1;

A T

Remark 3. In Procedure 1, there are many choices for
the iterator S, for example, one can use proximal gradi-
ent, FISTA (Beck & Teboulle, 2009) (or equivalently, Nes-
terov acceleration (Nesterov, 2013)), and FISTA with restart
(Odonoghue & Candes, 2015). Under these choices, line 3
is easy to compute. For example, when S is the proximal
gradient step, line 3 of Procedure 1 becomes

. . ’y . ~
wiﬂ = prox,,(wi ., — ;}M(wiﬂ —we) — V).

Now, let us also apply the inexact preconditioning idea to
Katyusha X (Algorithm 2 of (Allen-Zhu, 2018)). Similar
to Katyusha X, we first apply a momentum step, then one
epoch of iPreSVRG (i.e., line 2 ~ 9 of Algorithm 1).

Algorithm 2 Inexact Preconditioned Katyusha X(iPreKatX)
Input: F(z) = (z) + L 3" fi(x), initial vector 2°,
step size n > 0, preconditioner M > 0, momentum weight
7 € (0, 1], number of epochs K.
Output: vector y’

P Y-1 = Yo < Zo;

cfork <+ 0,..., K —1do

1
2
3 1
. SyktsTe—(1-T)yr—1,
3 g1 & ;
4
5

Yry1 < Algorithm 1'P(F, M, z5,1,7);
: end for

Remark 4. 1. When 7 = 1, one can show that 2, =
Yk, and Algorithm 2 reduces to Algorithm 1.

2. When M = I and the proximal mapping is solved
exactly, Algorithm 2 reduces to Katyusha X.

3. The convergence of Algorithm 2 is established when

_1
T =3

other choices of 7 also work.

%mna}” . In practice, we found that many

4. Main Theory

In this section, we proceed to establish the convergence of
Algorithm 1 and Algorithm 2. The key idea is that when the
preconditioned proximal gradient update in (3.2) is solved
inexactly as in Procedure 1, the error can be bounded by
|lwir1 — we||as, under which we can still establish the over-
all convergence of Algorithm 1 and Algorithm 2. Combine
this with the fixed number of simple subroutines in Proce-
dure 1, we obtain a much lower gradient complexity when
Kf > ne.

All the proofs in this section are deferred to the supplemen-
tary material.

First, Let us analyze the error in the optimality condition of
(3.2) when it is solved inexactly by FISTA with restart as in
Procedure 1. Specifically,

Let hi(y) = ¢(y) and ha(y) = 5 lly — wil3; + (V)
then the subproblem (3.2) can be written as

min ¥(y) = h1(y) + ha(y).

Y

Therefore, FISTA with restart applied to (3.2) can be sum-
marized in the following algorithm.

Algorithm 3 FISTA with restart for solving (3.2)

Input: Iterator .S, iterator step size v > 0, number of
iterations p > 1, problem data n > 0,w;, hi(y) = ¥(y)
and ha (y) = 55 [ly—wil[3,+(V, ).

0,0 0,1
1: wE_H) = U§+1) —we, 0 =1

2: fori < 0,....,7—1do
3: forj«0,..,po—1do

4: 90 == 1,
i,J+1 i,J+1 571N .
5: wiA T = prox.,, (uls T =4 Vha (ul));
14,/1+462
6: 0j+1 =5 Z 5
. (i,5+2) _ , (i,3+1) | 0;—1 . (3,j+1) (4,5)N.
7 t+1 — Tt41 + 9§+1( t+1 - M1 )i
i en(d flO(l).) (i+1,1) (4,po)
. +1,0) _  (i+1, ;P
9:  w, | =gy e w
10: end for
(r—1,po),

11: Wiyl < ’U}t+1 5

Lemma 1. Take Assumption 1. Suppose in Procedure I,
we choose S as the iterator of FISTA with restart' every

po = [2er/k(M)] steps, with step size v = #(M) and
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restart it (r — 1) times (that is, p = rpg iterations in total).

_ ,,(r=1,po)
Then, Wiy1 = ’lUtJrl

that satisfies

is an approximate solution to (3.2)

1 ~ ,
0 an(wtﬂ) + ;M(wtﬂ — wt) +Vi+ ME?_H,

“.1)
P c(p)
letsallar < T||wt+1 — wel|ar, (42)
where
P
c(p) = 14&(M)m,
and
4k(M), 1
T = 0 < exp(———————) < L.
( ) ) ( 26\/I€(M)+1)

With Lemma 1, the overall convergences of Algorithm 1
and 2 can be established. The analysis is similar to that of
(Allen-Zhu, 2018).

Theorem 1. Under Assumption 1, let z* =
arg min, F'(z), 645}”02 (p) <Ln< W, andm > 4.
Then the iPreSVRG in Algorithm 1 satisfies
1
E[F(z*) — F(z*)] < O((———)%). 43
(Fa) = P <O, ) 49)
Theorem 2. Under Assumption 1, let z* =

arg min,, F'(z), 64/1?402(]7) <l7= %\/W, n <
W, and m > 4. Then the iPreKatX in Algorithm 2
satisfies

1

1+ 3,/3mnoM

Remark 5. When M = I, we have ¢(p) = 0, and Theo-
rems 1 and 2 recovers the Theorems D.1 and 4.3 of (Allen-
Zhu, 2018).

E[F(a") - F(z")] < O(( ). (44

In Theorems 1 and 2, we need the number of simple sub-
routines p to be large enough such that 64&?/[ c2(p) <1, the
following Lemma provides a sufficient condition for this.
Lemma 2. If the subproblem iterator S in Procedure 1 is
FISTA with restart every pg = [2er/r(M)] steps, and with
step size 7 = #(M), then, in order for 64/{?402 (p) <1
to hold, it suffices to choose

p= (2ey/k(M) +1)In
- (9<\/mln (WH(M)))

'FISTA with restart can be replaced with any iterator with Q-
linear convergence on the iterates. In our experiments, FISTA also
works, and a simple choice of p = 20 is enough.

— 1
where Cc1 = 6ax142"

With (4.3), (4.4), and (4.5), we can now calculate the gradi-
ent complexities of Algorithm 1 and Algorithm 2, but let us
first do that for SVRG and Katyusha X.

In Assumption 1, we have assumed that prox,,, (+) is cheap
to evaluate, therefore, each epoch of SVRG needs n + m
gradient evaluations, which is also true for Katyusha X. As
a result, the gradient complexity for SVRG and Katyusha X
to reach e —suboptimality are:

n-—+m 1
Ci(m,e) = O(mln g), (4.6)
Co(me) = O(— "™ Ly ug

In(1+ 34/3mno)

For Algorithm 1 and Algorithm 2, each iteration in Pro-
cedure 1 is at most as expensive as d gradient computa-
tions! and is operated p times, therefore, one epoch of
iPreSVRG/iPreKatX needs at most n + (1 + pd)m gradient
computations.

Consequently, we can write the the gradient complexity for
Algorithm 1 and Algorithm 2 to reach e —suboptimality as:

, B n+(1+pdm 1
Cl(m,e) = (9(—111(1 T o), @8
) (m,e) = (" (L pd)m lné). 4.9)

In(1+ 54/ 3mno™M)

Remark 6. 1. According to Lemma 2, when S is FISTA
with restart, it suffices to choose p by (4.5).

2. When the preconditioner M is chosen appropriately,
the step size 1 in (4.8) and (4.9) can be much larger
than that of (4.6) and (4.7).

Finally, we can compare Cy (m, €), Co(m, ) with C (m, €),
C}(m, €), respectively. It turns out that there is a significant
speedup when x > ne.

Theorem 3. Tuke Assumption 1. Let the iterator S in
Procedure 1 be FISTA with restart, and an appropriate
preconditioner M is chosen such that k¢ and k(M) are of
the same order, and my is small compared to them, then

I ifky > n? and Ky < n2d=2, then

1

min,,>1 C1(m,€) < O(E)
min,, > Ol(m,E) o Kf '

(4.10)

"For each iteration of Procedure 1, the most expensive step
is multiplying M to some vector, which is often cheaper than d
gradient computations.
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2. ifky > n? and Kyp > n2d =2, then

min,,>q C1(m,¢) <o d )
N
Theorem 4. Take Assumption 1. Let the iterator S in
Procedure 1 be FISTA with restart, and an appropriate
preconditioner M is chosen such that k¢ and k(M) are of
the same order, and my is small compared to them, then

4.11
ming,>1 Cy(m,¢) ( )

1 ifky > n* and Ky < n2d=2, then

min,,>1 C4(m, ¢)
= < — ). .
minmzl Cg(m, E) - O( Rf ) (4 12)

2. If kg > n? and kg > n*d~?, then

min,,>1 Cy(m, €)
min,, > Ca(m, €)

< 0(%)- (4.13)
n4

In Section 5, we provide practical choices of M for Lasso
and Logistic regression.

5. Experiments

To investigate the practical performance of Algorithms 1 and
2, we test on three problems: Lasso, logistic regression, and
a synthetic sum-of-nonconvex problem. For the first two,
each function in the finite sum is convex. To guarantee that
the objective is strongly convex, a small /5 —regularization
is added to Lasso and logistic regression.

In the following, we compare SVRG, iPreSVRG, Katyusha
X, and iPreKatX on four datasets from LIBSVM!: wla.t
(47272 samples, 300 features), protein (17766 samples,
357 features), cod-rna.t (271617 samples, 8 features),
australian (690 samples, 14 features), and one syn-
thetic dataset. The implementation settings are listed below,

1. We choose the epoch length m = 100 in all experi-
ments, since we found that the choices m € {4, §,n}
need more gradient evaluations.

2. For iPrePDHG and iPreKatX, we use FISTA as the
subproblem iterator S. If the preconditioner M is di-
agonal, then the number of subroutines for solving the
subproblem is p = 1, if not, then we set p = 20.

3. In all the experiments, we tune the step size 7 and
momentum weight 7 to their optimal.

4. All algorithms are initialized at 2° = 0.

"https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/

5. All algorithms are implemented in Matlab R2015b. To
be fair, except for the subproblem routines for inexact
preconditioning, the other parts of the code are identi-
cal in all algorithms. The experiments are conducted
on a Windows system with Intel Core 17 2.6 GHz CPU.
The code is available at:

https://github.com/uclaopt/IPSVRG.
5.1. Lasso

‘We formulate Lasso as

o1
minimize 2—2 (aTz—b;)2 4+ ||z][1 + o |z]2, (5.1)

Rd n
TE i—1

n

where a; € R? are feature vectors and b; € R are labels.
Note that the first term is equivalent to 5 || Az — b||?, where
A= (al, ag, ..., an)T e R and b = (bl, bo,. .., bn) S
R™,

For Lasso as in (5.1), we provide two choices of precondi-
tioner M,

1. When d is small, we choose
1

M, ==ATA,
n

this is the exact Hessian of the smooth part of the
objective.

2. When d is large and A” A is diagonally dominant, we
choose

1
My = gcnag(ATA) +al,

where a > 0. In this case, the subproblem (3.2) can be
solved exactly with p = 1 iteration.

Our numerical results are presented in the following figures.
We didn’t observe significant accelerations of Katyusha X
over SVRG and iPreKatX over iPrePDHG, and we suspect
the reason is that m = 100 and the optimal choices of step
size ) make mnoy > 1 or mno! > 1, thus the complexity
in (4.7) and (4.9) are not better than (4.6) and (4.8), respec-
tively.

— SVRG

1
0.01 001\ - - IP-SVRG
“~1e-4 Te=-4 1\, Katyusha X
|
« 1e-6 s _ Te-6 »_ IP-Katyusha X
1e-8 " - 1e-8 >3
\
1e-10 1e-10
0 10 20 30 40 0 500 1000 1500
Time(second) Epoch

Figure 5.1. Lasso on wla.t, (n,d) = (47272,300), \1 =
1073, A2 = 1075, For iPreSVRG and iPreKatX: n; = 0.005;
For SVRG and Katyusha X: 2 = 0.08; For Katyusha X and
iPreKatX: 7 = 0.45, M = M5 with o = 0.01.
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1 1 — SVRG
, 001 0.01 - - IP-SVRG
S1e-4y, 19_4\,\ Katyusha X
P T P — 1e-6 S _ IP-Katyusha X
™ =~
Te-8 S 1e-8 = -
1e-10 = 1e-10 s N
0 50 100 150 200 0 2000 4000 6000 8000
Time(second) Epoch

Figure 5.2. Lasso on protein, (n,d) = (17766,357), A1 =
1074, X = 1076, 91 = 0.008, 32 = 0.2, 7 = 0.2, M = M;
with o = 0.008.
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Figure 5.3. Lasso on cod-rna.t, (n,d) = (271617,8), A1 =
10072 =1,m=1mnmn=5x10"%7=045 M = M,
subproblem iterator step size vy = 3 x 107°.
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Figure 5.4. Lasso on australian, (n,d) = (690,14), A\ =
2,2 =108 m =001, 7720 =8 x 1071% 7 = 049, M =
My =5x10710,

5.2. Logistic Regression

We formulate Logistic regression as

1 n
inimize — Y In (14+exp(—b;-al A Ao||z|3
misimze 25 1n (Ltexp(—bial'z))-+As ol -+Hhalol

5.2)
where again a; € R? are feature vectors and b; € R are

labels.

For Logistic regression as in (5.2), the Hessian of the smooth
part can be expressed as

H— 1 - exp(—b;al'z)

"= (1 + exp(—bal z))

1
2 T T
sbiaza; < 4nB B,

where B = diag(b)A = diag(b)(a, az, ..., a,)" . Inspired

by this!, we provide two choices of preconditioner M,
1. When d is small, we choose

1
M, = —BTB.
4n

2. When d is large and BT B is diagonally dominant, we
choose

1
My = —diag(B” B) + al,
4n

where o > 0. In this case, the subproblem (3.2) can be
solved exactly with p = 1 iteration.

Our results are presented in the following figures, again,
we didn’t observe a significant acceleration of Katyusha X
over SVRG and iPreKatX over iPrePDHG, due to the same
reason mentioned in the last subsection.
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0 5 10 15 0 0 200 400 600 800
Time(second) Epoch

Figure 5.5. Logistic regressiononwla.t, (n,d) = (47272, 300),
M =5x107% X =108 1y = 0.06, 72 = 4, 7 = 0.4,
M = M> with o = 0.005.
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Figure 5.6. Logistic regression on protein,
(17766,357), A1 = 107%, X = 1078, 1y =
7=0.3, M = M, with o = 0.05.

(n,d) =
1.5, N2 = 10,

"Here is a heuristic justification: By Definition 1 we know

T
that L} = 1; Since _oxp(chbia @)
(1+exp(—b,;alrz))

unbounded, we know that if the iterates z* of our algorithms are
bounded, then H (xk) = ﬁBTB for some ¢ > 0, which gives
U}W = 4c according to Definition 2. When c is not too small, one
can expect my = i L Kf.

— 0 only when x is
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Figure 5.7. Logistic regression on cod-rna.t, (n,d) =
(271617,8), A1 = 0.1, A2 = 1075, 1y = 1,2 = 3 x 1075,
T=04,M=M;,y=2x105.
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Figure 5.8. Logistic regression on australian, (n,d) =
(690,14), \1 = 0.5, A2 = 1078, 1 = 1,72 = 1075, 7 = 0.2,
M=M,y=2x10"".

5.3. Sum-of-nonconvex Example

Similar to (Allen-Zhu & Yuan, 2016), we generate a sum-
of-nonconvex example by the following procedure:

We take n normalized random vector a; € R9, and also
d vectors of the form g; = (0,...0, 54,0, ...0), where the
nonzero element is at ith coordinate.

And the sum-of-nonconvex problem is given by

o LN, T
minimize %;x (cic; +D;)x+b" z+A||z|1, (5.3)

where n = 2000, d = 100, and \; = 1073,

{ai + g
C; =
a;

B {—1001 i=1,2,..,%,

1=1,2,...,d,
otherwise.

1001 otherwise.

Since the sum of D;’s is 0, they do not affect the condition
number of the whole problem. However, it makes most
of the first half of f; to be highly nonconvex. Overall,
the condition number of this problem is equal to that of
S ciel’, which is approximately 10000 in our tested
data.

Since Z?:l c;cl’ is diagonally dominant, we select M =
diag(£ " | c;cl') + al as the preconditioner. Our al-
gorithms also have significant acceleration in this sum-of-
nonconvex setting.
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Figure 5.9. Sum-of-nonconvex on synthetic data. A\; = 1073,

a=15.m = 0.015, 2 = 1074, 7 = 0.45.

6. Conclusions and Future Work

In this paper, we propose to accelerate SVRG and Katyusha
X by inexact preconditioning, with an appropriate precondi-
tioner, both can be provably accelerated in terms of iteration
complexity and gradient complexity. Our algorithms admits
a nondifferentiable regularizer, as well as nonconvexity of
individual functions. We confirm our theoretical results
on Lasso, Logistic regression, and a sum-of-nonconvex ex-
ample, where simple choices of preconditioners lead to
significant accelerations.

There are still open questions left for us to address in the fu-
ture: (a) Do we have theoretical guarantee when the subprob-
lem iterator S is chosen as faster schemes such as APCG
(Lin et al., 2014), NU_ACDM (Allen-Zhu et al., 2016), and
A2BCD (Hannah et al., 2018a)? (b) In general, how to
choose a simple preconditioner that can greatly reduce the
condition number of the problem? (c) Is it possible to apply
this inexact preconditioning technique to other stochastic
algorithms?
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