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a b s t r a c t 

Convolutional Neural Network (CNN) uses convolutional layers to explore spatial/temporal 

adjacency to construct new feature representations. So, CNN is commonly used for data 

with strong temporal/spatial correlations, but cannot be directly applied to generic learn- 

ing tasks. In this paper, we propose to enable CNN for learning from generic data to im- 

prove classification accuracy. To take the full advantage of CNN’s feature learning power, 

we propose to convert each instance of the original dataset into a synthetic matrix/image 

format. To maximize the correlation in the constructed matrix/image, we use 0/1 opti- 

mization to reorder features and ensure that the ones with strong correlations are adja- 

cent to each other. By using a feature reordering matrix, we are able to create a synthetic 

image to represent each instance. Because the constructed synthetic image preserves the 

original feature values and correlation, CNN can be applied to learn effective f eatures for 

classification. Experiments and comparisons, on 22 benchmark datasets, demonstrate clear 

performance gain of applying CNN to generic datasets, compared to conventional machine 

learning methods. Furthermore, our method consistently outperforms approaches which 

directly apply CNN to generic datasets in naive ways. This research allows deep learning 

to be broadly applied to generic datasets. 

© 2018 Elsevier Inc. All rights reserved. 

 

 

 

 

 

 

 

 

 

1. Introduction 

Deep learning represents a series of multi-layered neural network structures with tuneable weight values learned from

underlying training data [29,39] . Due to its superb accuracy and feature learning capability, deep learning has been success-

fully used in many real-world applications, especially in domains involving image/video/audio recognition or time series and

financial data analysis [16] . For all these domains, the temporal and/or spatial correlation of the data allow deep learning

methods to learn effective features to represent data for better classification. Deep learning models, such as convolution

neural networks (CNN) and long-short term memory units (LSTM), commonly utilize data correlation to learn better feature

representation [14,21,31,43,44] . Take CNN as an example, when applying CNN to an image, the convolution procedure is

equivalent to a spatial filtering process learning meaningful features, such as corners or edges, for image recognition [9,25] .

Similarly, one dimensional CNN has also been used to data with temporal correlations, such as stock index [8,12] , with

convolution being applied to learn meaningful patterns in the data. 
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Fig. 1. The typical routines of applying convolutional neural networks to image or data with temporal correlations for classification. 

Fig. 2. The typical routine of machine learning for generic data classification, where input data are assumed to be identical and independently distributed 

(i.i.d), and are represented in instance-feature tabular format. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Indeed, deep learning differs from conventional machine learning in the sense that it can learn good feature represen-

tation from the data. Existing deep learning methods largely benefit from this feature learning power to find meaningful

features capturing temporal/spatial correlations, as shown in Fig. 1 . 

In reality, traditional machine learning and data classification consider a much different setting where instances are as-

sumed to be independent and identically (i.i.d.) distributed and features used to represent data are assumed to have weak

or no correlation. Because of this assumption, conventional machine learning methods do not consider feature/data corre-

lation in the learning process. Nearly all traditional machine learning methods, including multi-layer neural networks and

randomized learning methods, such as stochastic configuration networks (SCNs) [47] , do not explicitly consider feature in-

teractions for learning, mainly because they refer feature correlations to be handled by a data processing process which

creates independent features before applying machine learning methods. For example, feature extraction, such as principle

component analysis or manifold learning [32,37] , are common approaches to learn a low dimensional feature representa-

tion of the original data. The new orthogonal feature space often produces a better fit for conventional machine learning

algorithms to learn accurate classifiers, compared to the ones learned from the original feature space. However, such feature

extraction process does not consider temporal or spatial correlation of the data, but reply on arithmetic decomposition of

features for learning, as shown in Fig. 2 . 

The effectiveness of deep learning methods and the popularity of generic learning tasks raise simple questions on

whether deep learning is still effective for generic data, and how to apply deep learning to generic data for effective learning

and classification. For generic machine learning tasks, data provided for learning are in an instance-feature tabular format,

as shown in Fig. 2 . Applying deep learning, such as CNN to such data is feasible, but would’t be reasonable. For example,

one can consider each instance as a one dimensional vector, and carry out 1-D CNN to the instance to learn a new feature

representation. This simple approach, however, leaves many concerns on what is rationality of applying CNN to the generic

data, what exactly the CNN is learning from the data, what is local field for convolutional feature learning process, and

what are the meaning of features learned from such 1-D CNN. More fundamentally, enabling deep learning to generic data

classification has the following three major challenges: 

• Higher order feature correlation and ordering: Given a generic dataset represented in instance-feature format, features

in the data have mutual or higher order correlations. Some features are strongly correlated whereas others are indepen-

dent of each other. Finding correlations between features and use such correlations to create a new representation of the

instance is a critical step allowing deep learning to leverage correlation to learn effective features. 

• Deep learning compatible instance representation: Assume features are suitably ordered, we need a new instance

representation to ensure that feature values of the original data are accurately preserved, and the feature correlations

are also maximally presented for deep learning modules to learn effective features for classification. 
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Fig. 3. The routine of the proposed EDLT framework which enables convolutional neural networks for generic data classification. EDLT takes data repre- 

sented in instance-feature tabular format as input, and transforms each instance into a new format suitable for CNN to learn new features for learning and 

classification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

• Theoretical modeling: To ensure maximized global correlation for CNN to learn good feature representations, we need

to find a theoretical basis for feature reordering. So each instance in the original dataset is represented by the new

representation with carefully aligned local and global feature correlations for deep learning. 

Motivated by the above challenges, in this paper, we study enabling deep learning for generic classification tasks. A typ-

ical routine of the proposed EDLT framework is shown in Fig. 3 , where the learning is not limited to audio/visual data, like

most deep learning methods have been commonly applied to. The contributions of this paper are summarized as follows. 

• In order to tackle the first challenge (higher order feature correlation and ordering), we propose to use feature correlation

to determine a new ordering of original features for deep learning. More specifically, we utilize Pearson correlation to

obtain a feature-feature correlation matrix and a feature-label correlation vector. Based on the correlation matrix and

correlation vector, we can reorder features to create local spatial feature correlation. 

• To tackle the second challenge (deep learning compatible instance representation), we create a synthetic matrix, where

features with the strongest correlation are adjacent to others, to represent each instance for deep learning. Meanwhile,

in order to preserve feature values of the original data, the synthetic matrix contains all of the original features and their

values (but in different orders). As a result, the deep learning methods can be applied to the synthetic matrix to learn

meaningful features for classification. 

• For the third challenge (the theoretical modeling), we propose to use 0/1 optimization to ensure that instance represen-

tation is created to not only maximize local correlation, but also have a maximal global correlation. 

The remainder of the paper is organized as follows. Section 2 reviews existing work on data representation. Section 3 in-

troduces the problem definition and overview of the proposed framework. The details of the EDLT algorithm are elaborated

in Section 4 . Section 5 analyzes the computational complexity of the EDLT algorithm. The experiments and conclusion are

reported in Section 6 and Section 7 , respectively. 

2. Related work 

One major step of machine learning tasks is to find good features to represent the underlying object for learning ac-

curate models. A large number of feature processing methods have been proposed to deal with the data representation

problem. We categorize these approaches into the following two categories: Data representation based on feature selection

and extraction, and data representation based on deep learning. 

2.1. Data representation based on feature selection and extraction 

Feature selection and extraction aim to transform data from the original feature space into a low dimensional subspace.

This process may require domain expertise information, such as class labels. Feature selection and extraction results are

commonly used to support conventional machine learning methods for a better classification accuracy, compared to classi-

fiers learned from the original feature space. 

2.1.1. Feature selection 

Feature selection methods select a subset of features from the original features to represent the data. Because the se-

lected features are a subset of the original features, the new data representation does not contain new features. Feature

selection can be categorized into three categories: filter methods, wrapper methods, and embedded methods. The compari-

son of different selection algorithms are given in [26] . In summary, filter methods select highly ranked features to represent

the original data, and wrapped methods warp predictors to a search algorithm to find features with the highest accuracy

[23] . Embedded methods [5,17,27] incorporate the feature selection into the training process to decrease the computation

time consumed in wrapper methods. 

2.1.2. Feature extraction 

Feature extraction methods are common approaches used to learn a low dimensional new feature representation of the

original data, such that the new feature space produces a better fit to conventional machine learning methods. Depending
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on the availability of label information, feature extraction methods can be roughly categorized into three categorizes: su-

pervised methods, unsupervised methods, and semi-supervised methods. Fisher Discriminant Analysis (FDA), a supervised

feature extraction method, extracts discriminant features to represent original data by utilizing the label information [40] .

PCA [37] , a well-known unsupervised method, transforms features into new orthogonal feature space by utilizing covari-

ance structure of data without label information. Independent Component Analysis (ICA), another well-known unsupervised

method, extracts features by minimizing the statistical dependence of the components of the desired representation [28] .

Semi-supervised feature extraction methods employ both labeled and unlabeled data to extract features, where the su-

pervised information includes labels or constraints [18] . Semi-supervised universum, a semi-supervised feature extraction

method, utilizes the labeled data, unlabeled data and the universum data to address semi-supervised classification problem

with high accuracy [48] . For applications such as transfer learning cross-domain learning, feature extractions are also used

to link data from different domains for learning [49] . 

2.2. Deep learning for feature representation learning 

Deep learning, such as CNN and LSTM, is a series of multi-layered neural network structures relying on spatial/temporal

correlation to learn new feature representation without domain expertise. 

CNNs are designed to learn effective features from the original data represented in multiple arrays form, such as 1-D

sequences or 2-D images. CNN has been successfully used in image/video/audio/speech processing by utilizing the char-

acteristics of local connections, shared weights, pooling and multi-layers [30] . Recurrent neural networks (RNNs), another

commonly used deep learning model, is often utilized to deal with sequential data by learning long-term dependencies,

such as speech and language. A previous research [4] has shown that RNNs cannot store the information for a long period

of time, accordingly, LSTM is proposed to address this problem by utilizing the memory cell [20] , which is proved to be

more effective than RNNs [15] . 

2.3. Differentiation from the proposed work 

In summary, the above two types of data representation methods are used for different data format. More specifically,

data representation based on feature selection and extraction are usually utilized for generic data represented in instance-

feature format, where instances are assumed to be independent and identically (i.i.d.) distributed and features used to rep-

resent data are assumed to have weak or no correlation. Nearly all traditional machine learning methods employ the feature

selection and extraction to represent the data. Data representation based on deep learning are generally used for data with

temporal and/or spatial correlation. 

Generally, data representation based on deep learning is more effective than feature selection and extraction methods.

On one hand, feature selection and feature extraction are insufficient for dealing with the case that all features are of same

significance. On the other hand, existing research [3] shows that data representation based on deep learning achieves better

performance than data representation based on feature selection and extraction. Data representation based on deep learning

can learn meaningful features to represent initial data to achieve superb accuracy performance. However, this kind of data

representation does not work for generic data where features may have weak or no correlation. 

In order to address the above issues, our work proposes a new representation of generic data, such that CNN can also be

applied to generic datasets to achieve better accuracy for classification. To the best of our knowledge, there is no existing

work available for enabling deep learning for generic data classification. In this paper, we limit our experiments to CNN

only, but the principle of the underlying data transformation and the overall EDLT framework are valid for other types of

deep learning methods. 

3. Problem definition and overview framework 

3.1. Problem definition 

Given a generic dataset D , which contains n instances and m features represented in tabular format, we represent the t th

instance as x t = { x t, 1 , ..., x t,m 

; y t } , where x t, i and y t denote the i th feature and label of the instance x t , respectively. The aim

of EDLT is to find a new representation of instance x t , denoted by F (x t ) , such that deep learning methods can be directly

applied to F(x t ) to learn features and train a better classifier, compared to the ones trained from the original feature space.

When carrying out conventional machine learning from generic data for classification, two types of learning ap-

proaches are commonly used: deterministic-heuristic based learning approaches, and randomization based learning ap-

proaches [35,38,47] . The former uses deterministic heuristics to search for best parameters describing the underlying train-

ing data. Methods such as k -NN, support vector machines (SVM), decision trees (DT), and multi-layer feed-forward neural

networks (NN), all fall into this category. Alternative, randomization based learning approaches, such as stochastic configu-

ration networks (SCNs) [47] , use randomized weight values to create a random projection of the original data, followed by

a mathematical optimization approaches to separate randomly projected data. While SCNs and multi-layer neural networks

share resemblance in networked neurons and tunable weight values as learning model structures, the randomized learning
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Fig. 4. A conceptual view of the proposed EDLT framework for enabling CNN for generic data classification. Given a generic dataset represented in instance- 

feature tabular format in 1 ©, EDLT first calculates a feature-feature correlation matrix and a feature-label correlation vector 2 ©. After that, EDLT constructs 

a feature reordering matrix 3 © and converts each instance into a synthetic matrix 4 © which is fed into deep learning module, such as CNN, for learning 

features for classification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

mechanism of SCNs have the characteristics of simplicity in implementation, fast learning and sound performance, which

makes them attractive to the tasks than the deterministic-heuristic based learning approaches [38] . 

In this paper, we use CNN as the deep learning methods, and will compare CNN with both deterministic-heuristic based

learning and randomization based learning methods for generic data classification. Our goal is to validate whether CNN

based deep learning can deliver a more accurate classifier for generic datasets, compared to deterministic-heuristic based

learning and randomization based learning algorithms. 

3.2. Overall framework of EDLT 

To enable deep learning for generic dataset classification, we propose an EDLT method to convert each instance x t in the

original tabular instance-feature format to a synthetic matrix where features with strong correlations are adjacent to each

other to create “artificial correlation” in the data. The rationale behind our motivation is that deep learning mainly leverages

temporal and/or spatial correlation of the data to learn effective f eatures for classification, if we can create a synthetic matrix

as a “synthetic image” where rows and columns have strong correlations, deep learning module, such as CNN model, will

utilize such correlations to learn effective features for classification. 

Fig. 4 shows the overall framework of the proposed EDLT method which includes three major steps: 

• Building feature-feature correlation matrix and feature-label correlation vector: In order to explore feature correla- 

tions, we use Pearson correlation to build a pairwise feature-feature correlation matrix M . In addition, we also create a

feature-label correlation vector L , using Pearson correlation, to evaluate the relevance of each feature to the class label. 

• Constructing a feature reordering matrix: In order to obtain deep learning compatible instance representation and

preserve original feature values of each instance, we construct a feature reordering matrix O ∈ R 

m ×m by utilizing M
and L , where R denotes spaces of real-valued numbers. 

• Generating new presentation of instances: By using feature reordering matrix O , EDLT reorders original feature values

of instance x t and converts instance x t into a synthetic matrix format F (x t ) . 

After converting each instance of the original dataset into a synthetic matrix, where feature values in adjacent rows and

adjacent columns share spatial correlation resembling to the spatial adjacent areas in an image, EDLT applies deep learning

methods to the matrix representation of each instance x t to learn new features for classification. 

The main procedures of the proposed EDLT algorithm are detailed in Algorithm 1 which includes the three major steps

from building feature correlations matrix/vector, constructing feature reordering matrix, and converting instance into the 

new matrix representation for deep learning. 

4. EDLT: Enabling deep learning for generic classification tasks 

In this section, we first discuss technical details about feature-feature correlation matrix M , feature-label correlation

vector L , and feature reordering matrix O construction. At the end of the section, we will use an example to demonstrate

the conversion of an instance in the original dataset into synthetic matrix format, by utilizing the proposed EDLT method. 
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Algorithm 1 EDLT: Enabling deep learning for generic classification tasks. 

Input: 

D : A generic dataset; 

k × k : The size of convolution filter; 

Output: 

The synthetic matrix format of the original dataset F ( D ) ; 
1: M ← Feature-feature correlation matrix using (1); 

2: L ← Feature-label correlation vector; 

3: Constructing feature reordering matrix O : 

1. O = ∅ ; 
2. V ← Sorting features in a descending order according to their correlation to class label L ; 

3. O 1 ,l = V l , l = 1 , 2 , . . . , m : Determine the first row in O ; 

4. for each i ∈ [1 , 2 , · · · , (m − k + 1)] do 

(a) for each j ∈ [1 , 2 , · · · , (m − k + 1)] do 

i. I 
j 
i 

← Find the set of known feature indexes in � j 
i 
; 

ii. α j 
i 
(α0 

i 
= ∅ ) ← Find the set of coordinates of unknown elements in � j 

i 
; 

iii. M 

j 
i 

← Set the s th row and column in M to 0 { s ∈ [ O α1 
i 
, . . . , O 

α j−1 
i 

] & s / ∈ I 
j 
i 
} ; 

iv. u = [ u 1 , . . . , u m 

] ← Apply M 

j 
i 

and I 
j 
i 

to obtain the elements in � j 
i 

using (11). 

v. U = ∅ ; 
vi. for each u r ∈ u do 

U = U ∪ r ( u r = 1& r / ∈ I 
j 
i 
); 

vii. end 

viii. O 

α j 
i 

= U ; 

(b) end 

5. end 

4: for all x t ∈ D do 

5: F (x t ) ← Algorithm 2 ( x t , O ) 

6: end for 

7: return F ( D ) 

 

 

 

 

 

 

 

 

4.1. Feature-feature correlation matrix M and feature-label correlation vector L 

To handle high-order feature correlation, EDLT first constructs a feature-feature correlation matrix M ∈ R 

m ×m and a

feature-label vector L ∈ R 

1 ×m . The feature correlation matrix and feature-label correlation vector will serve as a basis for

EDLT to build a feature reordering matrix and ensure that for any adjacent area of the new constructed matrix the correla-

tion of the reordered feature values is maximized. 

To capture pair-wise correlation between features, we utilize Pearson correlation coefficient, a common metric used to

measure the correlation between two random variables [19] , to compute the matrix M and vector L as follows. 

M i, j = 

N ∑ 

c=1 

( x c,i − f̄ i )( x c, j − f̄ j ) √ 

N ∑ 

c=1 

( x c,i − f̄ i ) 
2 

√ 

N ∑ 

c=1 

( x c, j − f̄ j ) 
2 

, (1)

where f̄ i and f̄ j are the sample means of feature i and j respectively, which can be written as 

f̄ i = 

N ∑ 

c=1 

x c,i , f̄ j = 

N ∑ 

c=1 

x c, j . (2)

Similarity, we can use Pearson correlation or other measures, such as Chi-Square or Information Gain, to calculate corre-

lation between each feature and the class label as a correlation vector L . 

L 1 ,i = 

N ∑ 

c=1 

( x c,i − f̄ i )( y c − ȳ ) 

√ 

N ∑ 

c=1 

( x c,i − f̄ i ) 
2 

√ 

N ∑ 

c=1 

( y c − ȳ ) 
2 

, (3)
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Fig. 5. A conceptual view of the feature reordering matrix O for EDLT. The left panel shows the m × m feature reordering matrix O (where m denotes the 

number of features of the original dataset), and the right panel shows an adjacent area covering a k × k area of O . Each row of the matrix O contains 

m − k + 1 such k × k adjacent areas. EDLT aims to not only maximize the feature correlations in each adjacent area ( i.e. features used in the adjacent areas 

have the maximum correlation), but also maximizes the sum of correlations of all feature pairs used in O . 

 

 

 

 

 

 

 

 

 

 

 

where ȳ is the sample mean of label, which can be computed as 

ȳ = 

N ∑ 

c=1 

y c . (4) 

The absolute values in M and L range from 0 to 1. The larger the value, the stronger the correlation is. Because we only

focus on the magnitude of the correlation, we use absolute values of M and L throughout the paper. 

4.2. Feature reordering matrix O construction 

Given the feature-feature correlation matrix M and the feature-label correlation vector L , we construct a feature re-

ordering matrix O to create areas with strongly correlated adjacent features for deep learning methods. 

Each element in the feature reordering matrix O denotes index of feature used to convert each instance from its initial

tabular feature format into a synthetic matrix, according to Algorithm 2 . Because deep learning methods, such as CNN, aim

Algorithm 2 Generating synthetic matrix F (x t ) for instance x t . 

Input: 

O : The feature reordering matrix; 

x t : The t th instance in the original dataset; 

Output: 

The synthetic image format F (x t ) ; 
1: i = 1 , j = 1 ; 

2: while i � = m do 

3: while j � = m do 

4: F(x t ) i, j = x t, O i, j 

5: i = i + 1 

6: end while 

7: j = j + 1 

8: end while 

to explore spatial/tempral correlation within small areas, we can create reordering matrix O such that each adjacent area

of O will have maximized feature value correlations. Therefore, we define the area in synthetic matrix F (x t ) that will

be multiplied by the entries of the convolution filter as an adjacent area. Based on Algorithm 2 , the adjacent area in F (x t )
corresponds to the same area in O . In other words, each adjacent area F (x t ) is determined by the feature reordering matrix

O . 

Considering a k × k convolution filter and setting the convolution stride to 1, as shown in Fig. 5 , each row of the matrix

O contains m − k + 1 adjacent areas, and the total number of adjacent areas in matrix O is (m − k + 1) 2 . We use � j 
i 

to

denote the j th adjacent area in the i th row of O , which is shown in Fig. 5 . Our aim is to maximize the sum of the features

correlation in each adjacent area, which can be formulated as 

arg max 
O 

m −k +1 ∑ 

i =1 

m −k +1 ∑ 

j=1 

C(� j 
i 
) , (5) 
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where C(� j 
i 
) is the sum of features correlation in adjacent area � j 

i 
, can be written as 

C(� j 
i 
) = 

j+ k −1 ∑ 

s = j 

i + k −1 ∑ 

t= i 

j+ k −1 ∑ 

r= j 

i + k −1 ∑ 

q = i 
M O s,t , O r,q . (6)

(6) can be represented by the matrix format as follows 

C(� j 
i 
) = ( u 

i j ) T M u 

i j . 

s . t . u 

i j 
r = d r , r ∈ I j 

i 
, u 

i j 
r ∈ { 0 , 1 , . . . , k 2 } . (7)

where ( · ) T stands for the transposition, u 

i j = [ u 
i j 
1 
, . . . , u 

i j 
m 

] is an m -dimensional column vector, I 
j 
i 

denotes the set of known

feature indexes in the adjacent area � j 
i 

when starting to compute the elements in � j 
i 
, and d r is the number of times

a feature index r appearing in the set � j 
i 
. Because each adjacent area of a k × k convolution filter covers k 2 number of

features, a feature can appear zero time to up to k 2 times in the adjacent area. As a result, the range of the d r value varies

from 0 to k 2 . 

Substituting (7) into (5) , we have 

arg max 
[ u 11 ,u 12 , ... ,u (m −k+1)(m −k+1) ] 

m −k +1 ∑ 

i =1 

m −k +1 ∑ 

j=1 

( u 

i j ) T M u 

i j 

s . t . u 

i j 
r = d r , r ∈ I j 

i 
, u 

i j 
r ∈ { 0 , 1 , . . . , k 2 } . 

(8)

Finding feature reordering matrix O satisfying (8) is equal to finding feature indexes in each � j 
i 

such that 

arg max 
u 

u 

T M u 

s . t . u r = d r , r ∈ I j 
i 
, u r ∈ { 0 , 1 , . . . , k 2 } . 

(9)

For simplify, we omit the superscript of u in (9) . The optimal solutions of feature-selection problem in (9) can only be

solved through brute-force search, which is computationally expensive and difficult to implement, especially for datasets

with high dimensional features. Accordingly, we propose to reduce the computational complexity of solving (9) by deter-

mining the first row in feature reordering matrix O and adding the constraints on 

∑ 

u r and M . The detail procedures are

described as follows. 

To reduce the computational complexity and maximize the local and global feature correlations, we propose to determine

the first row in O by utilizing the feature-label correlation vector L , such that the O is a label-targeting feature reordering

matrix. Specifically, we first order the values in L in descending order to obtain a vector L 

′ 
. It is easy to obtain the feature

indexes order V corresponding to L 

′ 
. The feature ordering in the first row of O is V = [ V 1 , V 2 , . . . , V m 

] as shown in Fig. 5 ,

i.e. , O 1 , j = V j (1 ≤ j ≤ m ) . By doing so, only a part of elements in � j 
1 
(1 ≤ j ≤ (m − k + 1) ) is required to be solved, such that

the computation complexity is reduced. 

Meanwhile, in order to ensure that all feature values are kept in the new instance representation, so the information in

the original instance is maximally preserved, we make each row of the matrix O contain indexes of all features by adding

the constraint on 

∑ 

u r and M , which is detailed at the end of this section. As a result, the original feature-selection problem

in (9) is transformed into a 0/1 integer programming problem as follows. 

arg max 
u 

u 

T M 

j 

i 
u 

s . t . 
∑ 

r, u r ∈ u 
u r = | I j 

i 
| + | α j 

i 
| , u r ∈ { 0 , 1 };

O 1 ,l = V l , l = 1 , 2 , . . . , m ;

u r = 1 (r ∈ I j 
i 
) , 

(10)

where α j 
i 

is the set of coordinates of unknown elements in � j 
i 
, | · | denotes the cardinality of a set, and M 

j 
i 

is the modified

feature correlation matrix which is derived by setting the s th row and column in M to 0 ( s ∈ [ O α1 
i 
, . . . , O 

α j−1 
i 

] & s / ∈ I 
j 
i 

). 

(10) is a standard 0/1 optimization problem. SDP [13] , gives an approximate solution to solve this kind of maximization

problem. Following SDP problem formulation defined in (10) , one can employ publicly available Matlab open source pack-

ages to solve (10) . In our experiments, we use branch-and-bound algorithm (B&B) [41] , which is based on a simple spatial

branch-and-bound strategy, to find solutions for (10) . The solution u r = 1 ( r / ∈ I 
j 
i 
) denotes that index r is one of the | α j 

i 
|

unknown elements in � j 
i 
, which is shown in Algorithm 1 . By utilizing (10) , we derive each adjacent area in O from top to

bottom, left to right, i.e. , we first compute the feature indexes in �1 , then �2 and so on. 

1 1 
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Table 1 

A toy dataset with six instances, five features, and a binary 

class label. 

Instances f 1 f 2 f 3 f 4 f 5 Label 

x 1 0.2 0.3 0.6 0.4 0.1 1 

x 2 0.4 0.72 0.3 0.2 0.7 1 

x 3 0.13 0.55 0.3 0.1 0.33 0 

x 4 0.22 0.42 0.14 0.44 0.11 1 

x 5 0.34 0.51 0.48 0.35 0.52 0 

x 6 0.28 0.37 0.59 0.27 0.47 0 

Fig. 6. Example: The process of constructing feature reordering matrix O . The lower panel shows the feature-feature correlation matrix M . The second 

panel, from left to right, shows the feature reordering matrix O , a 5 × 5 matrix, which is initially set as an empty matrix. To reduce the computational 

complexity, the first row of O is first set by using feature feature-label correlation vector. The remaining adjacent areas, each showing as a 2 × 2 shaded 

area, are constructed sequentially to ensure that feature correlation within each adjacent area is maximized. 

 

 

 

 

 

 

 

 

 

 

 

 

Now we explain why the constraints on 

∑ 

u r = | I j 
i 
| + | α j 

i 
| and M 

j 
i 

can jointly ensure that each row of O contains the

indexes of all features, i.e. , the feature indexes in O 

α j 
i 

are not only different from each other but also different from the

feature indexes in [ O α1 
i 
, . . . , O 

α j−1 
i 

] . We divide the elements in [ O α1 
i 
, . . . , O 

α j−1 
i 

] into two mutual exclusive subsets, de-

noted by E 1 and E 2 . Specifically, E 1 contains the element d ( d ∈ [ O α1 
i 
, . . . , O 

α j−1 
i 

] & d ∈ I 
j 
i 

), and E 2 contains the element

s ( s ∈ [ O α1 
i 
, . . . , O 

α j−1 
i 

] & s / ∈ I 
j 
i 

). One constraint M 

j 
i 
, which is obtained by setting the s th row and column in M to 0

( s ∈ E 2 ), ensures that the feature indexes in O 

α j 
i 

are different from the feature indexes in E 2 . The other constraint, i.e. ,

∑ 

u r = | I j 
i 
| + | α j 

i 
| , ensures that the feature indexes in O 

α j 
i 

are not only different from each other but also different from

the feature indexes in I 
j 
i 

. Due to the fact that E 1 ⊆ I 
j 
i 
, 

∑ 

u r = | I j 
i 
| + | α j 

i 
| exactly ensures that the feature indexes in O 

α j 
i 

are

different from the feature indexes in E 1 . As a result, the constraints on 

∑ 

u r = | I j 
i 
| + | α j 

i 
| and M 

j 
i 

can jointly ensure that the

feature indexes in O 

α j 
i 

are not only different from each other but also different from the feature indexes in [ O α1 
i 
, . . . , O 

α j−1 
i 

] .

4.3. Example: synthetic matrix generation 

In this subsection, we use an example to demonstrate the transformation of a generic dataset into synthetic matrix

format for deep learning. Table 1 lists a toy dataset with 6 instances, 5 features, and a binary class label. 

4.3.1. Feature-feature correlation matrix M and feature-label correlation vector L 

EDLT first creates feature-feature correlation matrix M , as shown in Fig. 6 , and feature-label correlation vector L =
[0 . 1298 , 0 . 0122 , 0 . 3267 , 0 . 4542 , 0 . 3144] . 
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Table 2 

The converted synthetic matrix for 

instance x 1 : F (x 1 ) . 

0.4 0.6 0.1 0.2 0.3 

0.3 0.11 0.4 0.6 0.2 

0.2 0.4 0.3 0.1 0.6 

0.3 0.1 0.6 0.4 0.2 

0.2 0.4 0.3 0.1 0.6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.3.2. The feature reordering matrix construction and synthetic matrix generation 

EDLT first orders the values in L in a descending order to obtain a vector L 

′ = [0 . 4542 , 0 . 3267 , 0 . 3144 , 0 . 1298 , 0 . 0122] .

Then, it is easy to obtain the feature indexes order vector V = [4 , 3 , 5 , 1 , 2] corresponding to L 

′ 
. The feature ordering in the

first row of O is V = [4 , 3 , 5 , 1 , 2] , as shown in Fig. 6 . 

Assume that the size of the convolution filter is 2 × 2, there are 16 adjacent areas of 2 × 2 in O . Then, EDLT derives each

adjacent area in O from top to bottom, left to right. In other words, EDLT derives feature indexes in �1 
1 , �

2 
1 , �

3 
1 
, �4 

1 , �
1 
2 ,

..., �4 
4 

in turn. Fig. 6 shows the details of obtaining feature indexes in �1 
1 

and �2 
1 
, and the elements in other adjacent areas

can be derived in the same way. 

For �1 
1 , the known feature indexes in �1 

1 is I 1 
1 

= [4 , 3] , and the set of coordinates of unknown elements in �1 
1 is α1 

1 
=

[(2 , 1) , (2 , 2)] . Because there is no s satisfying s ∈ (α0 
i 

= ∅ )& s / ∈ (I 1 
1 

= [4 , 3]) , we have M 

1 
1 = M . Substituting I 1 

1 
, M 

1 
1 , and

α1 
1 

into (10) , EDLT derives the solution u = [4 , 3 , 2 , 5] . Because I 1 
1 

is [4,3], the feature reordering O α1 
1 

= [2 , 5] , i.e. , O 2 , 1 = 2

and O 2 , 2 = 5 . 

For �2 
1 
, the known feature indexes in �2 

1 
is I 2 

1 
= [3 , 5] , and the set of coordinates of unknown elements in �2 

1 
is α2 

1 
=

[(2 , 3)] . Because s = 2 satisfies s ∈ ( O α1 
1 

= [2 , 5]) & s / ∈ (I 1 
1 

= [3 , 5] ), M 

2 
1 is obtained by setting the 2th row and column of

M to 0 as in Fig. 6 . Substituting I 1 
1 
, M 

2 
1 , and α2 

1 
into (10) , we derive the solution u = [3 , 5 , 4] . Because I 1 

1 
is [3,5], the

feature reordering O α2 
1 

= [4] , i.e. , O 2 , 3 = 4 . 

Using similar logics, EDLT can derive feature indexes in other 14 adjacent areas, and the final feature reordering matrix

O is shown in Fig. 6 . 

Finally, based on Algorithm 2 , each instance in the original dataset is converted into a synthetic matrix format. Table 2

shows the converted synthetic matrix representation of instance x 1 , i.e. , F (x 1 ) . 

5. Computational complexity analysis 

The proposed EDLT algorithm converts each instance from its feature values into a synthetic matrix/image format based

on the feature reordering matrix O , such that the CNN can be utilized to learn features from generic data for conventional

classification tasks. 

The computational complexity of EDLT mainly relies on the computational costs in solving (10) to obtain the unknown

feature indexes in each adjacent area � j 
i 

of O , as shown in Fig. 5 . Indeed, (10) is a 0/1 integer programming problem, and

we utilize the branch and bound (B&B) algorithm to solve this optimization problem. Let g(� j 
i 
) denote the computational

complexity of solving (10) to obtain the unknown feature indexes in adjacent area � j 
i 
. Then, the computational complexity

of the EDLT method is 

δ = 

m −k +1 ∑ 

i =1 

m −k +1 ∑ 

j=1 

g(� j 
i 
) (11)

We now discuss the complexity of g(� j 
i 
) . Specifically, for g(�1 

i 
) , when starting to derive the unknown feature indexes

in �1 
i 
, the feature indexes in the k − 1 rows of �1 

i 
are available. The constraints on (10) ensures that the feature indexes

in each row of the feature reordering matrix O are different from each other, and that the unknown feature indexes to be

solved by (10) are different from known feature indexes in �1 
i 
. Therefore, the maximal size of solution space for solving

(10) is m − k . As a result, we have g(�1 
i 
) = O (2 m −k ) [41] . 

Similarly, for g(� j 
i 
)(∀ j ≥ 2) , because the feature indexes in each row of the feature reordering matrix O are different

from each other and the unknown feature indexes to be solved by (10) are different from the known feature indexes in � j 
i 
,

the maximal size of solution space for solving (10) is m − k − j + 2 . Therefore, we have g(� j 
i 
) = O (2 m −k − j+2 ) . As a result,

g(� j 
i 
) can be calculated by 

g(� j 
i 
) = 

{
O ( 2 

m −k ) , j = 1 , 

O ( 2 

m −k − j+2 ) , j ≥ 2 . 
(12)

Substituting (12) into (11) , we have 

δ = O ((m − k ) 2 

m −k ) . (13)
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Table 3 

A brief description of the benchmark datasets. 

ID Dataset Instance Features Classes 

1 wall-following 5456 24 4 

2 vehicle 946 18 4 

3 breast tissue 106 9 6 

4 vowel 990 9 6 

5 ecoli 336 7 8 

6 wine quality-red 1599 11 11 

7 breast cancer wisconsin (Diagnostic) 569 30 2 

8 wine 178 13 3 

9 banknote authentication 1372 4 2 

10 vertebral column 310 6 2 

11 yeast 1484 8 10 

12 seeds 210 7 3 

13 climate model simulation crashes 540 18 2 

14 glass identification 214 9 6 

15 leaf 340 14 30 

16 plrx 182 12 2 

17 pima 768 9 2 

18 iris 150 4 3 

19 wireless indoor localization 20 0 0 7 4 

20 sonar 208 60 2 

21 hill-vallay 1212 100 2 

22 gas sensor array drift 13910 128 6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In comparisons, when solving the objective function in (9) using brute-force search, we have g(� j 
i 
) = 2 m , which results

in the total computational complexity O ( m 

2 2 m ). Therefore, the proposed EDLT algorithm ( i.e. (10) ) can dramatically reduce

the computational complexity. 

6. Experiments 

To validate the performance of EDLT in enabling deep learning for generic classification tasks, we use CNN as the deep

learning module and implement a number of baseline using Tensorflow [1] configured with one GPU card for accelerated

training. The feature reordering matrix O in EDLT is calculated using MATLAB R2016b, running on a 64-bit Windows 10

workstation with a 3.5-GHz Intel Core CPU and 128G memory. 

We compare the algorithm performance on 22 benchmark datasets from UCI machine learning data repository [34] . In

order to interpret features learned from EDLT created synthetic matrix, we utilize natural images from CIFAR-10 dataset

[24] for a case study. A brief description of the 22 benchmark datasets is summarized in Table 3 . All reported results are

based on 10 times 5-fold cross validation with classification accuracy being used as the performance metrics. 

6.1. Experimental settings 

In our experiments, we utilize CNN as the deep learning method. For fair comparisons, each CNN model contains two

convolutional layers with same filter size and each convolutional layer is followed by a max pooling layer. We utilize the

leaky relu as the activation function [33] , and use the Adam optimizer [22] with a learning rate of 0.001. Features extracted

by the CNN model are used to train a single hidden layer dense neural network to classify test data. 

6.2. Baseline methods 

Because no existing method exists to make deep learning applicable for generic datasets, we implement two baseline

approaches, random reordering feature (RR) and label-feature correlation reordering feature (LFC), to compare the efficiency

of the feature reordering module in EDLT. Similar to EDLT, both RR and LFC enable deep learning for generic datasets by

converting each instance from its feature vector into a synthetic matrix format. The difference between the two baselines

and EDLT is the way of constructing feature reordering matrix O . 

RR constructs the feature reordering matrix O by random ordering. Specifically, each row of the feature reordering matrix

O contains all feature, placed in a random order. Because PR uses random order to create a synthetic matrix for each

instance, there is no local correlation compared to EDLT. If EDLT outperforms PR, it will indicate that reordering features

and their values to create local correlation, like EDLT does, is preferable for deep learning. 

LFC constructs the feature reordering matrix O based on the feature-feature correlation matrix and feature-label corre-

lation vector without considering global correlation maximization. Specifically, each row of the feature reordering matrix O 

contains all feature indexes. The first column of O are feature indexes order vector V . Then, the other feature indexes in

the i th row are obtained by ordering the correlation with the first feature in descending order, i.e. , the second element in
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Table 4 

Algorithm performance comparisons (the number of filter of each convolution layer is 32 and 4, respec- 

tively. The number of hidden layer of the dense NN is 1). 

Dataset RR LFC EDLT 

2 × 2 3 × 3 2 × 2 3 × 3 2 × 2 3 × 3 

wall-following 85.16 87.72 84.538 87.11 88.6 88.25 

vehicle 63.15 73.68 65.96 71.048 73.68 78.94 

breast tissue 72.72 72.72 74.995 75.45 77.27 77.27 

vowel 86.36 93.93 86.559 93.881 86.44 92.67 

ecoli 88.23 85.29 85.2903 86.172 85.29 85.29 

wine quality-red 61.7 61.29 61.56 61.5 61.25 61.56 

breast cancer wisconsin (Diagnostic) 95.6 98.24 96.38 98.15732 97.3684 98.24 

wine 97.2 100 96.85 100 100 100 

banknote authentication 100 98.9 97.2 99.52 100 100 

vertebral column 77.41 75.8 78.84 78.7 78.22 79.03 

yeast 59.745 59.59 60.861 61.6 59.59 62.43 

seeds 90.47 92.85 92.15 94.27 92.85 92.85 

climate model simulation crashes 94.4 95.37 95.17 94.44 95.37 97.22 

glass identification 58.1 58.1 56.31 61.85 53.48 58.13 

leaf 73.52 74.9 75.729 75.79 77.94 76.47 

plrx 56.75 56.75 55.55 54.31 56.75 59.45 

pima 80.51 77.27 79.4 79.66 79.87 79.2 

iris 100 100 98.3 98.3 100 100 

wireless indoor localization 96.75 98.5 96.5 98.4 96 98.75 

sonar 90.47 90.47 89.41 90.47 90.47 83.33 

hill-vally 61.31 58.29 62.13 62.5 69.26 71.87 

gas sensor array drift 99.08 99.06 98.83 99.3 99.35 99.2 

Average 81.24 82.65 81.32 82.42 82.64 83.55 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the i th row is the index of the feature with the largest correlation with the first feature in the i th row, and so on. Obviously

LFC only considers a local correlation between the first selected feature and the remaining features, while EDLT considers

both global and local correlation maximization. 

For comparison purposes, we also compare the algorithm performance using popular machine learning methods, includ-

ing k -nearest neighbors algorithm ( k -NN), support vector machine (SVM), Decision tree learning (DT), dense neural network

(NN)), by utilizing the sklearn module in tensorflow [36] . Furthermore, we also compare the performance with the stochastic

configuration networks (SCNs), which is a randomized learning method. 

k -NN is a non-parametric method to find the instance’s n nearest neighbors in the training set [2] . The k -NN classifies

the instance as the class that the most n nearest neighbors belong to. 

SVM is a supervised learning model to construct a hyperplane with largest margin to separate instances into different

classes. Using kennel functions [11] , instances are mapped into a high-dimensional space and are classified into different

classes, depending on the side of the hyperplane the instances falling into. 

DT is to predict the label of the instance by constructing a decision tree where leaves represent class labels and branches

represent conjunctions of features [6] . 

NN represents a dense layer neural network, which is used to approximate some complex function [10] . The information

flows from the input layer through all hidden layers to the output layer to predict the label of test data. In our experiments,

we use a dense network, so all hidden nodes are connected to the hidden nodes of the next layer or all output layer nodes.

We use a dense network with 1 hidden layer or 2 hidden layers in our experiments. 

SCNs are randomised learning algorithms for single layer feed-forward neural networks. SCNs randomly assigns input

weight values and biases with a supervisory mechanism, and evaluate the output weights in either constructive or selective

manner [45–47] . We utilize a SC-III [47] algorithm to assign the random parameters in our experiments. 

In the following sections, we first study feature reordering method performance in different parameter settings, including

different convolution filter sizes, the number of convolution filters, and the different number of hidden layers in the dense

neural network. After that, we report the accuracy performance on all benchmark datasets. Finally, we report a case study

to show effectiveness of EDLT in creating new instance representation for CNN to learn features for generic data. 

6.3. Feature reordering method comparisons 

For all experiments, unless specified otherwise, the parameter settings are as follows. The size of the convolution filter

is set to 2 × 2 and 3 × 3, and the number of convolution filters is set to (32,4) and (32,16). For dense neural networks (NN),

we consider two structures, i.e. , a NN with one hidden layer and a NN with two hidden layers. We set the number of nodes

in the hidden layer of the two NN structures to 100 and (100,50), respectively. 

Tables 4–7 report detailed comparisons of different feature reordering methods, where the results are based on different

number of convolution filters and different number of hidden layers in the NN. Specifically, in Tables 4 and 5 , we report the
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Table 5 

Algorithm performance comparisons (the number of filter of each convolution layer is 32 and 16, 

respectively. The number of hidden layer of the dense NN is 1). 

Dataset RR LFC EDLT 

2 × 2 3 × 3 2 × 2 3 × 3 2 × 2 3 × 3 

wall-following 90.03 90.42 90.07 90.256 92.65 91.75 

vehicle 73.68 73.68 73.88 73.18 73.68 84.21 

breast tissue 77.27 77.27 75.75 77.27 77.27 77.27 

vowel 95.45 96.46 95.57 96 95.3 97.06 

ecoli 81.93 82.35 85.1 83.33 85.29 85.29 

wine quality-red 61.02 60.31 60 60.53 61.83 60.98 

breast cancer wisconsin (Diagnostic) 97.36 97.36 97.43 98.76 97.3684 98.24 

wine 100 100 99.12 100 100 100 

banknote authentication 100 100 100 100 100 100 

vertebral column 79.03 75.8 78.72 78.56 80.51 81.84 

yeast 60.64 60.6 60.68 59.97 61.27 60.04 

seeds 90.47 92.85 91.65 91.69 90.47 90.47 

climate model simulation crashes 95.76 96.29 93.3 95.54 94.44 97.22 

glass identification 58.1 62.32 60.75 59.95 59.12 63.95 

leaf 76.89 73.52 75.97 72.79 76.47 74.7 

plrx 54.82 56.75 53.27 59.06 52.35 60.53 

pima 79.87 79.22 78.78 78.56 79.79 78.83 

iris 100 100 100 100 100 100 

wireless indoor localization 96.75 98.5 96.81 98.16 97.25 98.5 

sonar 88.09 88.09 90.17 90.16 95.23 90.47 

hill-vally 56.52 59.625 61.54 62.254 66.3 76.18 

gas sensor array drift 99.04 99.2 98.95 99.3 99.35 99.45 

Average 82.43 82.83 82.58 82.87 83.45 84.86 

Table 6 

Algorithm performance comparisons (the number of filter of each convolution layer is 32 and 4, 

respectively. The number of hidden layer of the dense NN is 2). 

Dataset RR LFC EDLT 

2 × 2 3 × 3 2 × 2 3 × 3 2 × 2 3 × 3 

wall-following 87.74 88.1 87.27 89.56 90.65 89.03 

vehicle 71.04 77.1 73.68 78.94 73.68 89.47 

breast tissue 75.32 75.32 72.72 77.27 77.27 77.27 

vowel 88.54 94.75 92.42 95.95 85.1 92.79 

ecoli 82.71 83.98 85.29 82.35 79.41 83.82 

wine quality-red 61.09 61.96 58.35 60.1 60.56 61.48 

breast cancer wisconsin (Diagnostic) 97.1 98.06 96.49 97.36 97.36 98.24 

wine 97.6 100 97.2 100 100 100 

banknote authentication 100 100 100 100 100 100 

vertebral column 78.79 79.83 77.41 80.64 75.8 82.25 

yeast 60.88 60.6 61.44 61.72 60.6 61.06 

seeds 90.17 91.95 88.09 90.47 90.47 90.47 

climate model simulation crashes 95.24 95.82 97.2 95.37 94.44 97.22 

glass identification 61.45 61.33 65.11 65.11 66.5 60.46 

leaf 70.79 71.68 64.7 70.58 73.52 74.1 

plrx 53.27 56.75 56.75 59.45 51.35 62.16 

pima 79.12 78.78 79.87 78.24 81.81 79.04 

iris 100 100 100 100 100 100 

wireless indoor localization 97.03 98.16 98 98.5 96.125 98.5 

sonar 89.87 89.11 92.85 85.71 92.85 90.47 

hill-vally 57.95 57.02 60.37 62.87 67.48 69.33 

gas sensor array drift 99.13 98.91 98.85 99.25 99.18 99.39 

Average 81.58 82.69 82.00 83.15 82.46 84.38 

 

 

 

 

 

accuracy performance of different feature reordering methods on 22 benchmark datasets using one hidden layer dense NN

for final classification. The results of two hidden layer dense NN are reported in Tables 6 and 7 . 

The results from Tables 4–7 show that EDLT has the best performance gain across different parameter settings, con-

firming that reordering features and their values to create local and global correlations, like EDLT does, will result in good

performance for deep learning to be used for generic data. While LFC only considers local correlation, RR does not con-

sider any correlation in the synthetic matrix. The local correlation is the key for the CNN to learn meaningful features for

classification. 
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Table 7 

Algorithm performance comparisons (the number of filter of each convolution layer is 32 and 16, 

respectively. The number of hidden layer of the dense NN is 2). 

Dataset RR LFC EDLT 

2 × 2 3 × 3 2 × 2 3 × 3 2 × 2 3 × 3 

wall-following 90.67 90.398 90.67 90.361 92.1 91.13 

vehicle 70.17 71.92 74.73 78.94 73.68 84.21 

breast tissue 76.74 75.32 72.72 72.72 77.27 77.27 

vowel 94.79 95.99 94.35 96.96 92.72 96.96 

ecoli 83.65 81.72 77.52 83.82 85.29 83.08 

wine quality-red 61.71 61.6 63.75 63.43 62.5 62 

breast cancer wisconsin (Diagnostic) 97.5 98.42 98.24 97.63 97.36 98.24 

wine 100 100 100 100 100 100 

banknote authentication 100 100 100 100 100 100 

vertebral column 80.84 79.55 80.28 80.17 83.87 82.25 

yeast 60.48 59.46 60.74 59.93 58.86 59.81 

seeds 91.95 92.85 90.47 90.47 90.47 90.47 

climate model simulation crashes 95.26 95.83 95.6 94.44 95.6 97.22 

glass identification 57.55 58.59 63.66 60.46 59.79 62.78 

leaf 74.75 71.68 72.78 72.05 80.88 72.3 

plrx 55.98 58.29 53.27 59.45 55.4 56.75 

pima 78.67 79.21 80.51 79.54 80.27 78.69 

iris 100 100 100 100 100 100 

wireless indoor localization 97.6 98 97.43 97.5 96.625 97.5 

sonar 90.47 90.94 88.09 88.09 88.09 88.09 

hill-vally 59.76 60.159 60.28 60.48 71.87 67.94 

gas sensor array drift 99.17 99.19 99.13 99.25 99.33 99.31 

Average 82.62 82.68 82.62 82.98 83.72 83.90 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Table 4 , compared to RR and LFC, the average performance gains of EDLT are 1.4% and 1.32% for 2 × 2 filter, and 0.9%

and 0.91% for 3 × 3 filter, respectively. In Table 5 , compared to RR and LFC, the average performance gains of EDLT 1.02% and

0.87% for 2 × 2 filter, and 2.03% and 1.99% for 3 × 3 filter. In Table 6 , the average performance gains of EDLT are 0.88% and

0.46% for 2 × 2 filter, and 1.69% and 1.23% for 3 × 3 filter, and in Table 7 , the average performance gains of EDLT are 1.1% and

1.1% for 2 × 2 filter, and 1.22% and 0.92% for 3 × 3 filter. 

Furthermore, the best performance gain of EDLT is higher than those of RR and LFC. To be specific, the best performance

gain of EDLT , RR and LFC are 84.86% in Table 5 , 82.83% in Table 5 , and 83.15% in Table 6 , respectively. 

The results in Tables 4–7 assert that the feature reordering matrix in EDLT does play an effective role for CNN to leverage

local and global correlation to learn effective features. 

The experiments show that, for a fixed NN structure, the best CNN learning results for EDLT are obtained by setting the

size of the convolution filter to 3 × 3, the number of convolution filter to (32,16). Therefore, in the following subsections, we

utilize this CNN structure settings in the experiments. 

6.4. Detailed comparisons of machine learning methods 

In Table 8 , we report detailed comparisons between EDLT and popular learning methods ( i.e., k -NN, SVM, DT, NN, and

SCNs) on 22 generic benchmark datasets, where NN- i and EDLT- i mean that the number of hidden layer in the dense NN is

i . 

In our experiments, we set the number of nearest neighbors n to 5 for k -NN, and use the linear kennel function for SVM.

We use CART (Classification And Regression Tree) algorithm to generate a decision tree for DT, and employ NN- i as the NN

module in EDLT- i . We also consider two kinds of NN structures with one and two hidden layers, respectively, and we set

the number of nodes in the hidden layer of these two NN module to 100 and (100,50), respectively. 

The results from Table 8 show that among all methods, EDLT achieves the best performance gain. Compared to k -NN,

SVM, DT, NN-1, NN-2, and SCNs, the performance gains of EDLT-1 are 7.9%, 6.99%, 6.12%, 6.18%, 2.34%, and 4.99% respectively.

Comparing randomized learning algorithms ( i.e. SCNs) to deterministic-heuristic based learning approaches ( i.e., k -NN,

SVM, DT, and NN-1), the results from Table 8 show that SCNs outperform k -NN, SVM, DT, and NN-1. The performance

gains of the SCNs, compared to each respective method, are 2.91%, 2%, 1.13%, and 1.19%. This demonstrates that randomized

learning algorithms are more effective than deterministic-heuristic based learning approaches for the underlying benchmark

datasets. 

Interestingly, the results show that the performance gain of EDLT- i is superior to that of NN- i , confirming that features

learned by utilizing the CNN are more effective than the original features in the generic dataset for classification. This

confirms that converting each instance in the generic dataset into a synthetic matrix/image, like EDLT does, and further

applying CNN to the converted data, can indeed lead to a better classification accuracy for generic classification tasks. 



462 H. Han, Y. Li and X. Zhu / Information Sciences 477 (2019) 448–465 

Table 8 

Comparisons between EDLT and different machine learning methods on benchmark datasets. 

Dataset k -NN SVM DT NN-1 NN-2 SCNs EDLT-1 EDLT-2 

wall-following 85.1 78.8 99.7 67.94 83.42 69.56 91.75 91.13 

vehicle 52.63 63.1 57.89 52.63 63.15 73.68 84.21 84.21 

breast tissue 45.45 68 72.72 77.27 77.27 61.59 77.27 77.27 

vowel 93.43 96.96 75.75 65.65 83.3 74.1 97.06 96.96 

ecoli 85.29 80.8 82.35 89.7 88.23 85.87 85.29 83.08 

wine quality-red 58.125 62.8 67.5 62.5 64.06 61.4 60.98 62 

breast cancer wisconsin (Diagnostic) 95.6 97.36 91.22 97.36 97.36 96.87 98.24 98.24 

wine 80.5 100 97.2 100 100 100 100 100 

banknote authentication 100 97.8 99.27 94.54 100 100 100 100 

vertebral column 77.41 74.19 77.41 74.19 79.03 75.97 81.84 82.25 

yeast 54.2 58.24 49.83 58.24 60.94 60.53 60.04 59.81 

seeds 85.7 85.7 95.23 95.23 95.23 95.87 90.47 90.47 

climate model simulation crashes 96.29 95.37 88.8 94.4 98.1 97.01 97.22 97.22 

glass identification 58.13 58.13 51.16 53.48 60.46 59.15 63.95 62.78 

leaf 38.23 32.35 41.17 72.05 76.47 66.17 74.7 72.3 

plrx 54.05 54.05 54.05 54.05 54.05 54 60.53 56.75 

pima 77.9 82.46 78.57 79.87 80.51 80.1 78.83 78.69 

iris 100 100 100 90 96.67 92.12 100 100 

wireless indoor localization 97.5 96.75 96.25 96.25 97.25 95.27 98.5 97.5 

sonar 83.3 83.3 64.28 88.09 85.71 84.82 90.47 88.09 

hill-vally 75.2 50 94.3 70.12 75.72 79.204 76.18 67.94 

gas sensor array drift 99.18 96.94 97.76 97.5 93.9 98.7 99.45 99.31 

Average 76.96 77.87 78.74 78.68 82.52 79.872 84.86 83.9 

Fig. 7. Comparisons between original HSV features and CNN features learned from EDLT converted matrix/image (“Dog” vs. “Deer”). 

 

 

 

 

 

 

 

 

 

6.5. Case study of EDLT converted matrix/image and features 

In this subsection, we carry out a case study to compare features in the original space vs. features learned from EDLT

converted matrix/image. Our goal is to understand what the deep learning is learning from the synthetic matrix, compared

to the original features. 

In our experiments, we utilize the natural images collected from CIFAR-10 dataset, a common benchmark task for object

recognition, and extract 64-dimensional Hue-Saturation-Value (HSV) features [7] as the original features to represent each

image. We use image as the test bed, because we can compare images, against their features, to validate the algorithm

performance. It’s worth noting that we are not trying to find best features to represent an image, but to understand how

EDLT converts the original features to support deep learning. Therefore, we only use HSV features in our case study. 

As shown in Figs. 7 , 8 , and 9 , we first extract HSV features from each image. After that, the HSV features are used to

generate a synthetic image by using EDLT. Then, the synthetic images are fed to a CNN model to learn new features, which

are used to train a dense NN for classification. Finally, we use t -SNE tool [42] to compare the difference between the HSV
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Fig. 8. Comparisons between original HSV features and CNN features learned from EDLT converted matrix/image (“Dog”). 

Fig. 9. Comparisons between original HSV features and CNN features learned from EDLT converted matrix/image (“Deer”). 

 

 

 

 

 

 

 

 

 

 

 

 

features and the features learned by CNN to observe what exactly the CNN is learning from the synthetic image (In the CNN

model, we use 3 convolutional layers with filter size 3 × 3. The number of converlution filter are 1632 and 1). 

Fig. 7 shows the feature comparisons between a “Dog” vs. a “Deer”. It shows that the HSV features in the original feature

space are not discriminative to differentiate “Dog” vs . “Deer” (noticing high spike overlapping between two HSV maps).

By applying EDLT to convert each HSV represented instance, the synthetic image shows a better separation between two

categories. This difference is further captured by the CNN to learn distinct features to better classify “Dog” vs. “Deer”. 

In Figs. 10 and 11 , we further report the t−SNE feature representation results between original HSV features and the

EDLT converted features. Fig. 10 shows that the CNN feature has better discrimination than the HSV feature for the two

categories. Meanwhile, the results from Fig. 11 show that the three categories almost completely overlap with each other in

the HSV feature space, but are roughly distinguishable in the CNN feature space. This asserts that EDLT converted features

provide better feature representation for classification. 

Table 9 further presents the performance gain for two and three categories by utilizing different machine learning meth-

ods. The settings of k -NN, SVM, DT, NN-1, NN-2, and SCNs are the same as that of Table 8 . The results show that EDLT

achieves the best performance gain. Compared to k -NN, SVM, DT, NN-1, NN-2, and SCNs, the performance gains of EDLT are

2.18%, 0.98%, 5.83%, 1.05%, 1.14%, and 1.6% respectively, for binary class classification, and 3.6%, 2.45%, 8.45%, 2.6%, 1.27% and

2.63% , respectively, for three class classification. 
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Fig. 10. Comparisons between original features (HSV) vs. EDLT converted CNN features(“Cat” vs. “Ship”). 

Fig. 11. Comparisons between original features (HSV) vs. EDLT converted CNN features(“Deer”, “dog”, and “Ship”). 

Table 9 

Detailed comparisons of machine learning methods on benchmark datasets. 

Classification Tasks k -NN SVM DT NN-1 NN-2 SCNs EDLT 

(Bird, Horse) 79.95 81.15 76.3 81.08 80.99 80.53 82.13 

(Cat, Deer, Horse) 66.2 67.35 61.35 67.153 68.53 67.17 69.8 

 

 

 

 

 

 

 

 

 

 

 

7. Conclusion 

In this paper, we proposed to enable deep learning for generic data classification where data used for learning are not

images/videos, like most deep learning methods require, but are already represented in instance-feature tabular format. We

argued that local and global correlations are the key to enable deep learning for generic data, and our goal is to convert each

instance into suitable format for deep learning method to be directly applied for learning and classification. To achieve the

goal, we proposed to reorder each instance’s features and their values as a matrix format with maximum local and global

correlations. The proposed method, EDLT, first builds the feature-feature correlation matrix and feature-label correlation vec-

tor, and uses 0/1 optimization to obtain a feature reordering matrix such that features with strong correlations are adjacent

to each other. After each instance is converted from its instance-feature tabular format into a synthetic matrix format, deep

learning methods are applied to learn meaningful features for classification. Experiments and comparisons on 22 benchmark

datasets confirm that enabling deep learning to generic datasets has clear performance gain, compared to classifiers learned

from original feature space, including decision tress, support vector machines, stochastic configuration networks, etc. This

research opens opportunities for deep learning to be broadly applied to generic datasets for classification. 
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