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ABsTRACT. Non-uniqueness of Leray-Hopf type of solutions is obtained for the
three dimensional magneto-hydrodynamics with Hall effect. It seems to be the
first result in the literature on non-uniqueness of Leray-Hopf weak solutions
for dissipative equations. As for the proof, we adapted the widely appreciated
convex integration framework developed in a recent work of Buckmaster and
Vicol [5] for the Navier-Stokes equation, and with deep roots in a sequence of
breakthrough papers for the Euler equation.
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1. INTRODUCTION

To capture the fast process of the magnetic reconnection phenomena in the
nature, the following two-fluid model of the incompressible magneto-hydrodynamics
(MHD) with Hall effect

ur +u-Vu—B-VB+Vp=Au,
Bi+u-VB—B-Vu+({V x ((Vx B) x B)=AB, (1.1)
V-u=0,

was proposed by astrophysicists. In (1.1), u, p and B represent the fluid velocity
field, the scalar pressure, and the magnetic field, respectively; they are the unknown
functions on the spacial-time domain € x [0,00). In the present paper, we take
Q) = T3. The parameter ¢ in front of the Hall term indicates the strength of the
Hall effect. For mathematical study on this model which was started not a long
time ago, we refer to [1, 8, 9, 10, 12, 14, 17, 21] and references therein.

We notice that system (1.1) with ¢ = 0 is the usual MHD model. In this case,
one also observes that the magnetic field equation is essentially linear in B, while
the velocity equation is obviously the Navier-Stokes equation (NSE) with a Lorentz
force term. Due to the linear character of the magnetic field equation, it is expected
that the properties of solutions to the MHD system do not seriously deviate from
those of the solutions to the NSE. In fact, a vast amount of work for the MHD and
the NSE have shown this consistence.

However, for the Hall MHD system (1.1) with ¢ > 0, the situation is drastically
different, comparing to the usual MHD system. On one hand, the equation of B is
nonlinear with a strong nonlinear Hall term which is actually more singular than
u - Vu in the NSE; on the other hand, a natural scaling does not exist for the Hall
MHD system, while the MHD system shares the same natural scaling as for the
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NSE. More discussion on the scaling analysis will be provided at a later point. Due
to the obvious difference of the two systems, a natural question is that: how does
the presence of the Hall term change the behavior of solutions? Since the Hall term
is more singular than other nonlinear terms in the system, one expectation is that
it is probably more approachable to construct wild solutions and to discover severe
ill-posedness for the Hall-MHD system. Searching wild solutions and justifying
ill-posedness for fluid equations remains mathematically interesting and physically
important before one can give a positive answer to the global regularity problem of
these equations.

As for the 3D NSE, Leray’s conjecture regarding the appearance of singularity
at finite time has been a long-standing open problem; the uniqueness of Leray-Hopf
weak solutions is not known either. Since the time of these problems raised in 1930s,
much effort has been taken to tackle them from the negative side in the means
of constructing blow-up solutions, wild solutions, or wild data-to-solution maps.
In [25], Jia and Sverak showed non-uniqueness of Leray-Hopf weak solutions in
Lo°(L**°) with the assumption that certain spectral condition holds for a linearized
Navier-Stokes operator. For an averaged NSE with modified nonlinear term, Tao
constructed a smooth solution which blows up in finite time in [29]; moreover, the
author proposed a program for adapting the blowup construction to the true NSE.
Very recently, in the groundbreaking paper [5], Buckmaster and Vicol constructed
nontrivial weak solutions for the 3D NSE by developing the convex integration
scheme using intermittent Beltrami flows, which leads to non-uniqueness of weak
solutions. It is a significant progress towards settling the problem of non-uniqueness
of Leray-Hopf weak solutions, although the weak solutions constructed there belong
to the space C°(0, T; H?(T?)) for a very small number 3 > 0.

The convex integration method developed in [5] dates back to a sequence of
breakthrough work for the Euler equation in the last decade. It was first intro-
duced by De Lellis and Székelyhidi in [19, 20] to study the non-uniqueness of weak
solutions and the existence of dissipative continuous solutions for the Euler equa-
tion. The framework of convex integration was further developed in [2, 3, 18, 23| and
eventually leads to a complete resolution of the second half of Onsager’s conjecture
by Isett [24], and Buckmaster, De Lellis, Székelyhidi and V. Vicol [4].

Back to the dissipative equations, as mentioned above, the non-uniqueness of
Leray-Hopf weak solutions to the 3D NSE is still open. Following the convex
integration method in [5], one may expect to construct non-trivial solutions in
CO(HP) for B < 1/2 and close enough to 1/2; while crossing 1/2 spacial regularity
would be a major barrier. The reason is that H'/2 is critical for the 3D NSE,
in which the regularity implies uniqueness. When the dissipation is weak, as for
the hyperviscous Navier-Stokes equation with fractional Laplacian (—A)? with § €
(0,1/5) in [13], Colombo, De Lellis and De Rosa showed the non-uniqueness of
Leray weak solutions, that is, solutions with finite energy and in the space C°(H?).

Regarding the hyperviscous NSE with 6 < 5/4, adapting the convex integration
techniques of [5], Luo and Titi in [28] established the non-uniqueness of weak solu-
tions by slightly simplifying the original construction of Buckmaster and Vicol. In
another work [6], Buckmaster, Colombo, and Vicol constructed wild solutions for
the 3D NSE, whose singular set in time has Hausdorff dimension strictly less than
1. Moreover, the result holds for the hyperviscous NSE with § < 5/4 as well. Thus,
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along with the uniqueness result for 6 > 5/4 by Lions [27], the work of [28] and [6]
indicates the well-posedness criticality of the exponent 6 = 5/4.

The main purpose of this paper is to address the problem of non-uniqueness of
Leray-Hopf weak solutions for the Hall MHD system (1.1) with ¢ > 0. A scaling
analysis will be helpful to demonstrate why it is approachable to study this problem
by adapting the convex integration techniques. We first look at the MHD system,
that is (1.1) with ¢ = 0. If the triplet (u(z,t), B(z,t),p(z,t)) solves the MHD
system with data (ug(z), Bo(x)), the following scaled functions

uy = Mu(Az, \%t), By = AB(A\z,\*t), px = N2p(Az, \%t), (1.2)

solve the MHD system as well with scaled data (Aug(Ax), A\Bo(Az)). In the case of
vanishing magnetic field B, such scaling holds for the NSE. Under scaling (1.2), the
space HY/?(T%) x H'Y?(T?) is critical for the 3D MHD system. It is known that
regularity and hence uniqueness holds in subcritical spaces H® with s > 1/2. Since
the MHD system with zero magnetic field reduces to the NSE, the non-uniqueness
result of the 3D NSE in [5] immediately provides a proof of non-uniqueness of weak
solutions for the 3D MHD system. Similarly as for the 3D NSE, the uniqueness
of Leray-Hopf solutions to the 3D MHD remains an open problem. The attempt
to construct non-unique Leray-Hopf solutions via the convex integration method
might not succeed since the criticality of 1/2 spacial regularity would be a crucial
obstacle to overcome.

Now we turn to the Hall MHD system (1.1) with ¢ > 0, a natural scaling no
longer holds due to the presence of the Hall term V x ((V x B) x B). One can see
that the Hall term is more singular than other nonlinear terms in the system and
the most singular one in the magnetic equation. This motivates us to consider the
magnetic equation with vanishing velocity field as the first step. Thus we analyze
the so-called Hall equation,

B+ V x ((VxB)xB)=AB (1.3)
which has the natural scaling
By = B(\z, \*t). (1.4)

We observe that if V- B(z,0) = 0, V- B(z,t) = 0 holds for all time ¢ > 0. The
basic energy law for the Hall equation (1.3) is

1d
2dt
A Leray-Hopf type of weak solution to (1.3) is a function B € L>(L?) N L*(H?')
which satisfies (1.3) in the distributional sense. On the other hand, under scaling
(1.4), the Sobolev space H3/? (the same as H3/? on periodic domains) is critical for
(1.3) in three dimensions. One can expect global regularity of solution in H3/? and
uniqueness in the space as a consequence. Since the critical index 3/2 of regularity
is larger than the Leray-Hopf weak solution regularity index 1, non-uniqueness of
Leray-Hopf weak solutions in C°(H') constructed by the convex integration method
would not contradict with anything according to the scaling properties.
Inspired by the aforementioned analysis, we adapt the convex integration scheme
to the Hall equation (1.3) and establish the first main result as follows.

IB®IZ> + IVB]Z. = 0.

Theorem 1.1. For any nonnegative smooth function E(t) : [0,T] — Rxq, there ex-
ists a weak solution B € L°([0,T]; L2(T*))NC°([0, T); H(T?)) to the Hall equation
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(1.8), such that
|V x Bl*dz = E(t), te][0,T).
T3

The statement implies non-uniqueness of Leray-Hopf weak solutions of the Hall
equation (1.3). Indeed, the vorticity of the weak solutions can have any nonnegative
energy profiles and thus a constant (in particular, zero) is not the only weak solution.

Concerning the strategy to prove Theorem 1.1, we take the curl of the Hall
equation and apply the convex integration method to the resulted equation of the
current density J =V x B. Section 4 will be devoted to this purpose.

Once we have the convex integration scheme for the Hall equation, we turn to the
coupled Hall MHD system. At each level of the convex integration which produces
B,, we solve the velocity field equation — the NSE with the Lorentz force (B,-V)B,.
We show that there exists a Leray-Hopf weak solution u, to the NSE based on the
estimates on By. In the end, we illustrate that the sequence {u,, B;} converges to
a pair of functions {u, B} which is a Leray-Hopf weak solution of the Hall MHD
system (1.1). Therefore, we are able to prove the second main result stated below.

Theorem 1.2. For any nonnegative smooth function E(t) : [0,T] — Rx>o, there
exists a Leray-Hopf weak solution (u, B, p) to the Hall MHD system (1.1) with { > 0
on [0,T], such that

/ |V x B]*dx = E(t), tel0,T].
T3

Analogously, Theorem 1.2 suggests (0,0,p) is not the only Leray-Hopf weak
solution of (1.1). Thus we provide a construction of non-unique Leray-Hopf weak
solutions for the 3D Hall MHD system. The proof of Theorem 1.2 will be laid out
in Section 5.

We conclude this section by a few well-posedness results for the Hall MHD sys-
tem. In a previous paper [14], the author showed that system (1.1) with ¢ > 0
is locally well-posed in the Sobolev space H*(R™) x H*(R") with s > n/2. Even-
tually in [15], the author established the local well-posedness of the system in
H*(R™) x H¥*1(R™) with s > n/2 — 1, which appears to be optimal in regards to
the scaling of the NSE and scaling (1.4) for the Hall equation.

2. PRELIMINARIES

2.1. Notation. For the sake of brevity, we first fix some notations. We denote by:
A < B an estimate of the form A < C'B with an absolute constant C'; A ~ B an
estimate of the form C1B < A < (3B with absolute constants C7, Cs.

2.2. The Hall equation. To analyze the effect of the Hall term, we first consider
the Hall equation, which is recalled here

B+ V x ((Vx B) x B)=AB. (2.5)
Note that V- B(¢t) = 0 for all ¢ > 0 if V- B(0) = 0. It is easy to verify that a
smooth solution of the Hall equation satisfies the energy identity,

1d

ia 2 2 _
5 S IBOIE: + VB3 = 0.
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Definition 2.1. We say that B is a Leray-Hopf weak solution of (2.5), if for any
© € C([0,T) x T?), the following integral equation

T T
/ B-cpt—i-(B@B):VVXgodmdt:/ VB :Vedzdt
o Jrs o Jrs

is satisfied, and B belongs to L>(0,T; L*(T?)) N L(0,T; H'(T3)).
Note that the definition is valid, since the vector identity
(VxB)xB=V-(B®DB)

is valid for divergence free vector field B. The existence of Leray-Hopf weak solu-
tions to (2.5) is trivial; for instance, it can be established by the standard Galerkin’s
approximating method.

Taking curl on the Hall equation leads to

(VxB)+VxVx((VxB)xB)=AV x B.

By introducing the vorticity of the magnetic field, current density, J =V x B, we
give two formulations of the equation. The first one reads as

Ji+VxVx(JxB)=AJ (2.6)

By applying a few vector calculus identities, see Section 6, the current density
equation can be formulated in a more symmetric way, namely

JH—V-((VXJ)®B+B®(V><J)—V(J><B))—V¥:AJ. (2.7)

In the rest of the paper, we will need to refer to both formulations to have a more
complete vision of the structure of the Hall equation.

2.3. Leray-Hopf weak solution of the Hall-MHD.

Definition 2.2. We say that (u,p, B) is a Leray-Hopf weak solution of (1.1), if for
any ¥, p € C°([0,T] x T?), the following integral equations

T T
/ / U'wt-i-(u@u):V¢—(B®B):V1/Jdmdt:/ Vu : Vi dz dt,
o JT3 o JT3

T
/ / B-pi+(u®B):Vo—(B®u):Vo+((B®B):VV x odxdt
o Jrs

T
= / VB :Vpdzdt
o Jrs3
are satisfied; and
(u, B) € (L>(0,T; L*(T%)) 0 L*(0, T; H'(T?)))”.

The existence of Leray-Hopf weak solutions of (1.1) can be found in [7].
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2.4. Estimates for periodic functions and anti-derivative operator. The
following lemma regards Holder’s inequality for two periodic functions with fre-
quencies far apart.

Lemma 2.3. [5] Assume integers M, k, A\ > 1 satisfy

24/37\ <

1
Kk 3 wM -

Let p € {1,2} and f be a T3-periodic function with the property: there exists a
constant Cy such that

D7 fllr < CpN

holds for all 1 < j < M +4. In addition, let g be a (T/k)*-periodic function. Then
the following inequality

Ifgllzr < Crllgllze

holds, where the implicit constant is universal.
A type of commutator estimate for periodic functions is introduced below.

Lemma 2.4. [5] Assume k > 1, p € (1,2] and L € N is sufficiently large. Let
function a € cL (’H‘3) be such that there exists 1 < XA < k and C, > 0 with

| D7 pee < CuN

for all 0 < j < L. Assume in addition that [ a(z)P>,f(x)dz = 0. Then the
estimate

- AE flle
1191 (@P2nD)llzr S C <1+-RL2) Ml

holds for any f € LP(T?), where the implicit constant depends on p and L.
We also introduce an estimate for the symmetric anti-divergence operator.

Lemma 2.5. [19] There exists a linear operator R of order —1, such that
V- R(u) :u—][ udz.
T3

It satisfies the Calderon-Zygmund and Schauder estimates, for 1 < p < oo,

IRIrswir ST, [Rllcomco $1, IRPxoullze S VT Proulze.

3. THE HALL EQUATION AND INTERMITTENT BELTRAMI FLOWS

In this part, we analyze the structure of the equation of the current density
J = V x B and lay out the intermittent Beltrami flows introduced in [5]. The
analysis will reveal the fact that the equation of the current density is analogous to
the NSE near the intermittent Beltrami flows.
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3.1. Analyzing the equation. If we apply the convex integration scheme directly
to equation (2.6), we would consider the approximating equation

OnJg +V X V x (Jy, x By) = AJ,+V x V x M, (3.8)

with J, = V x B, and M, being certain vector with the property that M, — 0
in an appropriate sense as ¢ — oco. The main idea would be to construct building
blocks for the increments vg41 = Bgy1 —Bg and wg41 = Jg41—Jg, which give rise to
anew pair (Bg+1, Jg+1) and consequently a new vector M1 according to equation
(3.8) at the level of ¢+ 1. Most importantly, the construction should be designed in
such a way that: at level ¢ 4+ 1, the major contribution of nonlinear interaction to
the new vector My41 cancels M,; and hence the sequence {M,} converges to zero
eventually.

However, we realize that it has certain advantages to apply the convex integration
scheme to the slightly more symmetric equation (2.7). In fact, we will work with
the approximating form of (2.7)

O Jg+V (VX))@ By+By® (V% Jg) =V (Jgx By))—V

ol _ AJ iR, (3.9)
9 a \9-
where R, is recognized as an error stress tensor. The main element is that we need
to design building blocks for the increments v44; and w1, which in turn yield the
triplet (Bg+1, Jg+1, Rg+1) with the property: the significantly large part of R,41q
from the nonlinear interaction represented by (Vx J)@ B+B®(V xJ)—V(J x B)

cancels the previous level of stress tensor R,. A crucial observation is that:

o if we take B = W(x) as the Beltrami wave defined in Section 3.2 and
J =V x W(z) = A\W(x), then we can verify

V- (VxJ)@B+B®(VxJ)—V(JxB))— =V (J®J);

]2
v 2
o if we take B = n(x,t)W(x) as the intermittent Beltrami wave and J =

V x (n(x,t)W(z)), with an approriate choice of n(¢,z) defined in Section

3.2, one can make sure the difference

V~((V><J)®B+B®(V><J)—V(J><B))—V¥ —V-(J®J) (3.10)

is small.

This indicates that, the stationary Beltrami wave is a solution of the Hall equation;
while near certain intermittent Beltrami waves, equation (2.7) is “close” to

S 4 V- (J®J)=AJ

which is the NSE without a pressure term (or constant pressure). An important
motivation we obain is that an analogous construction scheme by using the convex
integration method as for the NSE in [5] would possibly lead to the non-uniqueness
of weak solutions of equation (2.7) with J € C°(0,T; H?) for a small 3 > 0; hence
it implies B € C°(0,T; H') since B is divergence free. Of course, in our case, two
functions J and B are simultaneously involved in the construction; and the relation
J =V x B =V x (nW) will generate many error terms. On the other hand, it
is also crucial to determine how to apply the important geometric lemma in the
current context.

We will describe the convex integration scheme in detail for equation (2.7) by
considering its approximation sequence (3.9) in the following section.
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3.2. Building blocks. We adapt the construction idea of [5] using intermittent
Beltrami flows. While we have to keep in mind that, rather than dealing with one
function satisfying the NSE, we deal with the pair (B, J) with J = V x B satisfying
(2.7) in our context.
We first fix &, A¢, Be, and ag¢ as defined in [5]:
§€SQQQ3, Ag ESzﬁ@g, Ae - £=0, Ag=A_¢,
a¢ € C, ¢ = a_g,

1

The stationary Beltrami wave is taken as

W(I) = Z CL&W§ = Z angeMg'z,

£eA £eEN

Be

where A is a given finite subset of S? such that A = —A, and )\ is an integer such
that AA C Z3. One can verify that W (z) is real-valued and satifies

w2
2 )

V-W=0, VxW=AW, V-(WaW)=V

1
WeoWdr =Y |al*(Id - £ ®¢).
T3 2
£eA
Lemma 3.1. [5] For any N € N, we can find e, > 0 and A > 1 with the following
property. Let B. (Id) be the ball of symmetric 3 x 3 matrices, centered at 1d of
radius €. There exists pairwise disjoint subsets
A, CSPNQ% ac€{l,..,N},
with M\, € Z3, and smooth positive functions
7g € CF(Be, (1)), ae{l,..,N}, £€A,,
with derivatives that are bounded independently of A, such that:
(1) £ € A, implies =€ € A, and Ve =2
(2) For each R € B (Id) we have the identity
1 o 2
R=5 Y (4 (R) (d-¢@g).

2
§€Na

Next we describe the intermittent Beltrami flows by adding oscillations to the
Beltrami waves. We start with the Dirichlet kernel D,

B n it sin((n + %)x)
Dy (x) = 5:Z_ne = S (Z)
which satisfies for p > 1
Dyl e ~ 07,
We define the lattice cube
Q. ={=0, k1) 4,k 1e{-r .. r}}
and the 3D normalized Dirichlet kernel

x) = _ it
Dr(a) : (2r+1)2 2

£eQ,
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satisfying
IDI32 = @r)°, |IDellen 7575, p>1,
where the implicit constant depends only on p. The parameter r refers to the
number of frequencies along edges of €2,.
We shall define a directed and rescaled periodic Dirichlet kernel with period
(T/(Ao))*. The small constant o is chosen such that Ao € N which parameterizes

the spacing between frequencies; and or < 1. We fix an integer Ny > 1 such that
{No&, NoAg, No€ x A¢} C NoS* N Z?

for all £ € A, and o € {1,..., N}. We also introduce a parameter u € (\, A?), which
adjusts the temporal oscillation. It is then ready to define the modified Dirichlet
kernel

Nexoru(T,t) = Dr (AoNo (€ -z + put), \oNgAg - ¢, \aNo(€ x Ag) - x) (3.11)
for ¢ € AL; while ne o (2,8) = n_g x0mu(z,t) for € € A,. We take the short

)

notation n¢(x,t) = ne xo.r,u(x,t). It is important to notice that
wt0me (w,t) = +(€ - V)ne(x, t), VE € AL, (3.12)

which is the crucial identity used to design temporal oscillation in the increments
later.
One also observe that

3_3
fotanae= [ DX@)de =1 el =100 S 575 @13)

forall 1 <p < oo.
Now we are ready to introduce the intermittent wave W:

We(z,t) = ne(x, t)BgeMg'x. (3.14)
It is worth to point out that W, is supported on certain frequencies. Indeed, we
have
Pcororngme = e,
PorlP>/2We = We,
PcarPseon (We @ Wer) = We @ W
where c¢g is a small constant and & # —&.
Another important fact regarding W is given by

3
"
It is the main motivation that we need to include the temporal oscillation wfl 11
into the construction later.

Different from the Beltrami wave We(z) = Bee'*$®, the intermittent Beltrami
wave W¢ is not divergence free or an eigenfunction of curl, i.e.

V~W57é0, VXW&#/\W&.

V- (We@Wog +W_e ®We) = Vg — (£ V)g€ = Vg — 20m¢.

Instead, we have
V- We = Ve - We,
V X We = AWe + Ve x We.
Parameters A, 0,7, and ;o will be chosen in an appropriate way such that Vn. - W¢
and Ve x W are sufficiently small.
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For such intermittent Beltrami waves W¢ and A, e4,7¢ as in Lemma 3.1, we
have the following geometric lemma, which is a key ingredient in the construction.

Lemma 3.2. [5] Assume az € C are constants satisfying a¢ = a—¢. The vector

field
DY acWe(a)
a fehq
is real valued. Moreover, for each matriz R € B (Id) we have
2 2
> elR) [ WewWgdo= 3 (e(R)*BewBg= R (315)
¢€ha B £€ha

3.3. Analogy of equation (2.7) with the NSE near intermittent Beltrami
flows. In this part, we further analyze the structure of the nonlinearity of equation
(2.7) by comparing it with the NSE near the intermittent Beltrami flows introduced
above. We can take the magnetic field B as

1 1
W? = XWg = XﬂgWg.
An important observation is that
1 1
VXWEB:ngWg—FXVnE><W5:W5+XV775 x We

and )
15 Ve x Wellz= < o,

where the upper bound or can be sufficiently small by choosing the parameters
appropriately. We denote W, =: %Vng X We to be the small error term between
V X W? and W¢. Thus we can naturally adapt J =V x W? .

Now we show that the difference (3.10) is actually small near the intermittent
Beltrami flows. Namely, by taking B = WgB = %Wg and J =V x WE = W, + W,
a straight forward computation shows the difference

2
V~((V><J)®W?+Wf®(V><J)—V(wagB))—V% ~V-(J®J)

1
Y

1
Y

1

=V ((Vx (We +W.)) ® X

2

1 1 1 Wel2
~V - ((V XW&)@XW§+XW§®(VXW5)—V(W§ X XWg))—V%—V'(Wg @ We)

We + ~We @ (V x (We +We)) = V(We + W, ) x ~We))

Vo (We + W) @ (We +W.))

1 1
~V - (AW ® XWE + XWE @ AWe) — 2V - (W, @ We)
=0.

Thus, near the intermittent Beltrami flows (B, J) = (Wf , V x W?), equation (2.7)
(the curl of the Hall equation) is indeed “close” to the NSE. Also, an obvious fact is
that J = V x B scales as the velocity field in the NSE. This is the main motivation
to investigate the problem of non-uniqueness of Leray-Hopf weak solutions for the
Hall-MHD system by adhering to what has been done for the NSE in [5]. Of course,
new difficulties arise in the construction. In particular, rather than one function,
involved here are a pair of functions B and J, which are related through J = V x B.
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On the other hand, to apply the rigid geometric lemma, one has to regroup the
nonlinear interactions in a suitable way such that error terms can be controlled.
It is also non-trivial to determine how to introduce the temporal oscillation. In
the end, to show non-uniqueness of Leray-Hopf weak solutions for the Hall-MHD
system, we need to design a scheme of combining the convex integration method
for the magnetic field equation and the classical regularity theory for the NSE. We
will address all of these problems in the rest of the article.

4. CONVEX INTEGRATION FOR THE HALL EQUATION

In this part, we adapt the convex integration method to construct Leray-Hopf
weak solutions of the Hall equation with nonnegative energy profiles for the current
density field. The main strategy is to design an iteration scheme for the approxi-
mating equation (3.9) illustrated in Proposition 4.1.

We start with fixing several parameters: for large enough constants a > 1 and
b > 1, and small enough positive constant 8 < 1, we define:

Ag=a", 8, = 2PN, (4.16)

-

-

5

3 _ 15 5
r=AL o=, p= A, =0 (4.17)
It is easy to see that A\j41 = )\g.
Proposition 4.1. There exists an absolute constant C' > 0 and a sufficiently small
parameter €r depending on b and B such that the following inductive statement

holds. Let (By,Jq, Rq) be a solution of the approzimating equation (3.9) on T3 x
[0,T] satisfying:

IByllez, <23, (4.18)
[aller, < Ags (4.19)
0<E(t)— / | T, dz < 6441, (4.20)
T3
and
J,
E(t) —/ |J,[?dz < Il implies Jq(,t) =0 and Ry(-,t) = 0. (4.21)
T3 100

In addition, we assume

V-Ry=V-Ry+V XV xM+V-VQ,+ Vg1 (4.22)

for a traceless symmetric tensor Rq, vector field Mq and Qq, and a scalar pressure
unction pga1, which satisfy
q+

[ Rgllpoe 21y + 1Myl o 21y + |Qqll o 21y < A =% 8q41, (4.23)
[Rgller, < A% (4.24)

Then we can find another solution (Bgyi1,Jg+1,Rq+1) of (8.9) satisfying (4.18)-
(4.24) with q replaced by g + 1. Moreover, the increments vy11 = Bgy1 — By and
Wyt1 = Jg41 — Jg satisfy

— 1/2 1/2
lvgsillze < OALOE, Ilwgeallze < €O (4.25)



NON-UNIQUENESS OF HALL-MHD 12

This proposition leads to a proof of Theorem 1.1 immediately.

Proof of Theorem 1.1: At the first step, we take (By, Jo, Ro) = (0, 0,0) which
satisfies (4.18)-(4.23), and (4.20)-(4.21) for large enough ¢ > 0. For ¢ > 1, we
apply Proposition 4.1 to obtain a sequence of approximating solutions {(By, Jy, Ry)}
satisfying (4.18)-(4.21). It follows from (4.25) that

1/2
ST g1 = Jallize =D Nwgiallze £ 6,15 < oo
920 q>0 q>0

which implies the strong convergence of .J, = V x B, to a function J in C°(0,T; L?),
and the strong convergence of B, to a function B in C°(0,7; H') with J =V x B
and V- B =0.

While ||RqHLoo(O,T;L1) — 0 and || My|| g~ (0,7:21) — 0 as ¢ — oo, we conclude J is
a weak solution of (2.7), and B is a weak solution of (2.5); moreover, it is obvious
that B € L>(0,T; L*(T?)) N L%(0,T; H'(T?)), since B is divergence free.

O
The proof of Proposition 4.1 will be carried out in Sections 4.1 — 4.5 below.

4.1. Construction of the perturbation (vgii,wgt+1). Based on the building
blocks introduced in Section 3.2, we proceed to construct the perturbation vgy1 =
Bgy1 — By,

Vg1 = gy + Vg + g
where vf; 41 and vy, are defined as

E : B -1 § :
’Ug_,’_l = a5W£ = /\q+1 agngWg,
EEA, IS

Ug+1 :)‘q_fl Z V(aegne) x We,
€N,
while v/, ; will be defined through w},,; later. One can verify that
: —2
V- (v§+1 +vg41) = Agh Z V- (V X (agneWe)) = 0.
€A
We now define the perturbation wg1 = Jg41 — Jq as
Wq+1 = Weyy + Woyy + Wiy
with
wi =V Xl wey =V X ugg,
whoy =pm 1Y PuPL(ain’e).
13

In the end, we define v}, through w!,, = V x v}, up to a gradient which we can
take as zero. Indeed, for vfﬁ_l € L?, we can decompose fo_l as

t ot . t _
Vgp1 = Vgp10 + Vo, with Vv g ,=0.

In our case, we simply take v/, 5 to be v/, since V. x V¢ = 0. Thus, Vv ; =0
holds. Along with the fact V- (vF,; +v5,,) = 0, we have

V- Vg+1 = 0.
On the other hand, it is obvious that

p o _ c to —
Vw1 =Vewgy =Veowg; =Vewg =0
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and
Wg41 = V x Vg+1-

4.2. Estimates of building blocks. The main purpose of adding the oscillation
ne to the Beltrami waves is to make sure the L' norm of the waves is significantly
smaller than the L? norm. This can be seen in the following lemma.

Lemma 4.2. [5] The bounds
IVNOEWe|| Lo < AN (Aorp)5r2 5, (4.26)

~

IV¥0f nellie S (or)™ orp) St~
hold for all 1 < p < co.

3 |

(4.27)

We point out that, following [5], in order to avoid a loss of derivative, the pair
(vg,wq) at each level needs to be regularized by using standard Frieddrichs mol-
lifiers. Moreover, the corresponding stress tensor R, is not spatially homogenous.
To fix it, cutoff functions that form a partition of unity can be introduced to de-
compose R, into slices. The two steps involve delicate computations, which will
be omitted in our presentation. Rather, we do adapt the regularization parameter
£ from the first step. We also adapt the partition of unity: let 0 < xg,x < 1 be
smooth functions supported on [0,4] and [}, 4] respectively; and ;(z) = x(47%2)
satisfying

Xo(2)+ Y _Ri(z2) =1, Vz>0.
i>1
Then we define the amplitude function a¢ for the intermittent Beltrami flows as,

3 R
ag i,q+1 = Pi Xig+17(8) (Id - pq> (4.28)

where p; and x; 441 are defined as

pi = A 64T, i > 1,

. R,(z,t) >>
i B =3 (—E2——) ).
X ,q+1(33 ) X << 100)\;6R6q+1

Here we use the notation (A) = (14 |A|?)2 with |- | being the Euclidean norm of
a matrix. Referring to [5], we have

gmax{i} < p=1 (4.29)
To make sure the inequality (4.20) holds, we need to choose pg as follows,

1 2 - 2 2 5Q+1
)= d E(t) - dz — | G de— 2L
o) = gy ([ dae) max (B~ [ nPae-3% o [ das- 2t

i>1

po = ((pm) * w)Q,

where ¢, is the standard Friedrichs mollifer at time scale £. It was shown in [5],

such defined p, satisfies
1/2 1/2 ,—
leollep < 20441, lloe oy S 8,85¢7N, for N > 1.

Below is a collection of estimates satisfied by the amplitude function a.
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Lemma 4.3. The following bounds hold

Ixillo S47° (4.30)

lagllze < 62, (4.31)

lallz~ S 62,672, (4.32)
lagllzr < 02,7207, for p>1, (4.33)
laglley, S €N, for N>1. (4.34)

Proof: We only need to show (4.33), since other ones were shown in [5]. In view
of (4.30), we deduce

1 —en/25%
lagllr < p7lIxillLe S AT 70541
Thus, by interpolation we obtain

1 1
3(1-3) -1 1—l)>\ €R2p62p

p—1 1 1 1
lagllze S llagll Lo llacll e S 0g4a "4 7 Aq i1 S 051

[—%(1—;).

4.3. Estimates of the perturbation.

Lemma 4.4. The increment vg41 = Bgy1 — By satisfies the following estimates

[vgsallce < /\qi15q+1, (4.35)
log alle S € _lkqiléqﬂr (4.36)
1 — 3
[vgsille S0 (Agr10) g2, (4.37)
_ 1y 3_3
||U§+1HLPN>‘qJ}1§qz+1Z 2079375, p>1, (4.38)
_1 5_3
[0 s1lle S Aphioia 20 Pord =2, p>1, (4.39)
_3
b llzr S €0 A1) gar®E, p 21, (4.40)
_9 3_3
[vgallwrr + oG lwie S €227, p>1, (4.41)
Vg llwre < #715q+1€717“47%, p 2 L (4.42)
lvgsallony, + llvglley, S /\ : (4.43)
5N
lvgralley, A (4.44)
5N
[Bgtilley, <>\q+1 : (4.45)

Proof: Adhering to Lemma 2.3, (4.33) and (4.26), we obtain for 1 < p < oo

o il < Agh Y lacWell,
IS

S At Y llagleollWell 2o
EEN,

1 ¢35 ,l 1,l) 3_
)‘q+16q+1€ PirE P,

3w



NON-UNIQUENESS OF HALL-MHD 15

In view of Lemma 2.3, (4.33), (4.34), and (4.27), and the choice of parameters
(4.16)-(4.17), we obtain

Wi lle < Ag2y Y IV(aene)| e

€N,
SAD Y llaeVnellioe + A7 Y IIVanel| o
€N €A
S Y llaellor[Vnelle + 220 > IVae] coeIne | o
€N £EAq
2 2 ,_1l(1-1 5_3 _9 ,1 3_3
S Arhidg AP WY S FAG T T

1
S )‘;i15112+157%(17%)07“%7%-
The proof of estimates on other norms of v}, and v, can be found in [5] (by

multiplying each estimate the factor )\q__&l). We only need to show the estimates
for v}, ;. Recall that v, satisfies

VXl =wh=p" Z]P’HP;éo(agﬂgf)
EeEA

and vfl 1 is divergence free. Thus by Lemma 2.3 we deduce

||vf1+1||L2 <p~t Zcurl_l]PH]P’?go(agngf)

£EA 2

<pt Z curl ! (‘Z?szqm/z(ngﬁ))

geA 2
1
<, -1 2 -1 2
<Y a2l = (Aga0) (1+ . )|n e
g{; 3 a (L(\y10)E2 3

-1 -1 -1,.2
SHT0g41l™ (Agga0) 2.
In an analogous way, we can obtain
t -1 -1 -1,3-3
[vgialle Sp™"0g 118 (Agra0) ™ 1777,
3

[0 1 lwrr Sp™tga ™t

Proof of inequality (4.44) can be referred to [5]; inequality (4.45) follows from (4.43)
and (4.44).

O

Lemma 4.5. The increment wg1 = Jgqy1 — Jq satisfies the following estimates,

1
llwh 1 llee S 6241, (4.46)
1 —1¢% B
lwgyillzz + ||w(t;+1||L2 S 16q2+1T27 (4.47)
lwgrlle S 02,00 DrE0 p> 1, (4.48)
_ 3_3
||wg+1||W1=P + lwggallwre + Hw2+1||W1’P St 2>\q-|—17‘2 r, p>1, (4.49)
Btwp Lr + 8twc Ly S 8_2)\ +10LLT%_%, P Z ].7 4.50
g+1 q+1 q
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345
lw?sllo, + wSsalloy, + bl S A (4.51)

3

3_3
VN llze + 1IVINwg i llor + VIV wg e S A2 77, p>1,  (452)

N+3
H|V|N']q+1||LP s >\q+127 p>1. (4.53)

Proof: Recall that

ws_H =V x UZ_H = Z acWe + )\q__il Z Vagne) x We
£eA EeA

= W+ W1 =Agp1vl + Weys

Wiy =V x i =M1V x [ D Viagne) x We | = ALV x Wey.
EEA

Note that W is the intermittent wave defined for the principle part of the velocity
increment uj ; —u¥ in [5]; while the temporal oscillation part w},, is defined the

same way as in [5]. Thus the estimates on W/ and wf,, can be adapted from [5].
Therefore, it is sufficient to estimate W, ; and V x W ;.

In addition, we notice that W1 = Agr1vg, ;. It then follows from Lemma 4.4
that

1

[Weillze < Agvillvgralle S 0541
3_3
[Werllwrr < Aggallvgillwee S €2Ag0a72 77,

p

l\)‘u
o:

0:WeillLe < AgrallOrvgiqllze S €T )\q+10,l““
HWe,IHCi‘{t < )‘q+1||v;+1||(}§ )\q+1 :

The estimates of V x W, ; and hence wg 41 are carried out as follows. First, a direct
computation leads to

wiiy = Agt1 Y (We - VV(aene) — We - Alagne) — V(agne) - VWe) (4.54)
EEA

where we used the fact that V- W¢ = 0. Thus, we have

lwatillze S )\qfl ([IWeVV (agne )l Lz + |V (agne) VWe||L2)

S A (VY (agne) e + Agea IV (aene)llz2)
S A (laeVPnelle + [ VaeVnell L2 + |V2agne | £2)
+ A0 (laeVnellze + [ Vaene | £2) -

Following Lemma 2.3 for L? norm, we obtain

3
2

1
laeV2nellcz < llagllc2 [V2nellz S 021 (Agwrom)® S A2 Hp 15q+17"
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due to (4.27) and (4.31), and the choice of parameters (4.16) and (4.17). The other
terms are treated in an analogous way,
_ 1 —1c% 08
IVaeVnelrz S I Vaell<|Vnellre S € Aqraor S N 77 1og 172
— 1 -1t o8
IV2agnelle S IV2agllpoelInglliee S 072 S X207 n™ 054 m2;

1 1 1% 3
lacVnellrz S llagllc2 1Vnell e S 02 Aqmor S Agal ™ =162, 72
3
2

1
IVagnell> S [VagllzoeInell> S 071 S Agyal ™ 162,72,

Combining the estimates above yields
—~1 —1 1 3
lwopillee S € 0 05472

which concludes the proof of (4.47).
Now we estimate the LP norm of wf;H, Wy, and wa_l. Again we recall that
Wiy = Agr1Vp 1 + Agr1054 ;- The estimates (4.38) and (4.39) give immediately

o _1l(_-1y 3_3 o _l-1 5_3
lwhille S b5al 20770270 62 020 ora Ty
L 1q_1y 3_3
Soza e

In an analogous way of estimating [|wg, |/z2, we can obtain
c <1l 3
||wq+1||Lp ~ Ho0g T P
While we deal with w!, ; as follows, by using (4.32) and (4.27)

lwh e S ™" llagndce
£€A

SH Y llagllEe ImelZen
¢€ha

S gl
Combining the last three estimates yields

1
lwgsillze S 5;“6_%(1—%%%—%

which proves (4.48).
Next we estimate [|wgq[|w1.». It follows from (4.54), Lemma 4.3, Lemma 4.5
and (4.16)-(4.17) that

lwg sy llwie S Aty (IWe VP agne)lwrr + [V WeV (agne) lwi.r)
S A (V3 (agne) lze + AguallVZ (aene)ll»)
S Agtillaglles (IV%nell e + Mg V20| 0)
S A2 ((Age10m)? + Ag1(Agy107)?) rih
< £_2Aq+17‘%7%.
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Thus, the proof of (4.49) is also complete. To prove (4.50), we proceed to estimate
[0swg 1 llze,

[0vwg i llze S Ay Y (1002 (agne) Lo + Agr1l|0:V (agne) | Lv)

EeA
S llaclles (10:V%nell e + 1V el o )
EeN
+ A0 Y llaglics (10:Vnell e + [ Vel v)
EeN

3

S AL Agrorp+ 1) (Aggrom)?r3 7
3

+ )‘q_i1£72 (Agw1orp+1) (Agyrom)rz"

3
P

5_3
SO AN pourz e,

In the end, we estimate [[wg, [l
lwgialloy, S A2 S (I92(aenelley, + MgV (agne)ley, )
EeN

S A (laclex IV%nelley, + Vaelloy, I9nelloy, + 1V%acllex, Ineliex, )
EeA

27 Y (laellex IVnclies, + I 9aellc ey, )

EeEA
S /\;le (N Ogrrom)? + 07V g aor +07772) ()\q+10'7"M)N’I"%
+ )‘;-i}l (K_N)‘qulUr + g_N_l) ()\q+1o'r,u)Nr%
<\t
S Agt

It completes the proof of the inequality (4.51).
Inequality (4.52) can be obtained analogously as (4.49); while (4.53) is implied
by (4.52) and (4.17).
O

4.4. Estimate of the stress tensor R, ;.

Lemma 4.6. Consider the equation
ath+1 +V xV x (Jq+1 X Bq+1) = AJq+1 +V- Rq+1. (455)

There exists a traceless symmetric tensor Rqi1 satisfying (4.55). Moreover, there
exists another traceless symmetric tensor Rqq1, vector field My11 and Qq11, and
a scalar pressure function Pgi1 satisfying

V.- Ry :V'Rqul—l-VX V x Mq+1+V'VQq+1+V]5q+1.

In addition, there exists p > 1 sufficiently close to 1, and a sufficiently smalleg > 0
independent of q such that

[ Rgsrllce + | Mgsalloe + 1Qqsallze S Agfs™ g4 (4.56)

holds for some implicit constant which depends on p and eg.
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To estimate the stress tensor R,41, we first subtract the equation (3.9) at level
of J, from the equation at level of J,41 to arrive

Owgi1+ V- (V x Jg11) ® Bgy1 — (V x Jy) ® By)
+ V- (Bg1 @ (V X Jgg1) = Bg @ (V X Jy))
= V- (V(Jg1 X Bgt1) = V(Jg x Bg)) = Vpgsa
= Awg41 +V-Re1 — V- Ry

Rearranging the terms we obtain

V- Ry = Qwgt1 — Awgy
+V (VX Jgp1 ®ugg1 + V X wet1 @ By)
+ V- (Bgy1 ® V X Wgp1 4+ vg41 @V X Jyg)
+ V- (V(Jg41 X vg41) + V(wgs1 x By))
+V- Ry — Vpgy1.
We further classify the terms on the right hand side into linear, correction and
oscillation terms:
V' Ryy1 = A{V - [R(Ow],; + Orwgy 1 — Awgy1)]
+V [VXJy Qg1 + 0441 @V X Jy+V X wyy1 @ By + By Q V X wyiq]
+ V- [V(Jg X vg41) + V(wgs1 X By)l}
AV [V xwi,, @ (vgyq + UZH) + (Vg1 + Uzt1+1) ® V X wg41]
+ V- g1 ® VX (Wi +wip) + VX (Wi + wei) ® vg ]
+V- [V(wZH X (v2+1 + Uzt;+1)) + V((w;_H + w(t;-i-l) X Vg+1)]}
AV [V xwh, @vl  +vh @V xwl, —V(wh  xvb, )]
|V x U§+1\2

~ V" (V- Ry + 0wy )}

=: V- Riinear + V * Reorrector + V + Roscillation-

On the right hand side of the equation above, the first three lines correspond to
linear terms, the middle three correspond to correction terms, and the last two
lines correspond to oscillation terms. The estimates of them will be accomplished
separately below.

4.4.1. Linear terms. The estimates of the linear terms are relatively easy.

Lemma 4.7. For p > 1 sufficiently close to 1, Rjnear Satisfies
||R1inear||LP < A;fiRéqJ'_Q.

~

Proof: It follows from Lemma 2.5 and (4.49) that,

_ 3_3
[RAWg11 e S NJwgrtlwre S €2 Aq1r? 75
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while Lemma 2.5 and (4.50) together give
IR0k (wg g1 +wia)llze = ROV X (vg4q + vgy))llee
= A LRV x V x vl |liv
= A LRV x wh |
S )‘;-:1||8tw§+1||m
< 6720;”%_%.
We have, by (4.53) and (4.38)-(4.40),
[(V % Jg) @ V11 + vg41 @ (V X Jg) | e
SIV x Jgllzeellvgeallze
S )‘2 ()\¢I_+115q%+1 BEASa 2l S 571#71(/\q+10)715q+1’"3_%>
SN T Ag10) T g ar® T
and similarly, by (4.45) and (4.49),
[(V X wg41) ® Bg + By @ (V X wg41)|| e
SlBqllzo llwg s llwe
SN2 AT
Combining (4.53), (4.38)-(4.40), (4.41), (4.42), (4.45), (4.48), and (4.49) yields
[V (Jq X vg41) + V(wgs1 X By)ll e
SIVIgllzee lvgallee + 1 gl Lo lvg+allwr»
+ IVBqll Lo lwgtal e + [ Bgll Los lwgallwre
S Agﬁ_lu_lA;ila_lrfj;% + A2 <£_2r%_% + ,u_15q+1€_1r4_%)
A (05RO ).

Summarizing the estimates above and taking into account the choice of parameters

(4.16)-(4.17) concludes the proof.
(]

4.4.2. Correction terms.
Lemma 4.8. The corrector part V + Reorrector 0Of the stress tensor can be written as
V- Rcorrector =V- Rcorrector + V XV x Mq-‘,—l,l + V- v(21\~4(1-‘,-1,1 + Mq+1,2) + Vﬁq—i—l

for certain tensor ]%C(,rrector, vector field ]\qu+171 and Mq+172, and a pressure term
Pg+1- For p > 1 close enough to 1, and a sufficiently small constant e > 0
depending on p, the following estimates hold:

HRcorrector”LP + ||Mq+l,1||Lp + HMQ"t‘l»?'

-2
Lr 5 )\q_,'_iR(Sq_;,_l.

Proof: Upon the choice of parameters (4.16)-(4.17), the upper bound of |[v}, ;|| »
is larger than that of [|vg [/zs, as in Lemma 4.4. Thus we have to handle the
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terms involving [[v,,[|r» in a more delicate way. In order to do so, we rearrange
& Rcorrector as,

V- Reorrector =V - [(V X wh, 1) ® (0511 + vl 1) + (0511 + v41) @ V X wgyq]
+ V-0 OV X (Wi +wiyy) + VX (W +why ) ® vgq1]
+ V- [V(wiyy x (Vi +0g41)) + V((wgyy +wii1) X vg41)]
=V - [(V x wyy1) ® vguq + Vg1 ® V X W]
+ V[V x (wgy +wiyq) ®vgy]
+ V- [V(wy % ’Uf;+1) + V(w1 +wgyq) X ’Ué+1)]
+ V-V xwh, ) @vgyq +vg1q @V X wgyi]
+ V0 OV X (whyy +wlhy )+ V X (Wi +why ) ®© (v +v5y0)]
+ V- [V(wh g xvgeq) + V((wgq + wé+1) X (vh ) +vgiq))]
=V - [(V X wg41) ® vfﬁ_l + UZH ® (V X wgq1) + V(wgs1 X vé+1)]
+ V- [(V X wgy1) @ g +vg11 @ (V X wgq1)]
+ V- (VX (whyy +wiy) @vh ) +up @ (VX (whyg +whyg))]
+ V- V(wgr X vg g + (Wi +whyy) X vl )
=:V - Ricor,1} + V- Ricor2y TV Bicor,3y TV - Ricor,4}-
We notice that only Ric,, 1} involves with U(';H. We can further rewrite V- Rycor 1y
into
V Ricorny =V - [(V X wgi1) @ vgpq + g1 @ (V X wei1)] + V- V(wgia X vgiq)
=V X V X (g1 X V)1 1) + V(wgr1 - (V X 0] 1)) +2V - V(wgs1 X v)44)
=V %X V % (wgt1 X Ugyq) + VWit - wgy1) +2V - V(wgsr X vgq)-

Denote

_ t S t
Mg+11 = We1 X Vgpq, Pgt1 = Wat1 - Wypq
where pg41 can be seen as a dummy pressure term. It follows that

V. R{cor,l} =V xV x Mq+1,1 + V- V(QMq+1,1) + Vﬁq_;.l. (457)
While we can estimate M, 1,1 as, in view of (4.48), (4.40) and (4.16)-(4.17)
1Mg1lle <llwgsnllper vl

1 1 1 3_3 3
3 —5(1-2),.5—5p—1,,—-1y-1 _—1 3—=
S 5q+1,€ 2 p/r2"2pf W )\q+10- 6q+1’f' 2p

9_
2

o lw

< A
S )‘;-EiR(Sq-&-l-
We turn to the estimates of Rycor 2}, Rycor,3}, and Rycor,4y Which are trivial. Fol-
lowing from (4.39) and (4.49), it has
[ Ricor2yllze < [[wgrallwree [vgiqllzee
SRV ANVas b L R TR W
S

—2e
5 )‘q+1R5q+1-
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By (4.49) and (4.38), we have, for p > 1 sufficiently close to 1

IR gcorayllzr < llwgsr +wopallwreelvgy Lo
1
S AL H D e
S 352+1r

—2eR
g+1 5q+1‘

_3
p

Now we estimate R{cor 4} by observing that
R{cor74} =V- VM(H_LQ, Mq_._l,g = wq+1 X U;+1 —+ (’w;+1 —+ wf]-&-l) X Uerl;

and Mq+172 can be estimated as

IMgi12lle S llwgsillzoellvg g llooe + [lwi s + why e [0h o | 22w

3

1 1 1 5
5 5q2+ 2(1 )7,2 QPA +1 +1£*§(1*E)0r§7ﬁ

T I ST I e

3 _3
S )\q+15q+17’ P,

4.4.3. Oscillation terms.

Lemma 4.9. The oscillation part V - Rogcillation 0f the stress tensor can be written
as

A Roscillation =V. ()\q+1vs+1 & )\lﬁ‘lvg—i-l + Rq + Ratw(tﬁ-l) + V- Dq-i—l

for a certain tensor Dyy1. For a p > 1 sufficiently close to 1 and an arbitrarily
small constant eg > 0, we have

-2
||/\q+1?f§+1 ® /\q+11)§+1 + Ry + Ratwé-',-l”LP + | Dgtaller < >‘q+iR5q+1~
Proof: In fact the first four oscillation terms can be written as
[V x U§+1 ?

V- Vxwl @ul +ol,, @V xw, —V(wg xvp )] =V 5

=V x Vx ((Vxuvf ) xuvy,).
Thus we can write the oscillation part as
V- Rogeiltation =V X V X ((V x 0¥, ) x vh, )+ V- Ry 4+ dywy
=V x V x ((Vx Uq-‘,—l) 54—1) -V ()\q+1U§+1 ® )‘q+1U§+1)
+ V- (Agr108 1 @ Xg1vh ) + V- Ry + Oy 4 w5
4.58

Notice that the last three terms together are exactly the oscillation part V- Roscillation
for the NSE in [5], and thus can be estimated the same way. Thus we are left to
estimate the difference

V:Dgp1 =V XV x((Vx Uq+1) g+1) -V ()‘qulvngl ® )‘q+1U§+1)
which will be shown to be small enough. Indeed, we first recall that

wh =V x vl = vl AT D Viagng) x We = Agpavh, + Wy
EeA
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Thus, we have
>‘q+11’§+1 = w§+1 - We.
On the other hand, we notice that

V x ws_H =Ag+1 Z acWe + Z V(ag’lk) X We +V x Wy
£eA ceA

gt (Wi — Wet) + AgiWey +V x W,
:)\q+1w§+1 +V xW,;.
Therefore, a straightforward computation leads to
V Dyp1 =V x Vx (why x vl )=V ((why, —We1) @ (wh,, —Wey))

=V ((Vxwyy) @vgyy + oy @ (V xwpyy) — V(wgyy X vgi))
— Wiy - Vg = Ve (Wi @ wg) = V- (Wer @ wyy)
—V- (W, @We1) + V- (W1 @ W)

=V. (()‘q+1w§+1 —VXxWe1)® ng + ’Ungl ® (/\q+1w§+1 -V x Weyl))
— V-V (gl g +Wen) x o)) —why - Vwh, = V- (wh @ wh, )
-V (W1 ® wngl) -V. (wg+1 QOWe1)+ V- (W1 @We )

=V - (Whi1 ® Agr1Vg 41 + Ag1Vy 1 © Wiy
V- (VXWe 1 @uvy +vb @V X W) =V-V (Wey xop, )
—wgpr - Vg, =V (0, @ wyyy)
~ V- (Wer @ wgyy) =V (0 @Wer) + V- (We @ Wey)

=V - (whiy ® (Wig = Wer) + (Wi g — Wer) ® wiy)
V- (VXWe 1 @uy +vh @V X W) =V-V (Wey xop,)
—wp - Vuwy,, =V (wh @wy, )
V- (Wei®@wh) =V (wh, @We1) + V- (Wes @ We )

=—V-(wp , @We1 + Wy @uwl, )
— V- (VxWe, @b +0v), 0V XWei) = V-V (W x vfI’H)
-V (W1 ® w§+1) -V. (wg+1 QWe1) + V- (W1 @We )

where we used the fact that V- w{, ; = 0. The next step is to estimate the terms
of Dy11. We also notice that V. x W¢ 1 =wg_ ;.

[whi1 @Wer+Wer@wp e

S)Gil Wyt Z V(agne)

gen e

—1
Sgtillwgyaliee || Vagne)
gen L
1 : 1 5
Vet R L R e (s R VAR PWRTR

—2€eR
5)\q+1 6q+2-
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4.5. The energy iteration.
Lemma 4.10. If po(t) # 0, then the energy of the current density J,41 satisfies

E(t)_/ \Jq+1($7t)|2dx—5’17+2 gdqj.
T3 2 4

Lemma 4.11. If po(t) = 0, then Jy+1(-,t) =0, Ryp1(-,t) =0 and

3
B() = [ Voo, 0F do < 36,0

The proof of Lemma 4.10 and Lemma 4.11 follows closely as the proof of Lemma
6.2 and Lemma 6.3 in [5]. The two estimates in Lemma 4.10 and Lemma 4.11
immediately implies (4.20) for ¢ + 1. On the other hand, if

)
Et)— | |J £ de < 222
0= [ Vaalapf do < 552,

it follows from Lemma 4.10 that po(¢) = 0. Thus, Lemma 4.11 guarantees J,11(t) =
0 and Rg441(t) = 0, which shows (4.21) for ¢ + 1.
Now we can conclude that the proof of Proposition 4.1 is complete.

5. NON-UNIQUENESS OF THE HALL MHD SYSTEM

In this section, we come back to the 3D Hall- MHD system (1.1) with { = 1
and demonstrate that non-unique Leray-Hopf weak solutions can be actually con-
structed for this coupled system of the NSE and the Hall equation. That is, we
prove Theorem 1.2.

We consider the approximating system

Orug + (ug - V)ug + Vpg = Aug + (B, - V) By,
Ordy +V x V X (By X ug) +V xV x (Jg x By) = AJy;+V - R (5.59)
V-ug = 0.

The plan is to apply convex integration framework only to the equation of the
current density and solve the NSE at every level of the convex integration. The
detailed scheme is described below:
e Start with (ug, Bo, Jo, R§) = (0,0,0,0) which satisfies (5.59) automatically;
e Construct appropriate perturbations wy; = J; — Jy and vy = By — By for
the Ji equation of (5.59) in the spirit of convex integration applied to the
pure Hall equation in Section 4; for such B; = v; + By, we solve the NSE
of uy in (5.59);
e Take the subtraction of equation J, in (5.59) at levels ¢ = 1 and ¢ = 0 and
obtain Rj; thus we obtain (u, By, Ji, Rj) satisfying the system (5.59) at
level ¢ = 1;
e Repeat the last two steps iteratively to generate a sequence {(uq, By, Jq, R;’)}
for ¢ > 0;
e Prove that the sequence {(ugq, By, Jq, )} converges to (u,B,J,0) with
functions wu, B, J satisfying

J=VxB, uecl>®(L*)nL*H"), BeL*(L*NL*H"),
and (u, B) is a Leray-Hopf weak solution of the Hall-MHD system (1.1).
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With the construction of perturbations at hand (refer to Section 4), the rest of
the scheme involves two major bulks: solving the NSE of u, and applying convex
integration on the J; equation. Details are demonstrated by proving the following
iterative argument.

Proposition 5.1. There exists an absolute constant C' > 0 and a sufficiently small
parameter €r depending on b and B such that the following inductive statement
h?lds. Let (ug,pq; By, Jg, ;) be a solution of the approximating equation (5.59) on
T3 x [0,T) satisfying:

1Balles, < A2, (5.60)
Iallen, < AL, (5.61)
0< B(t)— / |J, 12 do < 0441, (5.62)
and b
E(t) — /T T, de < % implies J,(1)=0 and R(.t)=0.  (5.63)
In addition, we assume
V-R;=V: R, +VxVxM; (5.64)

with Ry being the stress tensor in (8.9) and Mg being a vector field. Then we
can find another solution (uqy1,Pgt1, Betr1, Jov1, Ry y1) of (5.59) satisfying (5.60)-
(5.64) with q replaced by q+1. Moreover, R, satisfies the properties in Proposition
4.1; the increments vgy1 = Bgy1 — By, Wer1 = Jgr1 — Jgs Zg+1 = Ug1 — Uq, and
My satisfy

1 ¢1/2 1/2
lvgsallee < CAGLO, Twgaalze < OO, (5.65)
lim [zgsnllpr =0, 1<p<2, (5.66)
q—0o0
lim [[Mg||L» =0, forp>1 close enough to 1. (5.67)
q—00

In analogy with Proposition 4.1 and Theorem 1.1, a proof of Theorem 1.2 follows
immediately from Proposition 5.1; thus the details are omitted.

Regarding the proof of Proposition 5.1, we emphasize again that we adapt the
same construction for perturbations of vgy1 = Bgy1 — By and wgy1 = Jg41 — Jg as
for the Hall equation in Section 4; the stress tensor R, in (5.64) is the same stress
tensor in the approximating equation (3.9); while the vector My comes from the
nonlinear interaction of u, X B, and will be shown to be small. Thus the estimates
for vg41 and wg4q in Lemma 4.4 and Lemma 4.5, respectively, are valid; and the
estimates for R,4q in Lemma 4.6 also hold. In particular, estimates (5.60), (5.61),
and (5.65) automatically hold.

We focus on completing the proof of Proposition 5.1 in the two subsections below.

5.1. Weak solution u,y; of the NSE in L>(L?) N L*(H'). We consider the
forced NSE

8tuq+1 + (uq+1 . V)uq+1 + qu+1 = Auq+1 + V- (Bq+1 & Bq+1). (568)

By construction, we have

J=q J=q
Bq+1 = B() + E Vj41, Jq+1 = Jo + E Wj41
Jj=0 Jj=0
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: 1 ¢1/2 1/2 . :
with [[vgi1llre < CA 116,47 and [Jwgiallre < €645, It is then obvious that
| By+1llre < C and || Jyq1lp2 < C which implies Byyq € L*(0,T; H'(T?)), since
Bg1 is divergence free.

It follows from the Sobolev embedding theorem that B,11®By41 isin L2(0, T L3(T?)),
and hence in L?(0,T; L*(T?)) as well. Thus we have V-(B,11®Bg+1) € L*(0,T; W~12).
Then there exists a weak solution ug41 of (5.68) with u,1 € L°°(0,T; L*(T3)) N
L2(0,T; HY(T?)), see [30].

Upon writing w441 as the sum of increments,

Jj=q Jj=q
Uggr =g+ Y (U1 — u) = uo + ¥ 241,
3=0 3=0
the fact ug1 € L°°(0,T; L?(T?)) implies

qlgglo HZqul(t)HLQ(T3) =0, te [O,T]

Moreover, we have limg oo [|2¢41(t)|[zr(rsy = 0, 0 < ¢ < T, for all p € [1,2].
Therefore, (5.66) is justified.

5.2. Convex integration for the Maxwell equation. With v, = B;y1 — By
and wg41 = Jg41 — J, constructed as in Section 4 and w441 obtained in Section
5.1, we operate the convex integration method on the J,y1 equation in (5.59).
Compared to the J; equation in (3.9), there is one extra term V x V x (B, X uq)
in the J; equation of (5.59). Thus, Ry, will be different from R,41 due to the
interaction of this extra nonlinear term. In fact, taking the subtraction of the Jy41
equation and J, equation in (5.59), it is not hard to see

V-Ry1 =V Ryp1 +V XV x(Byyp1 X ugy1 — By X uy)
and we denote Mg, = Bgi1 X ug+1 — By X ugq. An obvious rearrangement yields
Mgy = Bgt1 X ugy1 — By X ug = vgq1 X ugy1 + By X 2g41.
Therefore, we deduce from (4.38), (4.39), and (4.40), for p > 1 close to 1,
Mg iallze < llvger X ugiallze + 1By X zg1allze

S lvgll ) 2o flugrallze +1Bqll | 2o [l2g+1llz2

Jj=q-1
S loall o lugrallze + lzgealle D2 logall 2
j=0
Jj=q—1 ) B
— 1/2 3_32=p) _ 1/9  3[2-3C2-»
SO TS e Y *j+115jil/\}‘+[i 5]
§=0

1 <1/2 3_3
S )‘q-lll(sq-/i-lr3 P+ [|zg41ll 2

Therefore, along with (5.66), we can conclude (5.67).

Regarding the energy iteration properties (5.62) and (5.63), they can be obtained
in a similar way as of (4.20) and (4.21). Indeed, we notice that the J, equation in
(5.59) differs from the J; equation (3.9) by the nonlinear term V x V x (uq x By),
which is smaller than the nonlinear portion of the Hall term V x V x (J, x By) (up
to scale A;!'). Therefore, when deriving (5.62) and (5.63) for ¢ + 1, the nonlinear
term V XV X (g1 X Bgy1) can be treated as a small error term and hence absorbed
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by other terms in the estimates. Thus, slight modification of the proof of energy
iteration in [5] will yield (5.62) and (5.63).

We conclude the proof of Proposition 5.1.

Proof of Theorem 1.2: We are left to show that the sequence {(uy, By)}o2;
converges to a pair (u, B) € (L*(0,T;L*(T?)) N L?(0,T; H! (']T3)))2 which solves
the Hall MHD (1.1).

For given (ug, By, Jo, Ro), we apply Proposition 5.1 iteratively to obtain a se-
quence of approximating solutions {(uq, B, Jq, Rq)} satisfying (5.60)-(5.67). It
follows from (5.65) that

1/2
Z [ Jg+1 = Jgll> = Z lwgtillzz S 25,141 < 00.

q>0 q>0 q>0

which implies the strong convergence of J, = V x By to a function J in C°(0,T; L?),
and the strong convergence of B, to a function B in C°(0,7; H') with J =V x B
and V- B =0.

According to the analysis above, we have u, € L>(0,T; L*(T3))NL?(0,T; W (T?))
for all ¢ > 1. It follows the weak convergence of u, to a function u in L>(0,T; L?).
Combining the fact of B, converging to B strongly in C°(0,T; H'), we obtain that
(u, B) solves the NSE part of (1.1) in the weak sense.

On the other hand, the facts ||Ry||p~ 0,701y — 0 and [[Mg|[z(0,7;01) — 0 as
q — oo lead to || Ryl|L~(0,r;z1) — 0 as ¢ — oo. Thus, (u, B) also solves the second
equation of (1.1) in the weak sense. It indicates that (u, B) is a weak solution of
(1.1).

To show convergence of u, to a function u in C°(0, T} L?), do we need to estimate
atuq?

Hat“'q”H*2 S HA“(] -V (“fl X ”‘q) +V- (Bq X Bq)HHﬁ

6. APPENDIX: VECTOR CALCULUS IDENTITIES

Let A and B be vector valued functions, and ¢ be a scalar function. The following
identities hold'

x (pA) = o(V x A) + (Vo) x 4;
( B): "VA+A-VB;
V-(AxB)=(VxA4)-B-A-(VxB);
V x (A x ):A( B)-B(V-A)+B-VA—A-VB

=V (BAT — ABT);
Vx(VxA)=V(V-A)-V?A=V(V-A) - AA.
Applying the identities above, one can rewrite
V xV x[(Vx B) x B
=V(V-[(V x B) x B]) — A[(V x B) x B]
=V(Vx(VxB)-B-VxB-VxB)—-A[V x B) x B|

V x B|?

:Vx(VxB)~VB+B-VVx(V><B)—V| 5 -V -V[(V x B) x B].
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Assume B is divergence free. Let J =V x B, then V-J =0and V-V x J =0.
Thus we can further rewrite

V xV x ((VxB)x B)

:V~[(V><J)®B+B®(V><J)7V(J><B)]7V¥.

One can also derive the identity,

A(V x B) =V x (AB).

Thus, taking curl of the Hall equation

B, +V x ((Vx B) x B)=AB,

we obtain the equation of the current density J =V x B,
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[17]

2
Jt+v-[(vxJ)@B+B®(VxJ)—V(JxB)]—v%:AJ.
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