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SPECTRAL DIMENSION FOR p-ALMOST PERIODIC SINGULAR JACOBI
OPERATORS AND THE EXTENDED HARPER’S MODEL

RUI HAN, FAN YANG AND SHIWEN ZHANG

ABSTRACT. We study fractal dimension properties of singular Jacobi operators. We prove quan-
titative lower spectral/quantum dynamical bounds for general operators with strong repetition
properties and controlled singularities. For analytic quasiperiodic Jacobi operators in the positive
Lyapunov exponent regime, we obtain a sharp arithmetic criterion of full spectral dimensional-
ity. The applications include the extended Harper’s model where we obtain arithmetic results on
spectral dimensions and quantum dynamical exponents.

1. INTRODUCTION

In this paper, we study self-adjoint Jacobi operators on ¢?(Z) given by:
(1.1) (Hu)p = Wnptpt1 + Wp—1Up—1 + Uplpn, 1 € Z

where w,, € C\ {0} and v,, € R are bounded sequences in n. If w, =1, H is a discrete Schrédinger
operator. We will focus on singular Jacobi operators, where the off-diagonal sequence w,, has an
accumulation point 0 at +oco. A prime example of such operator, both in math and in physics
literature, is the extended Harper’s model (EHM), see (2.13).

We are interested in the fractal decomposition of the spectral measure and quantitative spec-
tral/quantum dynamical bounds. In a recent work of Jitomirskaya and Zhang [32], many quan-
titative criteria of fractal dimensions of spectral measure for lattice Schrédinger operators were
obtained. Their criteria have various applications to quasiperiodic Schrondiger operators, e.g., the
almost Mathieu operator or the Sturmian Hamiltonians. However, whether their results could be
applied to the Jacobi case, in particular the singular Jacobi case, has remained a question. Indeed,
many generalizations of the spectral theory from the Schrodinger case to the singular Jacobi case
have shown to be highly nontrivial, e.g. [23, 28, 37, 22, 21, 3, 41].

In this paper we give general sufficient conditions for spectral continuity in the singular Jacobi
case, see Theorem 2.1. We show spectral continuity follows if the parameters w,, v, of H satisfy: (i)
strong repetition properties; (ii) control of the averaged closeness between w,, and 0. In particular,
condition (ii) is imposed to control the strength of singularity. We also show such operators exist
widely in the general context of quasiperiodic setting. In the positive Lyapunov exponent regime
of analytic quasiperiodic Jacobi operators, the general statement leads to the first arithmetic if-
and-only-if criterion for full spectral dimensionality. Notably, our results have applications to the
extended Harper’s model for both spectral and quantum dynamical properties.

Our proof is based on a general dynamical system approach, which has recently shown to be
extremely powerful in the study of spectral properties, e.g. [35, 5, 34, 17, 12, 24, 36]. The eigenvalue
equation of (1.1), is associated to a linear cocycle system, see (3.3). In the Schrodinger case the
cocycles are SL(2,R)-valued, whereas in the singular Jacobi case the cocycles are GL(2, C)-valued
with determinants approaching zero along a sub-sequence. This presents the main obstruction in
[23, 28, 37, 22, 21, 3, 41] and in our paper.

It was shown in [32] that the fractal dimensions of spectral measures depend on the competition
between the quality of repetitions and the growth of the Schrodinger cocycles. Such competition was
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resolved in the SL(2,R) setting involving delicate algebraic arguments, which are difficult to carry
out directly in the GL(2, C) setting due to the presence of singularity. To reduce to SL(2,R) case, we
employ a family of conjugacies which were first introduced in a recent work of Avila-Jitomirskaya-
Marx [3]. Such regularization moves the singularity into the conjugate matrices. The main technical
accomplishment of our work is to develop general quantitative estimates (see Lemmas 5.3, 5.4 and
5.5) of the conjugacy under assumptions (i) and (ii). The successful combination of these estimates
with the mechanism in [32] proves the quantitative spectral continuity results for the singular Jacobi
case.

We show the assumptions (i) and (ii) hold for singular Jacobi operators over a quasiperiodic
base. In particular, the proof of (ii) is close in spirit to the characterization of singularity in [22]
(see also [27, 31]). Here we need to study the finer decomposition of the singular spectral measure,
thus a strengthened characterization is developed. Moreover, our estimates hold for general C*
sampling functions with finitely many non-degenerate zeros, which reduces the analytic regularity
requirements in [27, 31, 22]. This part is also of independent interest in the study of uniform
upper-semi continuity of the Lyapunov growth.

The rest of this paper is organized in the following way. In section 2, we give all the definitions
and state our main results. After giving the preliminaries in section 3, we proceed to discuss the
(A, B) bound in the quasiperiodic case in section 4. In section 5, we prove the general spectral
continuity results. In section 6, we focus on the analytic quasiperiodic Jacobi operator and prove
arithmetic if-and-only-if criterion for full spectral dimensionality. In the last section, we discuss the
explicit parameter partitions for the extended Harper’s model.

2. MAIN RESULTS
To formulate the main results, we introduce the following definitions.

Definition 2.1. A sequence {ay}ncz is said be to 8-¢ almost periodic if there exist § > 0, § > 0,
q € N, such that the following holds:

2.1 - <e P4,

(2.1) I

We say {an, }nez is S-almost periodic (about g,,) if there exists a sequence of positive integers g, — oo,
such that {a,} is f-¢, almost periodic.

Remark 2.1. The S-almost periodicity was first introduced in [32] to study quantitative spectral
bounds in the Schrodinger case. Note that the [S-almost periodicity does not imply the almost
periodicity in the usual sense. A typical example is the sequence generated by skew-shift map
(r,y) — (* + y,y + 2a) with a smooth sampling function f(z,y) on T2?. The sequence v, =
fl@+ny+n(n—1)a,y+2na) is S-almost periodic for typical «, but not almost periodic for any «.

Definition 2.2. We say w, is (A, 5)-¢ bounded if there exist A > 0,5 > 0, > 0, and ¢ € N, such
that

m—+q—1

. . 7Aq

(2.2) ‘mIIISHeIng H |wj| > e 9.
j=m

We say w, is (A, 8) bounded (about ¢,,) if there exists a sequence of positive integers ¢, — co, such
that wy, is (A, 8)-¢, bounded.

Remark 2.2. If we only consider the maximum of (2.1) and (2.2) over |m| < 2gy,, then the standard
Gordon-type argument will be enough to show the absence of point spectrum for the associated Ja-
cobi operator, provided 5 2 A. Assume further the Lyapunov exponent is positve, then the operator
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has purely singular continuous spectrum by Kotani theory [33], see e.g. [8, 6]. See more discussion
on the Gordon-type argument and purely singular continuous spectrum in [9] and references therein.

Let p be the spectral measure of the Jacobi operator given as in (1.1). The fractal properties of
u are closely related to the boundary behavior of its Borel transforms, see e.g. [13]. Let

2 Mo [

be the (whole line) Weyl-Titchmarsh m-function of H. We are interested in the following fractal
dimension of u:

Definition 2.3. We say u is (upper) y-spectral continuous if for some v € (0,1) and p a.e. E, we
have

(2.4) h%nfel—wM(E +ig)| < oo.
£

Define the (upper) spectral dimension of u to be
(2.5) dimgpe(p) =sup {7 € (0,1) : p is y-spectral continuous}.
Our first result is about spectral continuity and the lower bound on the spectral dimension.

Theorem 2.1. Let H be given as in (1.1) and let u be the spectral measure of H. Assume that
there are positive constants A, 3,9 and a sequence of positive integers q, — 0o such that wy, v,
are [3-almost periodic and w, is (A, B) bounded about q,. There exists an explicit constant C' =
C(6, A, ||wl|loos |Vllcc) > 0, such that if B > C and v < 1 — %, then p is ~y-spectral continuous.
Consequently, we have the following lower bound on the spectral dimension of y:

(2.6) dimgpe(p) > 1 — %

We will formulate a more precise lower bound (specifying the dependence of C on 6, A, [|w]| oo, ||V 00)
in Theorem 5.2.

It is well known that periodicity implies absolute continuity. We actually prove a quantitative
weakening version of this result: [S-almost periodicity implies y-spectral continuity. On the other
hand, it is well known that Gordon condition implies absense of point spectrum, which predicts
purely singular continuous spectrum in many situations. Our result distinguishes the singular con-
tinuous spectrum further according to their spectral dimensions. This can be viewed as a quantitative
strengthening of Gordon-type results. Quantitative results directly linking easily formulated prop-
erties of the potential to dimensional/quantum dynamical results were first proved in [32] for the
Schrédinger case. Theorem 2.1 was a further generalization of this type of estimates to more general
singular Jacobi operators.

An important context where we have generic S-almost periodicity and (A, ) bound is the
quasiperiodic Jacobi operators with smooth sampling functions defined as follows. Consider real
and complex valued sampling functions v : T — R and ¢ : T + C. We also assume In|c| € L(T),
which is the minimum requirement for the Lyapunov exponent to exist. Let Hy g = Hq 6,0 be the
Jacobi operator on ¢?(Z) given by:

(2.7) (Haou)n = (0 + naupi1 + (0 + (n — 1)a)un—1 + v(0 + na)u,, n € Z,

where 6§ € T := [0, 1] is the phase, « € [0, 1]\Q and &(0) is the complex conjugate of ¢(#) in the usual
sense.
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Given «, let p,, /¢, be the continued fraction approximants to «. Define

(2.8) B(a) := limsup I dn+1
n qn

It is easy to check that for any Lipschitz continuous sampling functions v and ¢, the sequences

v(0 4+ na), c(f + na) are S-almost periodic as defined in (2.1) for any 6 € T and any 8 < B(«a)/2.

See a proof about this simple fact in section 4. Furthermore, if we require some non-degenerate

regularity near the zeros of ¢, then ¢(6 + na) will be (A, 8) bounded for a.e. 8. As a consequence of

Theorem 2.1, we have spectral continuity for a.e. 6 for (2.7). More precisely, let pq,0 be the spectral

measure of Hy g (2.7), we have:

€ [0, 00].

Corollary 2.2. Assume v(0) is Lipschitz continuous on T and c(6) is C* continuous on T with
finitely many non-degenerate zeros *. For all k = 1,2,---, there exists an explicit constant C' =
C(c,v,k) > 0 and a full measure set © = O(a,c) C T, only depending on a and the zeros of c(6)
with the following properties: suppose B(a) > C, then for any 6 € O,

(a): Hap has no eigenvalues in the spectrum;

(b): the spectral dimension of pa.g is bounded from below as:

(2.9) dimgpe(tba,0) > 1 — %

In particular, if B(a) = oo, then for a.e. 0, dimgpe(pa,0) = 1.

We will prove (A, 8) bound of ¢(f + na) for a.e. 6 in section 4 and then part (b) follows directly
from Theorem 2.1. The main ingredient is one fundamental estimate (see Lemma 4.1) about the
trigonometric product over irrational rotation in [1]. Similar arguments have been used in [27, 22, 31|
to study the arithmetic criterion of purely singular continuous spectrum. In those papers, the authors
considered periodic approximation based on Gordon-type arugment. The growth of the transfer
matrix only need to be controlled within at most two periods. In our case, the quantitative spectral
continuity relies on (A, 8) bound over exponentially many periods. The use of Lemma 4.1 is more
delicate and involved. See more details in Lemma 4.2.

As mentioned before, the absence of point spectrum in part (a) is a direct consequence of the
(A, B) boundedness of ¢(f + na) and the standard Gordon-type argument. In view of Definition
2.3, it is easy to check that point measure has zero (spectral/Haursdoff/packing) dimension. (2.9)
implies that the spectral measure p, ¢ has positive spectral dimension for g > C. Part (a) can also
be derived as a corollary of (2.9). An interesting question that remained here is whether the assump-
tion on ¢(f) can be weakened: For example, could any Lipschitz continuous function with finitely
many zeros generate a (A, ) bounded sequence? Will the associated Jacobi operator have absence
of point spectrum and full spectral dimension? We will not go further in this direction in the cur-
rent paper. We are planning to answer some of these questions in another paper (under preparation).

It is clear that our general results (2.6) and (2.9) only go in one direction, as even absolute
continuity of the spectral measures does not imply S-almost periodicity for 5 > 0. However, in the
important context of analytic quasiperiodic operators (e.g. EHM) this leads to a sharp if-and-only-if
result in the positive Lyapunov exponent regime.

Let H, g be the Jacobi operator on £%(Z) defined as in (2.7). The Lyapunov exponent of H, g
at energy F is defined through the associated skew-product over irrational rotations (quasiperiodic
cocycles). For any irrational «, the Lyapunov exponent is only a function of E, @ and is independent
of 0, therefore, denoted as L(F,«). See more basic properties and discussions about Lyapunov
exponent in section 3.

We say 6 € T is a non-degenerate zero of f € C*(T,C) if f(6p) = 0 and f*)(6y) # 0.
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Assume further v, c of H, ¢ are analytic on T with real and complex values, respectively. Let
Ha,0,5, be the restriction of the spectral measure fiq,9 of Hy g on Xy :={E € 0(Hap) : L(E, ) > 0}.
We have the following sharp estimate on the spectral dimension of pg o5,

Theorem 2.3. For any « € [0,1], let B(a) be defined as in (2.8). For any analytic sampling
functions v and c, there is a full Lebesgue measure set © = O(a,c) C T explicitly depends on o and
¢ such that for any 6 € ©, dimgpe(pa,0,2, ) = 1 if and only if B(e) = oco.

The proof of Theorem 2.3 contains two parts. Clearly, the ‘if’ part of Theorem 2.3 is a direct
consequence of spectral continuity and follows from Corollary 2.2. The ‘only if’ part is usually
referred to as the so-called spectral singularity, defined through the singular boundary behavior of
the m function. More precisely, we say the spectral measure p is (upper) 7-spectral singular if for
some v € (0,1) and p a.e. E,

(2.10) 1im¢%nfsl_7|M(E+ia)| = 400.
1>
Define
(2.11) dimgs, = inf {y € (0,1) : p is y-spectral singular}.

Obviously, dimgpe < dimgse. Theorem 2.3 also holds for dimgs,. We actually can prove the following

local quantitative upper bound of the spectral dimension which completes the sufficient part of
Theorem 2.3.

Theorem 2.4. Consider the quasiperiodic Jacobi operator defined in (2.7) with analytic sampling
functions v, c. Let L(E) be the associated Lyapunov exponent defined in (3.12). Assume L(E) > a >
0 on a compact set S. Consider the spectral measure jiq,9 Testricted on S, denoted by (iq.0,5. Suppose
B(a) < oo, then there is a C = C(a,v,¢,S) > 0 and a full Lebesque measure set © = O(a, ¢), such
that for any 0 € O, pq.¢ is y-spectral singular for any v > ﬁ%. Consequently,

. . 1
(212) dlmspe(ﬂa,O,S) S dlms’ﬁc(ﬂa,G,S) S 1+ C
B

4

The spectral singularity can be viewed as “weak-type of localization”. It involes the decay of
the Green’s function in a finite box with a low density (see Lemma 6.4). Such decay/localization
density was previously known either with a strong non-resonance condition on w (e.g. S(w) = 0, see
[12]), or for a concrete example with S(w) < L (see [4, 26]). Such a phenomenon was first found in
[32] for general analytic quasiperiodic Schrédinger operators with extremetely large 3. Two crucial
ingredients for the quantitative spectral singularity are:

(1) quantitative subordinate theory (Jitomirskaya-Last inequality, Lemma 3.2);
(2) existence of generalized eigenfunctions with sub-linear growth by Last-Simon estimate (Lemma
3.3).

Theorem 2.4 generalizes the result for Schrodinger operators in [32] to singular Jacobi operators.
The techniques to deal with the singular Jacobi case are more involved and very delicate in view of
the quantitative estimates (2.12). In section 6, we reduce the proof of Theorem 2.4 to a quantitative
result (see Lemma 6.1) obtained in [32]. One key observation in [32] is that the norm of the analytic
transfer matrix can be approximated by trigonometric polynomials with uniform linear degree. The
generalization of this result to the meromorphic transfer matrix in our case (see Lemma 6.2) becomes
an important part of the proof of Theorem 2.4.
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2.1. Applications to the extended Harper’s model. Quasiperiodic Jacobi operators arise nat-
urally from the study of tight-binding electrons on a two-dimensional lattice exposed to a perpen-
dicular magnetic field. A more general model is the extended Harper’s model (EHM), defined as
follow:

(2.13) (Hx,a,0u)n = cx(0 +na)uns1 +Ex(0 + (n — L)a)un—1 + 2 cos 27 (0 + na)un, n € Z.
Here,
(2.14) ex(0) = Ae 2m0F) 4N, 4 g2 0F3)

x(0) is the complex conjugate of ¢y () in the usual sense and A = (A1, A2, A3) € R3 are real coupling
constants. EHM was introduced by D.J.Thouless in 1983 [40], which includes the AMO as a special
case.

The extended Harper’s model is a prime example of quasiperiodic Jacobi matrix. It has attracted
great attention from both mathematics and physics (see e.g. [7, 10, 20]) literature in the past several
decades. Recent developments on the spectral theory of the AMO and EHM include: pure point
spectrum for Diophantine frequencies in the positive Lyapunov exponent regime I° [23]; explicit
formula for the Lyapunov exponent L(FE, ) (see (7.3)) on the spectrum throughout all the three
regions [28]; dry ten Martini problem for Diophantine frequencies in the self-dual regions [21]; com-
plete spectral decomposition for all @ and a.e. 6 in the zero Lyapunov exponent regiems [3]; and
arithmetic spectral transition in « in the positive Lyapunov exponent regime [22].

As a central example of the analytic quasiperiodic singular Jacobi operators, Theorem 2.3 can be
applied to the extended Harper’s model Hy , ¢ defined in (2.13). As a consequence of the Lyapunov
exponent formula of EHM in terms of the coupling constants A = (A1, A2, A3), we have more explicit
conclusions on the full spectral dimensionality of EHM. Moreover, our lower bounds in Theorem 2.3
are effective for 8 > max{C'supgc, ) L(£),0} by some simple scaling argument (see Lemma 4.2
and section 7). Thus the range of § is increased for smaller Lyapunov exponents. In particular, we
obtain full spectral dimensionality as long as 8(«) > 0, when Lyapunov exponents are zero on the
spectrum. This applies, in particular, to the critical EHM.

Consider the following three parameter regions of A = (A1, A2, A3) € R?:

Ri={AER: 0< A\ +A3<1,0< A <1}.
RQZ{)\GRB: )\2>H1&X{/\1+)\3,1},)\1+)\320 or )\1—|—/\3>max{)\2,1},/\1§£z\3,/\2>0}.
Ry={NER3>: 0< A\ +X3<1,ha=1 or A\ 4+ A3 >max{\y,1},\; = A3, A2 > 0}.

Corollary 2.5. Let uy o0 be the spectral measure of EHM: Hy o0. For any o € [0,1], there is a
full measure set © = O(a) C T such that for all 8 € O, the following hold:

(1) For A € R4, dimspe(u,\@,g) =1 if and only if B(a) = 0.
(2) For A € Re and for all o € [0,1], dimgpe (/J,>\7a)9) =1.
(3) For X\ € Rs, dimspe(u,\@,g) =114f B(a) > 0.

We will see the explicit formula of the Lyapunov exponent and the spectral decomposition of
EHM, in section 7. In region R;, EHM has positive Lyapunov for all a. Part (1) then follows
from Theorem 2.3 directly. Region Ry is actually where EHM has purely absolutely continuous
measure for all « and a.e. 6, see [3] and Theorem 7.2 in section 7. In view of Definition (2.3), it
is well known that if a measure is absolutely continuous w.r.t. Lebesgue measure, then it has full
spectral dimension. Part (2) is then a direct consequence of a.c. spectrum and this fact. We list
part (2) here for completeness only. Rj is the region where EHM has zero Lyapunov exponent and
purely singular continuous spectrum for almost all (6, «), part (3) follows from Theorem 2.1 and
some technical improvements of the (A, 8) bound for analytic sampling functions. We will discuss
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in details about these three parts in section 7.

Full spectral dimensionality is defined through the boundary behavior of the Borel transform of
the spectral measure. It implies a range of properties, in particular, maximal packing dimension
and quasiballistic quantum dynamics. Thus our criterion links way a purely analytic property of the
spectral measure to arithmetic property of the frequency in a sharp. In particular, consider Hy o6 ,
the extended Harper’s model (EHM) given in (2.13). In this part, we will focus on EHM and discuss
the consequences of the full spectral dimensionality in terms of these explicit parameters.

Recall that the Hausdorff/packing dimension of a (Borel) measure u, namely, dimy(u)/dimp (u)
is defined through the limsup /liminf (u almost everywhere) of its y-derivative

. Inpu(E-¢,E+¢)
lim
el0 Ine

If the lim inf is replaced by lim sup in the definition (2.3), we can define correspondingly the lower
spectral dimension dimg, (). It is well known (see e.g. [10, 14, 32]) the relation between these
fractal dimensions is dimp () = dim,. (1) < dimgpe() < dimp(u).> Therefore, lower bounds on
spectral dimension lead to lower bounds on packing dimension, thus also for the packing/upper box
counting dimensions of the spectrum as a set. We obtain corresponding non-trivial results for all
the above quantities. The lower bounds also provide explicit examples where the spectral measure
has different Hausdorff and packing dimension.

Lower bounds on spectral dimension also have immediate applications to the lower bounds on
quantum dynamics. Let §; € £2(Z) be the delta vector in the usual sense. For p > 0, define

(2.15) (X2 ) (T) = %/ =TS (=80, 5,2
0 n

The power law of <|X|§0>(T) characterizes the propagation rate of e =% .

transport exponents to be

Define the upper/lower

X)) X))
s B, = liminf ——.

+ o .
(2.16) Bs, (p) = limsup Tooo  plnT

T—o0 p InT
Bs,(p) = 1 for all p > 0 corresponds to ballistic motion, B;} (p) = 1 for all p > 0 corresponds to
quasiballistic motion. S; (p) = 0 somtimes is called quasilocalized motion. It was proved in [19]
that ﬁ;; (p) > dimp(¢), Vp > 0. In view of Corollary 2.5, we have:

Corollary 2.6. Let pxq,0 be the spectral measure of EHM: Hy o9 defined in (2.13). For any
a € [0,1], there is a full measure set © = ©(a) C T such that for any 6 € ©, Hy o ¢ has full packing
dimension of pix.a,0 and quasiballistic motion if

(1) A€ Ry and B(a) = cc.

(2) XA € Rq and for all a € [0,1].

(3) A€ R3 and B(a) > 0.

Hausdorff dimension of the spectral measure is always equal to zero for a.e. phase for any ergodic
operator [39] in the regime of positive Lyapunov exponents. Combining the Lyapunov exponent
formula of Hy o9 (see (7.3)) with the result of Simon in [39], we have dimpy (ftx,0,9) = 0 for A > 1,
a.e. 0 and any a. In view of part (2) of Corollary 2.6, for A > 1, a.e. 6 and S(a) = oo, we have
0= dimH(,u)\’ayg) < dimp(,u)\’ay(.)) =1.

2In contrast to the Hausdorff dimension, the relation for the packing dimension only goes in one direction.
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We are also interested in the fractal dimensional properties of the density states measure and
the dimension of the spectrum as a set. Let dN) o be the density states measure and ¥y o, be the
spectrum of H) o 9. For irrational «, they are both § independent. It is well known that

(2.17) dNx.a = Eg(px,0.0)

and Xy o = suppsop(dNx o). By these relations and the general properties of the packing dimension
of a measure and its topological support (see e.g. [14]), Corollary 2.6 implies that

(2.18) dimp (dNy o) = dimp(Sy.q) = 1

in the corresponding parameter regions where EHM has full packing dimension.

For the dynamical transport part, Last in [35] proved that almost Mathieu operator with an
appropriate Liouville frequency has quasiballistic motion for the first time. In general, quasiballistic
property is a Gs in any regular space, see e.g. [38, 17], thus this was known for (unspecified)
topologically generic frequencies. In [32], the authors gave a precise arithmetic condition on « for the
quasiballistic motion depending on whether or not Lyapunov exponent vanishes in the quasiperiodic
Schrodinger setting. Here, we prodive the parametric conditions for the EHM. The conclusions
can also be extended directly to more general singular Jacobi operators with analytic quasiperiodic
potentials.

3. PRELIMINARIES

We recall some commonly used notations for reader’s convenience. We denote L*°(T,R) and
L (T, C) to be the space of all 1-periodic bounded functions, taking values in R and C respectively.
Denote the usual L*™ norm in both spaces by || f|lsc := sup,er|f(x)]. Note we only require the
diagonal potential function v to be real valued functions, all the other sampling function are allowed
to take value in C. We do not emphasize the real/complex value anymore unless necessary. Denote
LY(T,C) to be the usual Lebesgue space with the 1-norm || f|ly := [;|f(6)|df. Denote C*(T,C) to
be the space of all 1-periodic analytic functions and denote C*(T, C) to be the space of all functions
with continuous k-th order derivatives for all k = 0,1,---,00. We denote Lip(T, C) to be the space
of all 1-periodic Lipschitz continuous functions, induced with the Lipschitz norm given by:

[f (=) — f)l

(3.1) [fllLip = Iflloo + sup ~————2=—.
z,y€T |z —yl

We identify the sequence u = {uy,}nez with w, whenever it is clear that n is the index. Denote
the ¢>° norm of u € (*°(Z,C) by ||ullec := Sup,ez [un|. We will denote the distance on T' by
10|t := infez |0 — n| and may drop the subindex || - || = || - ||r whenever it is clear.
3.1. Transfer matrices and Lyapunov exponents. Let H be given as in (1.1):
(3.2) (Hu)p = Wnptnt1 + Wp—1Un—1 + Unlp, n € Z.

The eigenvalue equation Hu = Eu can be rewritten via the following skew product:

(33) () = ().

where

(3.4) AL (E) = w—Dn(E), Do(E) = (E;nvn —wg_1> '

For n € N* and m € Z, define the n-step transfer matrix at position m to be
n+m—1

(3.5) A(?’L,m;E)Z H Aj(E)7
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n+m—1
(3.6) D(n,m;E) = H D;(E).

We denote the scalar product of w,, by the similar notation:

n+m—1
(3.7) w(n,m) = H wj, m€Z, neN

j=m
and denote

An;E) = A(n,1;E),n > 0; A(0;E) =1d; A(n;E) = A" (—n,n+1;E),n <0,
(3.9) D(n; E) = D(n,1;E),n>0; D(0;E) = Id; D(n;E) = D" (—=n,n+1;E),n <0,

(3.10) ¢(n) =c¢(n,1),n >0,
for simplicity.

The (upper) Lyapunov exponent characterizes the grow(decay) rate of the norm of the transfer
matrix ||A(n, m)]|, it will be convenient to introduce the Lyapunov exponent by using the dynamical
notations. We refer readers to [32, 2] and references therein for the general definition of the Lyapunov
exponent of linear skew product. In this part, we will restrict ourselves to the quasiperiodic cocycles.
Let o € R\Q and A : T — GL(2,C). We call (o, A) a (complex) cocycle. In view of (3.5) and (3.8),
denote the transfer matrix in the quasiperiodic cocycle case by

(3.11) A(n;0,a) = ﬁA(G—I—(j—l)a), 6 eT,neNt.

Jj=1

The Lyapunov exponent is given by the formula:

(3.12) L(A,a) = lim l/1n||A(n;t9,oz)||d9: inf l/lnHA(n;@,oz)Hdt?.
T n>0n Jr

n—+oo n

For irrational c, the point-wise limit L(A4,a) = limy 400 = In||A(n; 0, @)|| also hold true for a.e.
6 € T by subadditive ergodic theory.

By uniquely ergodicity of the irrational rotations we have the following uniform upper bound (in
6) for both matrix and scalar cases:

Lemma 3.1 (e.g. [15, 30]). If A € C°(T,GL(2,C)), then
1
(3.13) limsup — In |A(n; 0, a)|| < L(A4, a)
n—+oo N

uniformly in 6 € T.
If a € C°(T,C) and In|a(0)| € L*(T), then

(3.14) 1imsup11n| [Ta@+G-1)0a)l < /Tln|a(0)|d0

n
n—-+oo j=1

uniformly in 0 € T.
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Remark 3.1. If a € C°(T, C) has no zeros, then ﬁ is also continuous. By (3.14), we have

1 n 1 1
(3.15) Eln}nmlé/wln’m}d9+e
(3.16) = H la(0+ (j — Da)| > o (Jr1nla(0)/a0 —e)

for n > ng(e) (uniform in 9). This immediately gives the desired lower bound in (2.2) in a uniform
way. If a(f) has zeros, there is no such uniform lower bound for the scalar product anymore. One
technical achievement in the paper is, with some mild assumptions on the non-degeneracy of the
zeros, we are able to get a weakened version of (3.15) (see Lemma 4.2), which will be sufficient for
the spectral continuity.

3.2. The Weyl-Titchmarsh m-function and subordinacy theory. The boundary behavior of
the m function is linked to the power law of the half line solution and the growth of the transfer
matrix norm A(n, m; E) via the well known Gilbert-Pearson subordinacy theory [16, 18]. We give a
brief review on m-function and the subordinacy theory. More details can be found, e.g., in [7].

Let H be as in (1.1) and z = E + ie € C. Consider equation

(3.17) Hu = zu.

with the family of normalized phase boundary conditions:

(3.18) uf cosp+ufsing =0, —7/2 < p <7/2, [uf]* + |uf]* = 1.

Let Z* = {1,2,3---} and Z~ = {---,-2,—1,0}. Denote by u? = {uf};>o the right half line
solution on Z* of (3.17) with boundary condition (3.18) and by u®~ = {uf""};<o the left half

line solution on Z~ of the same equation. Also denote by v% and v¥>~ the rlght and left half line
solutions of (3.17) with the orthogonal boundary conditions to u¥ and u¥ ~, i.e., v¥ = uPtm/2 ye— =
u?*7/2= For any function u : ZT — C we denote by ||ul|, the norm of u over a lattice interval of
length /; that is

(319) Julle = [Z unl? + (€ = (D]

Similarly, for v : Z— — C, we define
[¢]—1

(3.20) el = [ 3 lual+ (= D] "

For any € > 0, let £ = {(p, e, F) be

1

%

¢ () is defined through the same equation by u®~,v¥~. It is easy to check

(3.21) lu? oo, ) l|v7 M e(p,e) =

(3:22) e - e lle > 3.1~ 1)

Let my(2) : C* = C* and m, (2) : C* + C* the right and left Weyl-Titchmarsh m-functions
(half line) associated with the boundary condition (3.18). Let m = mg and m~ = mg be the half
line m-functions corresponding to the Dirichlet boundary conditions. The following quantitative
subordinate theory was proved in [24], well known as Jitomirskaya-Last inequality.
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Lemma 3.2 (Jitomirskaya-Last inequality, Theorem 1.1 in [24]). For E € R and e > 0, the following

inequality holds for any ¢ € (=%, 5]:

5-vo1 ulluge) 5+ VI

— < —.
Ime(E+ig)l — [[v¢]lgpe) — [me(E +ic)]

(3.23)

There is also one general statement about the existence of generalized eigenfunctions with sub-
linear growth in its ¢-norm:

Lemma 3.3 ([36]). For ug-a.e. E, there exists ¢ € (—m/2,7/2] such that u® and u?~ both obey

: e
214 1 .
(3.24) P AR =

This inequality provides us an upper bound for the £-norm of the solution, which is crucial in the
proof of the spectral singularity.

The next proposition relates the whole line m-function M and half line m-function m,, which
can be found in [11].

Proposition 3.4 (Corollary 21 in [11]). Fiz E € R and e > 0,
(3.25) |M(E + i€)| < sup |my(E + ic)].
©

By this proposition, to bound M from above and get spectral continuity as in (2.4), it is enough
to obtain uniform upper bounds of m, in boundary condition ¢ for the right half line problem.

For spectral singularity, we need to consider both my(z) and m (2). Let (U¢)n = ¢—ny1, n € Z
be a a unitary operator on £2(Z). Let H = UHU L. Denote by i, My, u? and 0(y), correspondingly,
m, my,u? and £(y) of the operator H. The following facts are well known in the past literatures(see
e.g. section 3, [25]). For any ¢ € (—n/2,7/2],

My (2) Mg j2—p — 1

(326) M(Z) = m@(z) +ﬁlw/2—<p
and
(3.27) Ur/2 =) =07 (p), lulle=IUulle.

In view of (2.10), a direct consequence of (3.26) is (e.g. Lemma 5 in [25]):

Lemma 3.5. For any 0 < v < 1, suppose that there exists a ¢ € (—m/2,7/2] such that for p-a.e. E
in some Borel set S, we have that liminf._,o &'~ |my,(E+ic)| = 0o and liminf. o &'~ 7| ja_, (E+
ie)| = co. Then for p-a.e. E in S, liminf._,qe'=7|M(E +i¢)| = oo, namely, the restriction u(SnN-)
is y-spectral singular.

3.3. Continued fraction. An important tool in the study of quasiperiodic sequence is the continued

fraction expansion of irrational numbers. Let a € T\ Q, a has the following unique expression with
an, € N:

1
(3.28) o= T
a1 + PpE—
Let
" 1
(3.29) L .
Gn ay + G —T—
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be the continued fraction approximants of a. Let

1
B(a) = lim sup nit,
n—00 qn
B(a) being large means « can be approximated very well by a sequence of rational numbers. Let us
mention that {o : f(a) = 0} is a full measure set.

The following properties about continued fraction expansion are well-known:

1
< llgnallr < :

3.30
(3:30) 2qn 1 Gn+1

For any ¢, < |k| < gn+1,
(3.31) lgnallr < [[kellT.

Combining definition of S(a) (2.8) with (3.31), we have: If 3(«) = 0, then for any § > 0, for |k|
large, the following inequality holds:

(3.32) || ka||r > e 9IF.

3.4. More about [-almost periodicity and the (A,3) bound. In this paper, we consider
bounded sequences v, w,, (for example, v, w, are both generated by some smooth sampling func-
tions). Let D(n,m) and w(n,m) be defined as in (3.6) and (3.7). The mild assumption on v, wy,
yields the following trivial upper bound for D(n,m) and w(n,m): there is Ag = Ag(||v]co, [|W]|oc) >0
such that for any n € N, and any E € N := N (H),

(3.33) sup |D(n,m; E)|| < elon,
meZ
(3.34) sup |w(n,m)| < etom,
meZ

Suppose w;, has (A, 8)-¢ bound as in (2.2). Without of generality, we assume Ag = A for simplicity.
For 1 <r < q and m € Z, write w(g,m) = w(g — r,m + r)w(r,m). Combine (2.2) with the upper
bound (3.34), we have

(3.35) min  |w(r,m)| > e 9, 1<r<q.

|m|<edF a
In particular, » = 1 gives

: —2Aq
(3.36) i |wm| > e :

Assume further w,, has $-¢ almost periodicity as in (2.1), by (3.36), 8-¢q periodicity can be strength-
ened as,

(3.37) max

|m|<edFa

Wmtq _ 1’ < e~ (B—2M)qg
W
We also abuse the notation frequently by saying the operator H or the transfer matrix A(n, E)
has SB-almost periodicity and (A, 8) boundedness if the corresponding v,,, w,, has 3 almost periodicity
and (A, 8) boundedness .
The lower bound on w(n, m) and upper bound on D(n,m) also imply that for any £ € N, and
Im| < edBa

(3.38) I A(g,m)]| < €, max [[A(r,m)| < e*.
0<r<q

Assume now S-almost periodicity and (A, 8) bound hold true for the sequence ¢, — oo, we will
use these induced bounds (3.35)-(3.38) for the sequence g, frequently.
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4. (A, ) BOUND FOR QUASIPERIODIC SMOOTH SEQUENCE AND THE PROOF OF COROLLARY 2.2

Assume we have a the quasiperiodic sequence v(6+4n«) generated by a Lipschitz sampling function
v. Let g, be given as in (2.8). By (2.8), for any 0 < 8 < f(«)/2, there is a subsequence g, such
that Ingn,+1 > 28¢n, . Then for any 6,j and 1 <n < gy,

(4.1)

[0(0+ma) = o0+ (m = 0 )a) | < [0y lgneoll < [0l - —— < ol - e 2 < e Pom,

ne+1
provided ¢y, large. Same computation works for ¢. Therefore, v(6 4+ na) and c¢(6 + na) are S-almost
periodic for Lipschitz continuous v, c.
The more challenging part is the (A, 8) bound on ¢(f + na), where we need some further assump-
tion on c¢. We will focus on this throughout the rest of this section.
The key ingredient for the proof of the (A, ) bound is the following lemma in [1]:

Lemma 4.1. Let a e R\Q, § € R and 0 < jo < g, — 1 be such that

. 04 i —inf . 04 i
| sinm (0 + joc) | Ogjlgnqn—l | sinm(6 + ja) |,

then for some absolute constant C > 0,
qn—1
—C'lng, < Z In|sinm(0+ ja) | +(¢gn —1)In2 < Clngy,.
J=0,37#J0
This lemma was used in [31] to prove some optimal singular continuous spectrum results. By
extending the argument in [31] to exponentially many periods, we are able to prove (A, 8) bound for

any analytic sampling function. Actually, we can deal with more general sampling functions with
much weaker regularities. Define

F(T,C) := {c € L®(T,C): ImeN*t,0, €T, 7€ (0,1,4=1,--,m
c(0) .
42 h that ¢(6) := L*(T d inf |g(8)] > 0.
(4:2) such that g(0) i= oG € L (1.0 and inflg(0)] > 0.}
Suppose ¢(0) € F(T,C) with 6, and g(0) given as in (4.2) such that

m

(4.3) c(0) = g(0) [ Isinm(6 — 60)].

(=1

Clearly, In |g(#)| € L*(T). By the well known integral [In|sin7f|d§ = —In2, it is easy to check
that In |¢(f)| € L(T) and is linked to In|g| by:

(4.4) /Tln|c(9)|d9 - /Tln|g(9)|d9 “m2y
(=1

The following technique lemma shows that any sampling function in F(T,C) with an irrational
force can generate a (A, ) bounded sequence.

Lemma 4.2. Assume that there exists m € Nt 0, € T,7, € (0,1],£ =1,--- ,m, g(0) € L>(T,C)
such that inft |g(0)| > 0 and

(4.5) c(0) = g(0) H [sinm(0 — 6,)|™.
=1
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Then for any o with 0 < 28 < B(a) and 0 < § < %ﬂ, there is a sequence g, — oo and a full
=1
Lebesgue measure set © = O(a, 01, -+ ,0,,) such that for any 0 € © and q,, large enough®, c(6 +na)

satisfies:

(k"l'l)qn_l
4.6 min c(0 + ja)| > e Man,
(“5) k| <y LesB an l;[ [e(6 + o)
i=kan
where
(4.7) Ay = Ai(7,9,08) =2 7 —In (inf [g(8)]) +6° min{5, 1}.
(=1

Assume further g(0) € C°(T,C) and In|g(0)| € LY(T), Ay in (4.7) can be replaced by

(4.8) A= —/Tln lc(0)|dO + 262 min{B, 1}.
Moreover, c¢(8 + na) is (A, B) bounded as defined in (2.2) such that

3 e ; —Agn
(4.9) lm‘rsné(% . jl;[n (8 + ja)| > e , €0
where
(4.10) A= —/EIH |c(6)|d@ 4 66% min{ 3, 1}.

Remark 4.1. The above A; and A can be negative in general, which makes (4.6 and (4.9) actually
exponentially grow (instead of decay). This is natural since there is actually a ‘large’ scaling of size
JIn|g| ~ [In|c| for the product in these cases. We are more interested in the case where [In|c| <0
where A; and A are indeed positive. In particular, it is always possible to re-scale ¢() to make the
logarithm average zero. This will lead to an arbitrarily small A (positive) in (4.10). Combine this
with the uniform Lyapunov upper bound for (3.33) ([15]), we can get some refined results in the zero
Lyapunov regime, e.g., the critical EHM model, about the spectral continuity and quasi-ballistic
motion. See more discussion in the next Corollary 4.3 and section 7 about Corollary 2.5.

Remark 4.2. Tt is an easy exercise that if ¢(6) is C* continuous on T with finitely many zeros with
non-degenerate k-th order derivatives, then ¢(f) € F(T,C) (| Lip(T, C) with a continuous g(6) for all
k > 1. By Lemma 4.2, there is A = A(c) such that ¢(0+na) is (A, 8) bounded for any 0 < 25 < S(«)
and a.e. § € T. From the proof of Lemma 4.2, see (4.11), the subsequence ¢,, can be taken to be
same as in the S-almost periodicity (4.1). Therefore, Corollary 2.2 follows from Theorem 2.1. We
omit the details here. An interesting question is whether the non-degenerate condition on ¢ can be
weakened and what is the appropriate ‘non-degenerate’ condition on any Lipschitz function such
that (4.2) holds.

Proof. Let 0 < 25 < f(a) and ¢, be defined as in (2.8). For any ¢§ > 0, let gy, be the subsequence
such that In gy, +1 > 28 ¢y, . For simplicity, drop the subindex nj; and denote the subsequence still
by qn, i.e.,

(4.11) Qn+1 > 6261171

3The sequence itself only depends (), while the largeness depends on 0, «, 3,4, 7.
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We also write 3 = min{3,1}. It is obvious that for any m € Z and 6 € T,

(k+1)gn—1
. . dn — oln ll’l(il’lf’][‘ ‘Q(G)D
(4.12) [T 190+ o)l > (inflg(0))™ = :

J=kaqn

In view of (4.5), it is enough to study the lower bound for each ||§ — 0¢||7. For any o € [0,1]\Q and
any 0p, 0 =1,--- ,m, let

(4.13) o= {e €T: ||0— 0 +nallr > yln|~2, Vn e Z\{o}}
v>0

It is well known that Oy is a full measure set. Let
(4.14) © =[]0
=1

For any 6 € © and 1 < ¢ < m, there is vp = (0, 0, &) > 0 such that

(4.15) 10 — 0 + nallr > 2%, Vn € Z\{0}.

= W7
For all 1 < ¢ <m and |k| < g;; '€ let jo 1 € [0,¢,) be such that the following holds:

|sin7r(6‘ — 0y + kqpa + jgma) <in<f |sin7r(9 — 0+ kqna + ja) |.
<j<gn

=,

By (4.15), for all jg ,

. e e
4.16 0—0¢+ joralr > — > —.
( ) ” Je, ”T |]é,k|2 q%

Let 7 =Y~ 7. For all |k| < g, 'e’?9n < %P9 we have that

|sinm(0 — 6p + kqna + jera)| > 10 — 0 + kgno + jered|r > [0 — 60 + jere|r — ||kgnar

1
> 22— |k
dn dn+1
2 ’y_f _ 656‘1716_26%1
an

> 26_7—715251171 _ 6_(2_6)51171

(4.17) > o7 0%

provided q;Qefl‘;zB‘I" > 27[1 and 2 — 6 > 7716 > 77162, The latter gives the restriction on ¢ such

By Lemma 4.1,
gn—1
—15273
(4.18) H |Sin (0 — 0; + kgna + ja)| > e~ (@~ DI2-Clngn 5 o—gnIn2-7""15*5q,
J=0,37j1,k

provided C'lng, < 7"1525% where C' is the absolute constant in Lemma 4.1 and 7 is the same in
(4.17).
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Now putting (4.17) and (4.18) together, we have

(k+1)gn—1 m

I1 (H |sinm(f + jo — 9g)|fe)

j=kqn =1
m  gn—1
= H ( H |sinm(0 — Op + kgna + ja)|) ™
(=1 j=0
m qn—1 m
:(H( H |sinm(f — 9g+kqna+ja ) (H [sinm(0 — 0; + kgno + jika)|” )
(=1 j=0,j#%iin =1
(flioss o) (fle )

~
Il
—

=1
— G_Qn(ln 2 Eznzl TE)_52EQ7L .
Combined with (4.12), we have that for all |k| < g, 'e??

(k“"l)qn*l .
(4.19) I1 1c0+ja) > o~ (257 7o Inints 19(6)]+675)

J=kaqn
provided g, > ¢ = Q(maxé W_la 80,300, Tf)'

Assume further g(0),c(d) € CO(T,C). Since inf[g(d)| > 0, In|g(6)|~" is also continuous. By

Lemma 3.1, there is ng = ng(623) such that the following upper bound holds uniform in § € T for
n > ng:

(4.20) 121n|g(9+j04)|_1 < /1n|g(9)|—1d9+523.

In particular, for all ¢,, > ng and any k € Z we have

an—1 a1 _ (k+1)gn—1 -
( IT 1906 + kgua +ja)|—1) "< e femlo@laoss?s o TT |g(0+ ja)| > can (J1nlg(0)1a6-625)
Jj=0 j=kqn

Therefore, we can replace In (infr [g(f)|) in (4.19) by [In[g(6)|df — 6> min{3,1}. In view of
(4.4), we have

(4.21) 1n2ZTg /ln |9(6)|d6 + 26% min{3,1} = —/1n|c(9)|d9+2(52 min{3, 1},

T

which gives the desired expression of A; in (4.8).
Let ¢(0) = c(0) e~ Jz™1e(@149 Tt is easy to check that JpIn[é(0)[d6 = 0. By (4.21), we have for
all [k] < g, 1%,

(k+1)gn—1 .
(4.22) I [E6+ja)>e 2P,
J=kan
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By Lemma 3.1, there is 7o = 79(623) € N such that for any m € Z and r > ry,
m—+r—1 _ . .
(4.23) I e +je) < ¢ (1 @0)la0+5°8) _ 6%Fr
Jj=m
For 0 < r < 19, we have the trivial upper bound H;n:nzfl |60 + ja)| < ernlidlle) < erom([elloe+1),
Therefore, for any m € Z and 1 <71 < gy,

m—+r—1 ~
(4.24) [T 186+ joy)| < e Par

Jj=m

provided ¢, > 618" 1ro In(||d] 0 + 1).
Then for any |m| < e?? % there is k such that kg, € (m,m + g,], therefore,

m+qn—1 kqn—1 m—+qn—1
(4.25) II 6 +i0)= ] l€@6+i)l- ] [0+ jo)
j=m Jj=m J=kaqn

N ( R0 gn—1 = |
(4.26) 22, O+ jol TIS, " 20 + o)

m—1 ~ . -1 |~ .
17k 1yg, 60 +Ge)| TTIEEDC 120 + jo)

273 27
e—20"Bqn  o—20"Bgn

(4.27) = . —
2Ban  ¢6?Ban
(4.28) — 6_66261171'
Therefore,
m+qn—1 . m-+qn—1

I le(®+j) = e @l TT 20 + jo)

j=m j=m
(4.29) > ¢~ (= Jrn1e(@)1d6+68F) an . o—Adn_
as claimed. This completes the proof of Lemma 4.2. O

As an explicit example, we have the following arbitrarily slow lower bound for the analytic case
with zero In mean.

Corollary 4.3. Assume that c(f) € C*(T,C) and [;In|c(0)|dd = 0. Denote the all zeros * of ¢(6)
on T by ¢ 1(0) = {61, ,0m}. For any B with 0 < 23 < B(a) and 0 < § < 1, there is there is
a sequence g, — oo and a full Lebesgue measure set © = O(a,c™1(0)) such that for any 6 € O,
c(0 4 na) satisfies:

(k“"l)qn*l . .
(4.30) min [T 1e6 + ja)| > =2 mintottan,
|k|§(I;1655 an =kan
m-+qn—1
4.31 min c(0 + ja)| > e~ 607 min{f,1} ¢n_
(431) i S VU

4C10ar1y, analytic function ¢(f) only has finitely many zeros on T.
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Proof. Clearly, there is an analytic function g(#) such that:

= 20 _ 2mif, : ~
(4.32) c(0) = g(@)g (e ¢*™%%), inf|g(0)| > 0.
Direct computation shows [1.In[g(6)|df = [, In|c(f)|d6 = 0 and
(4.33) c(0) =g(0) [ ] (2™ — ™) =G(o)(21)™ [ [ &) sinm (6 — 6,).
=1 =1
Therefore,
[<(9)] ~
4.34 N = 2™5(0)|.
(4.34) T T =g = 27170
Apply Lemma 4.2 to (4.33) where 74 = -+ = 7, = 1 and [g(0)| = 2™|g(0)], we have (4.6) and

(4.9) hold with A; = 262min{3,1} and A = 662 min{3, 1}. O

5. SPECTRAL CONTINUITY: PROOF OF THEOREM 2.1
Following the notations and assumptions in Theorem 2.1, consider
(5.1) (Hu)p = Wntini1 + Wy—1Un—1 + Uplin, n € Z.

Assume that there are positive constants 8,0, A > 0 and a sequence of positive integers ¢, — oo
such that wy,, v, has -g, almost periodicity and w,, has (A, 3)-¢, bound.

The key observation is: if H has [-q, almost periodicity, then it can be approximated by a g,
periodic operator exponentially fast in a finite (exponentially large) lattice. The estimates on the
g periodic operator eventually lead to the quantitative upper bound for the m-function as in (2.4)
through the subordinacy theory Lemma 3.2.

In view of Lemma 3.2, let v¥ be the right half line solution to Hu = Eu with initial condition ¢
and ¢ = {(p,e, E) is defined as in (3.21). As a direct consequence of Lemma 3.2 and Proposition
3.4, the following relation between the power law of ||v?||; and the spectral continuity was proved
in [32] (see Lemma 2.1 and the proof of Theorem 6 there).

Lemma 5.1. Fiz 0 <y < 1. Suppose for p-a.e. E, there is a sequence of positive numbers ni — 0
and Ly, = (o, ng, E) — 0o such that for any ¢

2—
(5.2) 1/16(Ly)” < ||v?)3, < (Lr)” .
Then the spectral measure p is y-spectral continuous.

Let A(n; E) be defined as in (3.8). Denote by Tr A the trace of any matrix A € GL(2,C). The
following estimate on Tr A(g,; F) is the key to prove the above power law and spectral continuity.

Theorem 5.2. Let H,(3,5,A and g, be given as in (5.1). Suppose B > 260(1 + 1)A, then for
w a.e. E, there exists K(E) € N, for k > K(E), we have

(5.3) |TrA(gy; E)| < 2 — 2¢~ 08k,
For any 0 < v < 1, assume further that

1. A
5.4 300(1 + —)——
(5.4) B> 300(1 + 5)1 —

we have the power law required by (5.2).
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Let

1
(5.5) C=C(,A) =300(1+ S)A
Combining Lemma 5.1 and (5.4) in Theorem 5.2, if § > C, then p is y-spectral continuous for any
y<1- % < 1 and therefore dimgpe(p) > 1 — % This proves Theorem 2.1.

The trace estimate (5.3) shows that spectrally almost everywhere, A(qx; F) is strictly elliptic
eventually. The quantitative estimate (5.3) allows us to iterate the transfer matrix up to the length
scale M | which gives a well control on the norm of A(qx; E). The norm estimate eventually leads
to the power law as required in (5.2) through (3.3).

The proof of (5.4) and the required power law follows the outline of the Schrodinger case (see [32],
Lemma 2.1). The main difference is now the transfer matrix A(n; E) is in GL(2,C). We need to
consider some transformations introduced in [22] which conjugate A(n; E) to some SL(2,R) matrix.
Then many important techniques developed in [32] for SL(2,R) cocycles are now applicable. The
trace estimate (5.3) leads to a norm estimate of A(qy; E) and eventually leads to the estimate (5.2)
for the truncated ¢? norm of the eigenfunction v¥ by (3.3). We will omit the details here and focus
on the proof of the trace estimate (5.3). For the sake of completeness, we sketch the proof of (5.4)
and the power law (5.2) in the Appendix A.1 for reader’s convenience.

The rest of the section is organized as follows: In section 5.1, we introduce the transformation we
will use to conjugate GL(2,C) to SL(2,R) and develop all the useful lemmas about the conjugate.
In section 5.2, we study the case where the trace of the transfer matrix is greater than 2. In section
5.3, we study the case where the trace of the transfer matrix is close to 2.

Throughout this section, we assume v,,, w,, have 5-¢ almost periodicity and w, has (A, £)-¢g bound
for some ¢ large enough such that e~ (=244 < 1/10. We also use the induced estimates (3.35)-(3.38)
discussed in section 3.4 directly, refered also as 8-¢g almost periodicity and (A, 8)-¢ bound.

5.1. Conjugate between SL(2,R) and GL(2,C) matrices. The trace estimate (5.3) was first
proved in [32] for SL(2,R) cocycles. The generalization to GL(2,C) case is very delicate. We need
to consider the following transformation: let

1 0
(5.6) L=y /o

and

(5.7) Ty =

Wn+1

\V/ |wn+1 wn| .

Let A, (F) be given as in (3.4). Define

~ _ 1 E—-v, —|w 1|>
5.8 An(E) =rp1 T, YA T = ——— ( " " .
( ) ( ) 1 1 lilwnwn_ll |wn| 0

The n-transfer matrix A(n,m; E) and A(n; E) for A, will be defined in the same way as in (3.5):

n+m—1

(5.9) An,m;E)= [[ Aj(E), neNt, mez
j=m

and

(5.10) A(n;E) = A(n,1;E),n > 0; A(0;E) =1Id; A(n; E) = A~ (—=n,n+1;E),n < 0.
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We also denote the scalar product of r,, in the same way as w(n,m) in (3.10) for n € NT,

n+m-—1

(5.11) r(n,m) = H rj, m € L.
j=m
Direct computation shows
(5.12) A(n,m;E) = r(n,m —1) T, 1 A(n,m; E) Ty

In view of (5.6) and (5.8), it is easy to check that ||Ty|| = 1 and A, A(n,m) € SL(2,R) for any
n,m. By (5.8) and (5.12), we are able to apply the techniques developed in [32] for SL(2,R) matrix
and then swtich between the singular GL(2, C) case and the SL(2,R) case.

The S-almost periodicity and the (A, 8) boundedness of w,, imply the S-almost periodicity of r
and T in the following sense:

Lemma 5.3. If 8 > 2A, then for all m € Z such that |m| < €974,

(5.13) It (g, m)| — 1’ < ¢~ (B=20)g

(5.14) Tty T = 1| = | T - Tk, = || < 4e (B0,
Assume further that N € N, Nq < e%59, then

(5.15) 17 (g, 0)] = 1] < e~ (3200

(5.16) ITo - TJ;; —I| = ||TJ;; Ty —1I|| < 4Ne~(B=2Mq,

Note that r(n,m) and T,, are essentially scalar products, the proof is based on the following direct
computation:
Proof. Set z, = -2=—. By (3.37), for |m| < ¢°?¢ and g large,

m+q ’

1
’|zm|i —-1] < |2 — 1] < e B=2Ma < —

2
Clearly, |ry,| = ,/%. In view of (5.11) and (5.6), we have
(5.17) ‘|r(q,m)| - 1‘ — ‘ [Cmar] . _lemtal 1‘ _ ‘ o T — 1‘ < o (B-20)

|cml |Cmtq—1]

and

7 1 0 1 0 1 0 1
a0 merqw;zi-q (O \% wmmm1> -~ \0 |Zm:7f1+q\ B (O zml)
mWmtq "

Therefore,

m

|z

—1 _ ye-to-2ma,

m+q = m

1Tty T — 1 < | 22 =1 =
BN

£

ml

In particular, in (5.17), let m = 0,¢,2q,--- , (N — 1)q for Nq < %59, Direct computation shows
that

N—-1
’I?‘(Nq,o)l - 1’ :‘ I I7(a. ko) - 1‘ < Nem =2,
k=0
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L 1 0 1 0 1 0
Ty Ty = — — — = wow Nyt R
TR0 e ) 0 ey )0

and
N-1
I1T5i Ty — 1) < ‘M—l‘ < ‘ 11 ﬂ—l’
|w pals |2kq
N1
< q 1‘ < 4Ne—(B—20)q
=0 |2kql
O
(5.12) only implies HA(q, E)|| = |A(g; E)||, while ||A(g; E) — A(g; E)| is not necessarily small.

Lemma 5.3 actually shows A(q, E) and A(q; E) are close to each other up to a conjugate. This will
be enough to control the difference between their traces. Fix E, we write A(n,m) = A(n,m; E) for
short.

Lemma 5.4. For all m € Z such that |m| < e°%%, let ® = Argr(q,m) be the Principal value of
r(q,m) € C. For > 4A,

1 ~
(5.18) Sl[AG@m)ll < [[A(g, m)l| < 2] A(g, m)]| < 2¢*

(5.19) 1A(gm +1) — € Tt Alg,m + 1) T | < 12¢~ (=480
and consequently,

(5.20) ITrA(g,m)| — |TrA(g, m)|’ < 12¢~(B=10)g,

Proof. By (5.13), we have |r*(g,m)| < 2. (5.18) follows from (3.38) and (5.12) since ||T| = 1.
By (5.12), we have

(5.21)  A(g,m+1) =r(q,m)T, % Alg,m + 1) Ty = (Ir(q.m)| Tty Tn) €2 Tint Alg,m + 1) T,

m+q
Therefore,
(5.22)

IA(g,m + 1) = € T,  Algm + DT | = [|(Ir(q, m)IT, m+q — 1) e T, Alg,m + 1) T
(5.23) <N (Ir(g; M) T g Ton = DI - 1€ Tt Alg, m + 1) Thn|
(5.24) < e (820 ‘1||A(q, m+ 1)

(5.25) < 12¢~(A=4Ma,

The last inequality follows from (5.13) and (5.14) since
(17 (@ m)| Tk g Ton = D) < [lr(gm)| = 1] - T3 g T = Il + [[r(q,m)| = 1] + 1T 3 T — 1.

(5.20) follows directly from (5.19) since |Tr A(q, m + 1)| = |Tr(e'® T,  A(g, m + 1)Ty, )’

O
Standard telescoping argument allows us to pass the [S-almost periodicity from the sequences
W, Uy, to the matrices A(n,m), A(n,m), up to product length g,
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Lemma 5.5. For all m € Z such that |m| < e%%9, 3 > 6A,

(5.26) 1A(q, m; E) = Alg,m + ¢; B)|| < e=7+00
and
(5.27) |A(q, m; E) — A(g,m + q; E)|| < el=F+6Ma,

Proof. Write m’ = m + ¢ for short.

—

Algm) = Alg,m’) =3 Alg =5 = Lm+j + 1) (Amyg = Apry ) AGm)

)—AO

—~D(g—j—1,m+j+1) (Dm+j _ Dm/Jrj)D(jam/)
w

—0 (g—j—1m+j+1) \wntj; W/ w(G,m)

b

By the trivial upper bound (3.33) for D(n,m) and the lower bound (3.35) for w(n, m), we have

q- g—j—1)A e\
A S e
|| (q,m) Z —]—1m—|—j W/ +j P m4j — wm+] m/+j |IUj+1m)|
L ela—i—1A eI
Z e—2Aq ’wm 45 Dmyj — Wiy j Dy o—2Aq

< qe®™ max
|m|<edha

merqu — ’LUmDerq’
< qe®™ max (‘(wmﬂ — wm)Dm‘ + ’wm(Dm+q — Dm)|)
|m|<edfa
< 2q e A e—Pa
e~ (B—6M)q

provided sup,, [wn |, sup,, g | Dn| < e and ¢ large such that 2ge* < e,

Let @n = /[wntwn—1], Dy ( o Tn —|w611|) . Define @(n, m), D(n, m; E) exact in the same

as for w, D. It is easy to check that the A bounds of w,, and D,, hold true for w,, l~)n:

(5.28) |@W(n,m)| < e, sup||D(n,m; E)|| < e, ¥Yn>0,meZ
E

and

(5.29) [w(r,m)| > e 224 0<r<gq, |m| <P

The B-almost periodicity of w,,, v, are also passed directly to w,, lN)n:

T A,—Bq D —D —Bq
(5.30) |mﬂng?§5q|wm Winq| < 2e%e™P1, lmr‘nsaggﬁql\Dm Dipag < 774

By the definition of A, in (5.8), we have A, = %f)n Exact the same computation proves that
(5.31) [ A(g,m) — A(g,m")|| < q(2e** + e™)ePA e F1 < = (F=6M)a,
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The above telescoping argument can not be extended to exponential scale e as for 7 and T in
(5.15),(5.16) directly. One main reason is we lose control of the matrix norm super-exponentially as

| D(er)]| < ehe™  Such gowth can not be controlled by condition such as 8 > A. The key to prove
the trace estimate (5.3) is to avoid using such rough bound for the matrix norm at an exponential
scale. This is one breakthrough in [32]. By all the above estimates of the conjugate r,T and some
simple linear algebra facts of SL(2,R) matrix found in [32], we are able to prove this extension for
the GL(2,C) case. We will see more details in the next two subsections.

Similar to [32], we consider the following two cases where |TrA(q)| is away from 2 and close to 2.

5.2. The case where the trace is away from 2. We start with the hyperbolic case in the
following sense: let

(5.32) Sy ={E: |TrA(q; E)| > 2+ 2¢ 50"}
We may fix E and write A(q) = A(q; E) for simplicity whenever it is clear.
Lemma 5.6. Let g, be given as in Theorem 5.2. If > (260 + %)A, then the set

(5.33) lim sup S;n = {E . E belongs to infinitely many S;n}

n—oo

has spectral measure zero.

Lemma 5.4 implies for large f3, Trg(q;E) and TrA(g; F) lie in the same region, i.e., if E € S;,
then

(5.34) |Trg(q; E)| > 2+ 276044 _ 12 (F~4Ma 5 9 4 o~60Aq

provided e(#—64Ma > 12
The following linear algebra facts were proved in [32]

Lemma 5.7. Suppose G € SL(2,R) with 2 < |Tr G| < 6. The invertible matriz B such that

_ p 0 —1
(5.35) G=B ( 0 p1 > B
where p*' are the two conjugate real eigenvalues of G with |detB| = 1 satisfies
- 1G]]
(5.36) 1Bl = 1B~ <

VTGl -2

2V Gl
If |'Tr G| > 6, then |B|| < TR

Apply the above lemma to A(g; E) € SL(2, R) satisfying (5.18) and (5.34),we have the following
decomposition

(5.37) m@_3<gp&)31
where pt! are the two conjugate real eigenvalues of A(g) with |p| > [TrA(q)| — 1 > 1 + =627 and
B satisfies |detB| = 1 and
(5.38) IB]| = [|B~"] < e*h.
By (5.37) and (5.38), we have that for any N € N*,

(5:39 =i =5 (O ) B 1P @) < el
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In the rest of this section, consider 5 > %A and set

(5.40) N = [8109] < %P4,

The above decomposition now turns the matrix product [A(g)]" into a scalar product of p?¥ with a
uniformly controlled conjugate B (independent of N). This is one key algebra ingredient observed

in [32]. This technique now allows us to extend the orbit of A(g) to the exponentially long scale
N = b61ha,

The following technique lemma was proved in [32] (see Lemma A.1 there):
Lemma 5.8. Suppose G is a two by two matriz satisfying

(5.41) |GV < M < oo, forall0<j<Ne€&NT,

where M > 1 only depends on N. Let G; = G+ A;, j =1,---,N, be a sequence of two by two
matrices with

(5.42) 0= 1rSJ%SXN 1A

If

(5.43) NM§ < 1/2,

then for any 1 <n < N

(5.44) ITI G -Gl < 2NM3s.
j=1

Let N = [e8149], G = %Z(q) and G; = %Z(q,jq +1),]j]| =0,1,--- N. By (5.18) and (5.27), it is
easy to check that ||G7]| < %42 and |G} — G| < Ne(=+6Ma < (=A+67M)a The above lemma is
applicable provided 8 > (260 + %)A. One can prove that

(5.45) |A(Ng) — AN (q)|| < [p| e(~F+260M)a
(5.46) |A(=Ng) — A1 (Nq)|| < 2|p|N e(=F+2600)a

The proof (5.45) and (5.46) is a direct application of Lemma 5.8 and resembles the proof of Claim
3, [32]. We omit the details here.

Similar to (5.19), we can prove A(+Ngq) and A(£Ngq) are close to each other up the size |p|V.

Lemma 5.9. Letn =1"1(Ngq,0),{ =r(Nq,—Nq) and ¢ = Argn,p = Arg( be the Principal values
of n and ¢ accordingly. For 8> (260 + &)A,

(5.47) |A*(Nq) — ¢ Ty AF(Nq) Ty || < e P+12™0a|p| V|
(5.48) |A(=Ngq) — e Ty A(~Nq) Ty || < eZF+12Ta | N

and consequently,

(5.49) IA™H(Ng) — e OFD A(=Ng)|| < del= 7420001 p| V.,

Proof. By (5.8),

(5.50) A(Ng) = nTng ANQ) Ty = (In] Tng Ty b) € To A(Nq) Ty .
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Therefore, by (5.15) and (5.16),
IA(NG) = ¢ Ty A(Ng) Ty M| < [ 1] Trvg Ty ' = I|| - [l Ty A(Nq) Ty |
< 67N A(Ng)||

< 6(75+127A)q|p|N,

provided e(8=260M)4 > 1 and €A > 12. The last inequality follows from (5.39) and (5.45):
IANG)|| < [[AN (q)|] + 2000 |V < 048] p| N 4 o(=FF2000a | 5| N < 964 | p N,

Note that A(Ng) € SL(2,R), then [|A~1(N¢q)|| = | A(Nq)|| < 2¢549|p|N. The proof for A=*(Nq)
is exactly the same since

(5.51) ATNNg) =0 ' Ty AT (Ng) Ty = e Ty A (Ng) Ty (Inl ™ To Ty )-
(5.8) and (5.10) imply that
A(-Ng) = A~ (Ng. ~Nq+1) = [~ (Ng, ~No)ToA(Ng, ~Ng + )7, |
= r(Nq,~Ng)T_ngA(~-No)Ty "
(5.46) implies that ||A(—Nq)|| < [|[A"X(Nq)| + 2|p|N e(~#+260Ma < 3¢64M4| 5N Now by (5.15)
and (5.16), exact the same argument for (5.47) proves (5.48) provided e(#=260M4 > 2 and e > 18.
The proof of (5.49) follows directly from (5.46), (5.47) and (5.48) since
IA™ (Ng) — e A(=Ng)| <A™ (Ng) — e Ty A= (Ng) Ty |
+ e Ty AN (Ng) Ty ' — e Ty A(~-Nag) Ty ||
+ e Ty A(~Ng) Ty — e A(=Ng)|
<A™ (Ng) — e Ty AT (Ng) Ty Y|
+ A7 (Ng) — A(=Nq)|
+ e Ty A(=Ng) Ty ' — A(~Nq)|
§2e(*5+127A)q |p|N + 26(—ﬁ+260A)q |p|N

§4€(_'8+260A)q |p|N-

O
With the above preparation, we are in the place to prove Lemma 5.6. It is easy to see that all the

estimates from (5.45) to (5.49) preserve errors between the traces. Now combine (5.45) with (5.47),
we have

_ - 1
(5.52) | Te A(Ng)| — |Tr A¥(g)]| < 2¢(=720001 oIV < [T,
provided e(8=260M)a > 4 Therefore, by (5.39),
~ 1

(5.53) Tr A(Ng)| > |Tr A (q)] — —Ipl > S lol™.
(5.49) implies that for any vector X € C2,

_ _ 1
(5.54) AT (NQ)X | < JA(=N)X|| + 4el P20 |V X || < | A(=Ng)X|| + glel M Il

provided e(#=260Ma > 39,
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By (5.8) and (5.12), it is easy to check that |detA(Ngq)| = [r~*(Ng,0)|. Therefore, (5.15) implies
that

(5.55) |det A(Nq)| < 14 (B=63Ma < 9

Consider the generalized eigenequation Hu = Fu with normalized initial value X = ( Zl ) , 1 X =
0
1. By (3.3) and the Cayley-Hamilton theorem for GL(2, C) matrix A(Ngq), we have:

(5.56) A(Ng) X = ( “;V;Zl ) , A(-Ng¢)X = ( “;f;:l )
and
(5.57) A(Ng) X + (detA) - A~H(Nq) X = —(Tr A(Ngq)) X

Combine (5.53),(5.54),(5.55) with (5.57), we have
(5.58) [A(Ng) X|| + [|A(=Nq) X|| = %IPIN-
Now by the choice of p and NN, for ¢ large, we have
(5.59) |A(Ng) X|| + [ A(-Ng) X[| > (14 0M)" > g0
which implies

(5.60) max {[ung+1l, [ungl, [u—ngr1l, [u—nql} > €.

In conclusion, we can claim the existence of a subsequence of u,, at energy F with following
exponential growth:

Claim 5.10. Assume vy, w, have 3-q almost periodicity as in (2.1) and w, has (A, )-q bound

(2.2),(2.2) for ¢ > qo(A,6,8). Suppose E € S} and 3 > (260 + 5)A, then there are integer

sequences :E}I, :vg, :vg, xg € Z independent of E, such that min; |xfl| — 00 as ¢ — oo and

(5.61) max [uZ, | > e?,
7 q
where uZ solves the half-line problem Hu = Eu with normalized boundary condition |ug|®+|u1|> = 1.
Now Lemma 5.6 follows directly from Claim (5.10) and the following lemma:

Theorem 5.11 (Extended Schnol’s Theorem, Lemma 2.4, [32]). Fiz any y > 1/2. For any sequence
|zk| — oco(where the sequence is independent of E), for spectrally a.e. E, there is a generalized
eigenvector u¥ of Hu = Eu, such that

|uxEk| < C(1 + |k|)Y.

5.3. The case where the trace is close to 2. In this part, we consider those energy E where
the trace of A(g; E) is close to 2. Let

(5.62) Sz ={E:||TrA(q; E)| - 2| < 2e~60AY

Again we assume that ¢ is large and v, w, satisfy 8-q almost periodicity (2.1) and A-¢ bound in
(2.2) with positive finite parameters 3, A, §. We can prove that

Lemma 5.12. If 8 > (130 + Z2)A, then
(5.63) u(S,) < e” 1M

where p is the spectral measure of H.
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Proof of Theorem 5.2: Assume now 3 > 260(1+ $)A. Let g, be given as in Theorem 5.2. Lemma
5.6 implies that for spectrally a.e. E, there is K;(FE) such that,

(5.64) |Tr A(qy; E)| < 2+ 2e7 0% Vi > K\ (F)

Combine Lemma 5.12 with the Borel-Cantelli lemma, we have u(lim sup,, Sgn) =0, i.e., for
spectrally a.e. E, there is K3(E) such that

(5.65) ITr A(qr; E)| — 2| > 2e7 0% i > Ky (E).
Clearly, (5.64) and (5.65) complete the proof of Theorem 5.2 by taking K = max{K;, Ko}. O

In the rest of the section, we focus on proving (5.63). Similar to the hyperbolic case, Tr /Nl(q; E)
and Tr A(g; F) are close up to exponential error by Lemma 5.4. More precisely, let
(5.66) 52 .= {E: ITrA(g; E)| — 2| < 3e*60Aq}

q

Clearly, Lemma 5.4 implies that for 8 > 6A, Sg C §§

The following elementary linear algebra facts were proved in [32]

Lemma 5.13 (Lemma 2.9, Lemma 2.10 [32]). Suppose A € SL(2,R) has eigenvalues p™1, p > 1.
For any k € N, if Tr A # 2, then

k_ o~k
(5.67) A= TP

TrA k
— .(A_L.I)er.]
p—p

2
Otherwise, A*¥ = k(A —1)+1.
Assume further that “Tr Al —2’ < T < 1, then there are universal constants 1 < C1 < 00,¢1 > 1/3
such that for 1 <k < 771, we have
ok 4 pk ko pk

(568) o< —— < , k< piil < C1k.
2 p—p
Now fix F € §§ , the above lemma actually shows that the k-th power of g(q; E) grows almost

linearly with respect to k as :
~ ~ 1 ~
(5.69) AF(q) ~ k(A(q) - 5I&.«A(q)) +1, 1<k<N.

This simple observation will be an important part of our quantitative estimates in the near parabolic
case. The arguments to derive (5.63) from (5.69) follow the outline of the near parabolic case in [32]
with slight modification concerning all the estimates of the conjugacy in section 5.1. We sketch the
proof below for reader’s convenience.

Proof of Lemma 5.12: First, Lemma 5.13 provides the following norm estimates: there is absolute
constant C7 > 0 such that for any 1 < j < N = [e2944] < 2944 < 98q

(5.70) |14 (q: B)|| < 3C1 5 -1 A(q)]]
By (5.18) and the choice of N, we have
(5.71) |47 (q; E)|| < 6Cy j €22 < je3ha < 3284,

In the same way as the proof of (5.45) and (5.46), for any 1 < k < N, combine (5.71) with (5.27),
we can apply Lemma 5.8 to obtain

(5.72) |A(ke) — AH(g)]| < P41 < 1,
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provided 3 > (130 + 22)A and g large.
In view of (5.67), (5.69) and (5.72), it is clear that A(kq) has the same linear expansion as in
(5.69). Combine (5.67), (5.72) with the conjugate relation:

(5.73) Akq) X =1~ (kq,0) T (kq)A(kq)T~*(0) X, X € C?,
we can prove that:

Claim 5.14. For any ¢ > 0,E and ¢ € [0,27), let £ = L(p,e, E),u?,v¥ be given as in (3.21).
Suppose E € S’g,a < e M and B> (130 + 22)A, then

(5.74) [uf)|? > esha,

The proof of Claim 5.14 follows the outline of the proof of Claim 5 in [32]. The key is to use the
linear expression (5.69) to control both the upper and lower bound of bound of ||A(n) X||. The main
difference is we need to consider the conjugacy (5.73) and switch between the orbits of A(n) X and
/T(n) X. We omit the details here. For sake of completeness, we include the proof in Appendix A.2.

We proceed to prove Lemma 5.12 by Claim 5.14. Tr A(g; F) is a polynomial in F with degree q.
S’g can be written as a union of at most ¢ band: S’g = 2:1 I;. Note Tr g(q; E) is also a polynomial
in E with degree g with real coefficients, by Proposition A.3, we have |§§| < Cyv6e~60A0 where Cy
only depends on ||w||eo, ||¥]|co- Then this gives us a uniform control on the width of each band I;:

(5.75) Si=U L, el= 151 <187 < 187 < e,

Now pick E; € I;(o(H) # 0 to be the center in the sense that I; C (E; — e}, Ej + ¢). For any
@, let u?(E;) be the right half line solution associated with the energy E;. By Claim 5.14, we have

1 .
(5.76) lu? (Bj)IIZ, ) = et =1, q

where £4(j) = £(, Ej, €}) is given as in (3.21).

A direct consequence of (5.76) and the subordinacy theory Lemma 3.2 is

_5EVRE Ly,

(5.77) ep - me (B +igg)l < — ci=1

Then by (2.3) and (3.25), we have

(5.78) u(l;) < sup 2E‘Z|m¢(Ej + isg)| <5+ \/24)6_%1\‘1, j=1,---,q.
%]
Clearly, (5.78) completes the proof of Lemma 5.12 provided ¢(5 + v/ 24)e_éAq < e~ 10l |

6. SPECTRAL SINGULARITY FOR ANALYTIC QUASIPERIODIC JACOBI OPERATOR

In this section, we focus on analytic quasiperiodic potential given by v, = v(0 4+ na),w, =
c(0 + na),n € Z,0 € T where v € C¥(T,R) and ¢ € C¥(T,C) are analytic functions on T taken
values in R and C respectively. Both v(#) and ¢() have bounded analytic extensions to the strip
{z: [Imz| < p}.

Follow the notations in section 3.1. We list the corresponding quasiperiodic versions here again
for reader’s convenience. The analytic quasiperiodic Jacobi operator on ¢2(Z) is given by:

(6.1) (Hy ctt)n = c(0 + na)uni1 + (0 + (n — Da)up—1 + v(0 + na)u,, n € Z.
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The transfer matrix is given by:
_ 1 (E—v) —¢-a)
A0, E,a) = 0 ( o(6) 0

and

An;0,E,a) = H A(6‘+ (G — 1)a,E,a), n > 0.
j=1
The spectral singularity in Theorem 2.4 is reduced to the following lemma about the norm of the
transfer matrices, which was proved in [32]:

Lemma 6.1 ([32], Lemma 3.1). Fiz o € R\Q with § = f(a) < 0o and 8 € T. Suppose there is a
constant ¢ > 0 such that for any E, there is Ly = L(E, 8, p,0) such that for any £ > £y, the following
two estimates hold:

¢

(6.2) > IAGK: 0, B, )|? = €,
k=1
and
l
(6.3) STIAGK 0 - o, B, )| > 0145
k=1

then we have the following upper bound for the spectral dimension defined in (2.3) of the spectral
measure [t = lo.f:

(6.4) dimgpe(p) < 70 := ﬁ <1

This is a direct consequence of the subordinate theory (3.23) and Last-Simon upper bound on the
generalized eigenfunction (3.24). Actually, in view of Lemma 3.5, it is enough to find a ¢ such that
both m, and m /5_, are y-spectral singular, where m, and m /5_, are half line m-function defined
in section 3.2. The estimate on the half line m-function relies on the subordinacy theory Lemma
3.2. The quantitative estimates need both an upper bound and a lower bound on the f-norm of
u¥,v¥. Lemma 3.3 provides two eigen functions u¥ and u# ~, both obeying the sub-linear growth as
in (3.24). (6.2) and (6.3) provide the lower bound as required in the subordinacy theory for m,, and
My /2—, Tespectively, which eventually lead to the spectral singularity. In the rest of this section, we
will focus on the proof of (6.2) and (6.3). We refer readers to [32], section 3 for more details about
this lemma and spectral singularity.

For a GL(2,C) matrix A = ( ch Z ), we denote by || - ||zs the Hilbert-Smith norm of A:
(6.5) 1Allzzs = V/lal? + [b]2 + [c? + [d[>.
In the rest of this section, we write || - || = || - || s for simplicity whenever it is clear.

The key to prove (6.2) and (6.3) is the following lemma:

Lemma 6.2. Assume that L(E) > a > 0. There are ca = c2(a, S, p) > 0, ng = ng(a,p) >0 and a
positive integer d = d(S, p, ||v]5, l|cll,) € NT such that for E € S and n > ng, there exists an interval
A, C T satisfying the following properties:

(6.6) Leb(A,) > —
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and for any 0 € A,
(6.7) 1A(n; 6. B, a)|[37s > e/,

Lemma 6.2 will be the key ingredient to the proof of spectral singularity, we will return to its
proof in the end of this section. We will derive (6.2) and (6.3) from Lemma 6.2 and finish the proof
of Theorem 2.4 first.

Let ¢, be given as in the continued fraction approximants to «, see (2.8). The following lemma
about the ergodicity of an irrational rotation can be found e.g. in [25].

Lemma 6.3 (Lemma 9, [25]). Let A C [0,1] be an arbitrary segment. If |A| > qi. Then, for any
0; there exists a j in {0,1,--+  qn + Gn-1 — 1} such that 0 + ja € A.

Combine Lemma 6.2 with Lemma 6.3, we immediately have the following localization density
result:

Lemma 6.4. Fiz E € S,0 € © and o € R\Q. There is ny = n1(E, p, o, 0) such that for any ¢, > ny
and any m € N, there is jm = jm(0) € [2m qn, (2m +2) ¢ ) such that

69 lA(N; 6, E, )| > e anL(E)

where co = cola, p) explicitly depends on co and d given in Lemma 6.2.

Proof. We fix F, a and write A(n;0) = A(n; 0, FE,a) for simplicity. Let ng be given as in Lemma
6.2. Given g, let

C20n

4d

provided ¢, large, where co and d are given as in Lemma 6.2. By Lemma 6.2, there is an interval
Ay, C T such that the following hold:

(6.9) kn = |

1 Leb(A > —
(6.10) e(k")_4dkn>qn
and
(6.11) | Akn; 0)]2 > b B8 5 emaanl(E) - yg e A,

Fix 6 and m € N, apply Lemma 6.3 to Ag, and 6 + 2m g,, we have that there exists a j in
{0,1,-+ ,qn + Gn-1 — 1} such that (6 + 2mg,a) + ja € Ak, . By (6.11), we have

(6.12) |A(kn; 0 + 2m gro + ja)|| > eteo mLE),

where co = =52+
It is easy to check that

(6.13) ACman + j+ kn; 0) = A(kn; 0 4+ 2m gpa + ja) A(2m g, + 7; 6).
By (6.12), we have that either

(614) HA*l(Qm In +-]’0)H 2 6200 gn L(E)
(6.15) or |A@2m gn + j + kn; 0)|| > €2 anL(E)
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Direct computation shows that

(6.16) 47 Cma+ 330 = o e gy AR 6o +5:0)]
(6.17) — O B 00 g, + j30)
)
(6.18) < = a@ng, + o))
Suppose (6.14) holds, then
(6.19) A g, + G56)] > i) > oot
provided h
Co qn Clloo
(6.20) g0 anL(E) > :C(|9)|.

Let j.,, be 2m g, + j or 2mq, + j + ky, for which jy satisfies (6.8). Clearly, by the choice of j, ky,
Jm(0) € [2m gn, (2m +2) ¢,y ) for all m € N and

llell o
bdng 10 [
6.21 n = = )
(6:21) tzm= w5 E))
Note that if m = j = 0 in (6.12), we pick jo =k, > 1. So jo € [1, 2qn). O

With the above localization density lemma, we can complete the proof of Theorem 2.4 by checking
(6.2) and (6.3) in Lemma 6.1 for a.e. 8 € T.

Proof of Theorem 2.4.
For any ¢ € N, there is g, such that, | € [2¢,,2¢n+1). Let £ = 2Ng,, + r, where 0 < r < 2g,,
1<N< q;¢. Let n; be given as in (6.21). It is easy to check that g, > ny provided

(6.22) 0> 2e2mPle),

Now apply Lemma 6.4 to ¢, and 0 < m < N — 1. There are j,, € [2m gy, (2m +2)gy,) C [0,7]
such that ||A(jm; 6, E, )| > e 4 L(E) Therefore,

4 N—-1
Y IAK 0 E.a)> > Y [[AGm: 6, E,a)|?
k=1 m=0

(6.23) > NeZotl(B)

Clearly, £ = 2Ngq, + r < 4Ngq,,. By (6.23), we have

f
Z | A (6 ||2 " e2¢0 an L(E) > (o tn L(E) > { €0t an

provided e 9 L(E) > 44, Then for sufficiently large ¢ such that h”;—”“ < 20, we have

(6.24) ZHAk 2= g =0 (5

provided £ > 4, where ¢ = gcoa. This proved (6.2).
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For the same 9 and F, repeat the above procedure for A(n;0 — a, E, —«). We have a sequence of
positive integers jm = jm(9 a) € [2mqn, 2(m+1)gy ) for any N € N and ¢, > n1(E, p,—,0 — )
such that

(6.25) |AGm: 0 — o, E — a, B)|| > e anl(E),
Note that ¢y = ¢o(a, p) does not depend on € — « and is the same as in (6.8) and (6.24). The same
reasoning proves (6.3).

Then by Lemma 6.1, we have for all § € © and (o) < o0, dimgpe(fta,9) < ﬁ < 1, which
completes the proof of Theorem 2.4. O

In the rest of the section, we focus on the proof of Lemma 6.2. In [32], the authors proved
the analytic SL(2,R) version of this lemma. One advantage for Shrodinger case is the H-S norm
| A(n;0)||% is a real analytic function which can be approximated by trigonometric functions in
some uniform sense. For GL(2,C) case, the HS norm of the transfer matrices are meromorphic
functions. We need finer decomposition to deal with the poles.

Fix E,a, for n € NT,0 € T, let

(6.26) Fo(0) = | A(n;0, B, a)l|3rs
be defined as in (6.5). We have the following decomposition of F,, (6):
Lemma 6.5. For any E and n € NT | there are positive functions f,(0) and g,(0) such that

fn(0)
6.27 F.(0) = ,
(627 ) gn(0)
(6.28) inf 1 /lngn(H) dé =0, inf 1 /ln fn(0)d8 = 2L(E).
n n n n
For any € > 0, there exists ng = no(e) € N such that for any n > ng and any 0 € T,
(6.29) 0 < gn(0) <e.

Furthermore, for E in a compact set S, there are ny = ni(p) > 0 and d = d(S, p, ||v|p, ||c||,) > 0 such
that for any n > ny, there are two functions P, (0), R, (0) satisfying the following decomposition:

(6.30) fn(0) = Pp(0) + Rn(0),

(6.31) IR ( )I <1,

(632) Z f 27'r1k9
|k|<d-n

where ﬁl(k) is the k-th Fourier coefficient of f,(0).

Proof. Follow the notations in (3.4), let

D(6,E), D(6,E) = (E —v(6) —e(f - a)>

AW, E) = ¢(0) 0

1
c(6)

and

(6.33) A(n;0,FE) = D(n;6,FE), where

(6.34) c(n;0) ﬁc +(G-1 ) D(n;0,E) = ﬁD(9+ G- l)a,E) _ (D1(6‘) D2(9))
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Without loss of generality, we assume fﬂ, In |¢(0)|d8 = 0. Otherwise, the argument simply differs
by a constant factor. See Remark 6.1 after the proof.

Let gn(6) = |c(n;0)|* and f,.(8) := | D(n;6, E)||%. Clearly,

635 Fal6) = [AG0, Br)lrs = 20
636)  £ul6) = D0, B)s = ID O + [DXO) + DO + D6

Birkhoff Ergodic Theory implies that for any irrational «,

1 1
lim/ —1Ing,(0)dd = inf — /1ngn(9) dé
n T?l n n

(6.37) - 1im/ %ch(o +(—1)a)?dd = / In|c(6)[2 6 = 0
[ T
In view of (6.35) and the definition of Lyapunov exponent (3.12), we have
: 1 , 1 9
inf [ fu(6)a8 =it [ in (0u(6) | 4G )]Fys) 06
= iIrllf/ % In g, (0)do + i?],f/ % In || A(n; 0) |35 dO

(6.38) = 2L(E).

Note ¢() is continuous in 6, by (3.14),for any € > 0, there is n; = n4(¢) such that for any n > n;
and any 6 € T, we have the following upper semicontinuity (uniform in 6):

1
(6.39) - Ing,(0) < /1n |c(0)[* df + ¢ = e.
T
This gives g, (0) < e and finishes the proof of (6.27)-(6.29).

The further decomposition of f,,(#) into P, and R, follows the strategy in [32]. Note that v(f)
and c(f) are both analytic with bounded extension to the strip {z : [Imz| < p}. In view of (6.34),

all D¥(),i = 1,2, 3,4 have analytic extension to the strip {z : [Imz| < p}. For compact S, there is
C1 = Ci(S; p, [|v]lps [lefl ) such that

(6.40) I, = sup |D'(2)

[Imz|<p

< sup ||Dn(2)||4g < e, E€ S, i=1,2,3,4.
[Imz|<p

Consider the Fourier expansion of the periodic-1 functions D*(6):
(6.41) D) => Di(k)e*™™, i=1,234
kEZ

The Fourier coefficients of D?(6) has exponential decay as

(6.42) |D¥(k)| < | D||, - e~ 2™kl < G o=2m0lMl vy ez i=1,2,3,4.
Combine
(6.43) |D'(0))? = (Zﬁi(k)e%ike) (Zl/)\i(kz)e*%iw)

kEZ keZ

with (6.42), it is easy to check that the Fourier coefficients of |D?(6)|? has exponential decay as:
(6.44) |[DI2() (k) | < eCmee ™ Wk ez, i=1,2,34.
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Let f,(0) be given as in (6.36). Consider the Fourier expansion of f, ():
(6.45) Fa(0) = Falk)e*™ ™.

kEZ

By (6.36) and (6.44), clearly, ﬁl(k) has the same exponential decay in |k|:

(6.46) |fn(K)| < 4eC1™ . =Pl k€ 7,
Pick
(6.47) d= [ﬁ] +2.
P

We split f,,(0) into two parts:
Fal0) = Po(0) + Ra(0), Pu(0) = S Fulk)eX™, Ro(0) = 3 Fulk)e2™t?.

[k|<d-n |k|>d-n
For any 0 € T,
Ra(@)] < > |fa(B) < D7 4eCm el
|k|>d-n |k|>d-n
8 Cin ,—mpd
< eC1n o —mpdn
S p——
< 8 e—(ﬂ'pd—CH)n'
S p——
By the choice of d in (6.47), we have mpd > Cy + wp. Then for any 0 € T,
8
—Tpn
(6.48) |R,(0)] < L <1,
provided n > ng(p) := (mp) "' In(;—2+;). This finishes the proof of (6.30)-(6.32). O

Remark 6.1. Suppose b= [ In[c(0)|df # 0. In (6.33), we set
1

(6.49) A0, E) = %5(6‘,@, where &(0) = e bc(d), D(6,E) = e "D(6, E).
Clearly,

l = im 1 n || D(n; =
(6.50) /Tln|c(9)|d9—0, ln /Tn1 1D (n: 6, )| = L(E).

Let g,(0) := ‘5(11;6‘)‘2 and f,(0) := ||l~)(n,9,E)||%{S The rest of the decomposition are exactly the
same.

Combine Lemma 6.5 with the positive assumption on Lyapunov exponent, we can now finish
The proof of Lemma 6.2: Assume that the Lyapunov exponent L(E) > a > 0 for E € S. Pick
e =a/8. Let ny = ni(e) and ng = na(p) be given as in Lemma 6.5. Then for all n > max{ni,na},
we have g, (0), fn(0), P,(0) and R, (0) as in Lemma 6.5, satisfying (6.27)-(6.32). Denote

0L = {0:F,(9) > e BE)/3Y

02 = {0:P,(0) > B3,
Q3 = {0: fu(0) > LBV
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Let ng := 4a~'. Then for all n > ng, we have e"F(E) > ¢n@ > ¢* > 50. By using the fact
/2 — gl/3 > /3 _ g1/4 > 1 for all > 50, it is easy to check that for n > ns,

(651) enL(E)/Z _ enL(E)/3 > enL(E)/B _ enL(E)/4 > 1.
Assume that f,, () > e"“(F)/2. By (6.30) and (6.51), we have for n > ng,

Po(0) > fu(8) — |Rn(6)] > e"LEV2 1 > nL(E)/3,
Then
Fal0) > Po(0) — |Rn(0)] > e"H B3 — 1 > enh (B4,
In view of (6.27) and (6.29), we have then for n > max{ni,ns},
Fall)  enEUD/A onL(B)/4
= > >
gn(e) ene enL(E)/8
Therefore, we have for n > ng := max{ni, na, ns},
(6.52) e}celceol.
Meanwhile, by (6.28),

nL(E)/8

=€

F,(0)

2nL(E) < /ln fn(0)d6
T
< Leb(©2)In||fu], + (1 — Leb(62)) InentE)/2
< Leb(02) - Cin+ (1 —Leb(©2)) - nL(E)/2.
This implies Leb(03) > #(LE()E) Note that L(E) > a > 0, E € S, we have
3a
(653) Leb(@i) Z m =: CQ(CL,S, p) > 0

In view of (6.52), we have for n > ny,
(6.54) Leb(©2) > ca(a, S, p) > 0.

By (6.32), P, (0) is a trigonometric polynomial of degree (at most) 2dn, where d is given by (6.47) in
Lemma 6.5. The set ©2 consists of no more than 4dn intervals. Therefore, there exists a segment,

A, C ©2 C O}, with Leb(A,) > £. For any n > ng and 6 € A, C O,

”An(e)”%IS = Fu(0) > enH(E)/8

and
C2
4dn’
as claimed. O

Leb(A,) >

7. THE EXTENDED HARPER'S MODEL: PROOF OF COROLLARY 2.5

Recall the extended Harper’s model (EHM) defined in (2.13) as:

(7.1) (Hxa,0u)n = cx(0 + na)uni1 +x (0 + (n — 1)a)un—1 + 2cos 2m(0 + na)uy,
where
(7:2) cx(0) = Ae 2m0F3) 4\, 4 g2 0+ 3),

By some earlier work [28], we consider the following partitioning of the parameter space into the
following three regions:
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A1+ A3

AL+ A3 = A

Region 11T L

Ly
1

Region 1T

Region 1 L

1 Ao

Region I: 0 < A1+ X351, 0< <1,
Region IT: max{\ + 3,1} < Ao, A1+ A3 >0,
Region III: max{1l, A2} <A1+ A3, Ao >0.
Let L(E, \) be the Lyapunov exponent of the extended Harper’s model, defined as in (3.12). The
main achievement of [28] is to prove the following explicit formula of L(E, \), valid for all A and all
irrational a:

Theorem 7.1 ([28]). Fiz an irrational frequency a. Then L(E, \) restricted to the spectrum is zero
within both region II and III. In region I it is given by the formula on the spectrum,

In (1—1—\/1 —4)\1/\3>
2)

14+ v1 =43

1 1-4
1n< * MAs ) 5 if/\QZ)\3+/\1 .

Ao + /A2 — 4h s

Denote by Region I°,Region II°, Region III° the interior of Region LILIII respectively. A com-
plete understanding of the spectral properties of the extended Harper’s model for a.e. € has been
established in [23, 22, 3, 20]. We collect the spectral decomposition results in these papers as the
follow theorem for reader’s convenience. Follow the notations in Corollary 2.5, denote the three
parameter regions of A = (A, A2, A\3) € R3 by:

Ri={AeR’: 0< A+ A3 <1,0<Ap <1},
RQZ{)\ER3: )\2>max{/\1+)\3,1},)\1+)\320 or )\1+/\3>max{)\2,1},/\17é/\3,/\2>0}.
Rgz{)\ERSSOS)\1+/\3S1,)\2:1 or )\1+/\3Zmax{)\g,l},/\lz/\g,/\2>0}.

CAfAL > A3, Ao < A3+ A,

cif A3 > A, A < A3+ A,

Theorem 7.2 ([23, 22, 3, 20]). The following Lebesgue decomposition of the spectrum of Hx a0
holds for a.e. 6.

o For A € Ry, if B(a) < L(E,N), then Hyx o9 has pure point spectrum. If (o) > L(E,\),
then Hy o9 has purely singular continuous spectrum.
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o For A € Ry and all irrational o, Hy o ¢ has purely absolutely continuous spectrum.
o For A € R3 and all irrational o, Hy o9 has purely singular continuous spectrum.

Now we are in the place to analyze the spectral dimension of EHM in each region.

Clearly, Region I° = Ry. In view of (7.3), it is easy to check that L(E,\) > 0 on R, for all «
and E. Therefore, by Theorem 2.3, we have part (1) of Corollary 2.5.

Next, consider Region Ro. Theorem 7.2 shows that H) o ¢ has purely a.c. spectrum in region
R for all o and a.e. 6. In view of Definition 2.3, absolutely continuous measure has full spectral
dimension®. This gives part (2) of Corollary 2.5.

Part (3) (region R3) is the only place requires extra work. By Theorem 7.1 and Theorem 7.2, in
region R3, L(E, ) = 0 on the spectrum and H} 4,9 does not have a.c. spectrum. Lack of positivity
of Lyapunov exponent, we do not have the spectral singularity and the upper bound provided by
Theprem 2.4. While the lower bound from Theorem 2.1 still holds. Moreover, in view of Lemma 3.1
and Corollary 4.3, we can obtain arbitrarily small exponential growth of the transfer matrix. This
allows us to obatian the increased range of 5(«) in the critical region in part (3).

Recall the notations of the tranfer matrix in (3.6) and (3.7) for EHM: let

A S a A a) = E-ulf) —a-a)
A)6,E,0) = =D, E,0), D)(6,E,0) ( ex() 0 )

For n > 0,m € Z,

(7.4) AMNn,m;0) = mﬁil AMNO + ja),
S _—
(7.5) D*(n,m;0) = H D0 + ja), ex(n,m;0) = H ex(6+ jo).
j=m j=m
It is easy to check that
(7.6) L(E,)\) = L(D*) — /Tln lex(0)[d6.
Note that
(7.7) by = /Tm lex(0)[d0

is not necessarily zero in region R3. Suppose not, consider the rescaling trick in Remark 6.1. Set
(7.8) axn(0) = e ™ cr(0), DO, E) = e D0, E).
Clearly, in Region X,
(7.9) /ln 1&(6)] =0, L(D*) = L(D*) — by = L(E, \) = 0.
T
Let D*(n, m;0),x(n,m;0) be defined the same way as in (7.5). For irrational a, let 8() and ¢,°

be defined as in (2.8). Now assume B(c) > 0, let 3 = min{3(a)/3,1}. It was proved in [28] that
L(E, «) is continuous in F for irrational . In view of Lemma 3.1, the lim sup is uniform in both 6

5Actua11y, it is well known that a.c. measure has full dimension for most commonly used fractal dimensions, e.g.
Hausdorff/packing dimension etc. See more background knowledge about fractal dimension in e.g. [14]
6We still denote the subsequence reaching the limsup by gn.
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and E. Therefore, for any § > 0, there is ng = ng(d, B) such that for any n > ng, m € Z, § € T and
E e O'(H)\yaﬁg),

(7.10) 1D (n,m; 0)]| < ¥ P,
(7.11) Ex(n,m; 0)| < B,

Note that in the proof Theorem 5.2, we only need to consider the above upper bound for E restricted
in the spectrum. By Corollary 4.3, for a.e. 6 and ¢, large,

(7.12) min  [éx(gn,m;8)] > e~ 6B an,

[m]<ed an

Combing (7.10), (7.11) and (7.12), exact the same computation in section 3.4 shows that for a.e. 6,
0<o< % and ¢, large,

7
(7.13) m@iﬁa L lex(ryms 0)] = e Ban 1 < < gy,
(7.14) max E’\(?j— (m £ gn)a) 1] < e—(6—752,§)qn,
|m|<edB an cx(0 + ma)
(7.15) S A mi0)] < B0 0 <1 < gy, [m| < eHPan,
co(Hx a0

Therefore, we can replace all the A in the proof Theorem 5.2 by 10525. Then for any S(a) > 0 and
0 <+ <1, (5.4) holds true provided

1

Thereofore, by Lemma 5.1 and Theorem 5.2, for any 5(«) > 0, v < 1 and a.e. 0, ux .9 is y-spectral
continuous. By (2.5), dimgpe(pia,a,0)=1, which completes the proof of part (3) of Corollary 2.5. O

APPENDIX A. APPENDIX

A.1. Proof of (5.4) in Theorem 5.2. We have showed in the first part of Theorem 5.2 that if
B> 260(1 + §)A, then for yu a.e. E, there exists K(E) € N, for k > K(E), we have

(A1) |TrA(gr; E)| < 2 — 2¢~608ax

Now by (5.20), we have
A2 TrA(ge; E)| < 2 — 2e~008ax 4 12o(-F+4M)ar 9 _ o~60Aak
( q

provided e(3—64Mak > 12, Fix E and q = ¢ and write g(qk; E) = A(g). Now apply Lemma (5.13)

to these A(q) satisfying A.2. Note A(q) € SL(2,R), and |TrA(q)| < 2, the eigenvalue p of A(q) is
purely imaginary with modulus 1, i.e., p = ¢, for some v € (—m,7). By (5.67), we have for any j,

(A.3) Al(q) = % - (Z(q) - %W) : I) T % I, e (—m,7)

Then |2 cos | = |Tr A(q)| < 2 — e~50A implies |sin | > \/1 — (1 — $e=600a)2 > ¢=108a, By (A.3)
and (5.18),
(A.4) 147 (q)]] < 2" || A(g)]| + 1 < e**M,

provided g > g(A).




SPECTRAL DIMENSION FOR SINGULAR JACOBI OPERATORS 39

Now for any 0 < v < 1, let £ = 7 < % and
(A.5) N = [e*A9].
Apply Lemma 5.8 to G = /Nl(q), G; = /Nl(q,jq—k 1),7=0,---,N, by (5.27) and (A.4), for all j < N

we have
(A6) 1AGiq) - A(g)| < elomasaen)s < =t oy,
provided 8 > (94 + 2£)A. Therefore, by (A.4),

IAG Q)| < [ A7 (g)]] + 1 < 2e*M || A(q)[| + 2 < €*3

By (5.15), [r~1(jg,0)| < 1+ Nel=A+2Ma < 1 4 e(=A+2A+EMa < 9 provided 8 > 3A + ¢A. Then by
(5.12) and (5.18), forall 0 < j < N and 1 <r < g,

(A.7) IAG) < Ir~ (g, 0)] - | Tsqll - |1 AGQ)]| - T3] < 26349
(A.8) [AGig + )l < |A(r, g+ DI - [AGig)]| < e
Therefore,
N—-1 gq
(A.9) Z |A(n; B ||2 Z Z |A(kg +r; E ||2 < qu92A‘1 < e(693)Aq
k=0 r=1
R (- aq
- 2 (1—v)&+94 —Aq
(A.10) e nzl |A(n; E)||> < e =M<

In conclusion, for any 0 < v < 1 and p a.e. E, we have a sequence g — oo and £}, = [695(1_7)711“1’“](1;C
such that

Ly,
(A.11) S llAm; B)|* < 6
n=1
provided
95 A
(A.12) B> (36 +&/0)A = (285 + 5 )m > (94 + 26+ €/5)A

It was proved in [32] that (A.11) implies (5.2) directly from the relation (3.3) and (3.21) and . We
omit the proof for this part here. See more details about this direct computation in the proof Lemma
2.1 in [32]. |

A.2. Proof of Claim 5.14. For any 0 < £ < e 2% let £ = ((p, ¢, E), u¥,v? be given as in (3.21).
Write £(e) = [{] + ¢ — [¢], and [¢(] = K(¢) - ¢+ r(e), where 0 <r = [{lmod ¢ < gand 0 < {—[{] < 1.

Let X = _Ccs’isn“"(p and X = T; ' X. Clearly, | X|| = | X|| = 1.
We need to show first suppose K < N, = [2924], then for any ¢ < e~291¢:
(A.13) K > M

For any n < [{] + 1, write n = kq +r, where 0 < k < K, 0 <r < q. By (5.15), (5.71) and (5.72),
we have
JAGEQ)] < (kg 0)] - (A5 (@)]| + 1) < 2.(6Cs k20 4 1) < ke
Then by (5.18),
1A(kq +7) X|| < || A(r, kg + 1)|| - [| Akq)|| - [|X]| < k>



40 RUI HAN, FAN YANG AND SHIWEN ZHANG

Direct computation shows

[é]-i—l q K q
[ufll7 < D7 1AM - X7 < YA - XIP+ Y] I A(kg+7) - X|P?
n=1 r=1 k=1r=1
K q
< q- e4Aq + Z Z erIOAq
k=1r=1
< q- e4Aq + KSquOAq
< KS ellAq

Since ¢ is arbitrary, we have |[v¥]|2 < K®e!*A7 in the same way. By the defintion of ¢ in (3.21),
we have
1

(A14) KO 20 > |7 = oo > ¢

Therefore, K > e’ as claim in (A.13).

To bound |[u?||? from below, we need to consider two cases of initial value ¢.

Case I: Assume ¢ satisfies

(A.15) R

By (5.67), for any e2M < k<K< Ny, we have

k —k A k —k
bt > Pt —=p T TrAlg) Noy Ptp o~
1449 X > Bl (Ale) - =5 )X = 55— K]
> %k eiiAq—Cl
> 3

provided ei > 3(C) + 3).
By (5.72), we have then

1Aka) - XI| = 14%(q) - X = Il (Alka) — A¥(a) ) - X| = 2

By (5.12) and (5.15), for €3 < k < K, we have

(A.16) [AGkg)X[| = [r~" (kq, 0)| - | Thg A(kg)Ty ' X || = |r~" (kq,0)] - | A(kq) X || > 1
Therefore,
1 1 1 1 1
> 2 S A XIP2 L Y A X[ 2 (K — ) > b

= 1
n=1 et <K

Case II: Assume ¢ satisfies

_ TrA(g) 7
2

(A.17) I(A(q) ) - X|| < e M,
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By (5.67), for any 1 < k < e54 < N, we get

ko o~k k_ -k i
Ty w R R el Ty A N ¢
ko). s PTP _r 7 | _
1) X1 = PR - S (A - =52 %)
> % - Clk . e_iAq
1
> 9
-3
provided ez > 60
By (5.72), we have
~ - ~ - ~ ~ 1
14(kg) - X || > [|A*(q) - X|| = [|(A(kq) — A*(q)) - X|| = 5.
By (5.12) and (5.15), for any 1 < k < e524 < N, we have
_ ~ _ _ ~ = 1
(A.18) 1A(kg) X || = [~ (kg, 0)| - | Tiog Aka) Ty X || = r~" (kq, 0)] - [[A(kq) X]| = £

Therefore,

1 1
esM > esha,

[f-1
1 1 1
o> 3 3 A XIP =L S Ak X > o
n=1

1
1<k<e54d

O

A.3. The refined estimate on the preimage of P, (R). Let P,(R) denote the polynomials over
R of exact degree n. Let the class Py.n(R) be elements in P,(R) with n distinct real zeros. The
following proposition was proved in Theorem 6.1,[29]:

Proposition A.1. Let p € Pp.p(R) with y1 < -+ < yn—1 the local extrema of p. Let

(A.19) C(p) = _min_ |p(y;)]
and 0 < a <b. Then,
b—a b—a 1
A.20 p~a,b)| < 2diam(z(p — a rnax{ , 2}
(A.20) 7 )] < 2ol — o)) max { o ()
where z(p) is the zero set of p and | -| denotes the Lebesgue measure.
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