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Abstract

A one-parameter family of coupled flows depending on a parameter x > 0 is introduced
which reduces when « = 1 to the coupled flow of a metric @ with a (1, 1)-form o due
recently to Y. Li, Y. Yuan, and Y. Zhang. It is shown in particular that, for ¥ # 1, estimates
for derivatives of all orders would follow from C© estimates for @ and «. Together with
the monotonicity of suitably adapted energy functionals, this can be applied to establish the
convergence of the flow in some situations, including on Riemann surfaces. Very little is
known as yet about the monotonicity and convergence of flows in presence of couplings, and
conditions such as « # 1 seem new and may be useful in the future.

1 Introduction

The main goal of this paper is to study the following flow of a Kihler metric w, coupled to
aclosed (1, 1)-form «;, on a given compact complex manifold X,

0;w; = —Ric(wy) + Ay + ay, (1.1)
oy = —k D0, 0. (1.2)
Here Ric(w) = —idd log 0" is the Ricci form of w, n is the complex dimension of X, and
Kk a positive constant. When k = 1 and A = —1, this is the flow introduced recently by Li,

Yuan, and Zhang [12]. However, the stationary points are independent of «, and as we shall
see in the present paper, it may be advantageous to consider a different value of k. We shall
refer to the flow (1.1, 1.2) as the x-LYZ flow. The original motivation for the x-LYZ flow is
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that its stationary points are given by a Kéhler metric of constant scalar curvature together
with a harmonic (1, 1)-form. As such, it provides a natural approach to the well-known open
problem of finding Kéhler metrics of constant scalar curvature [12].

Our interest in the k-LYZ flow comes from a different source. A leading contender for
a unified theory of the forces of nature at their most fundamental level is M theory and its
limiting string and supergravity theories [1,10,23]. These theories all incorporate the gravi-
tational field together with other fields, and the resulting equations, whether in the original
dimension or upon compactification, are all Einstein’s equation modified by interactions with
other fields or higher string modes. The corresponding parabolic flows are then all essentially
Ricci flows, modified by couplings to other fields. Some explicit examples are the renormal-
ization group flow for the bosonic string considered in [11], the Anomaly flow arising from
compactifications of the heterotic string [7,20,21] and the flows found in [6] arising from
compactifications of eleven-dimensional supergravity. However, while there has been con-
siderable progress in recent years in the understanding of the Ricci flow, there are still very
few tools available for the study of non-linear coupled systems in general, and in particular
of the long-time behavior of the Ricci flow when it is coupled to other fields. Even for the
simplest coupled Ricci flow, namely the Ricci flow coupled to a scalar field, only a criterion
for the development of singularities [14] and a Perelman-type pseudo-locality Theorem [8]
are known. A generalization of the first of these results to the Ricci flow coupled to the
harmonic map flow is in [16]. The x-LYZ flow is arguably the simplest example of a coupled
Ricci flow in Kihler geometry, since the additional field « is a closed (1, 1)-form, and the
closedness of both the metric form @ and of the additional field « are preserved along the
flow. It can also be viewed as an Abelian model for the Anomaly flow [20,21], in which the
role of « is played by a Hermitian metric on a holomorphic vector bundle, and higher powers
of the curvature appear in the couplings.

The study of a partial differential equation usually begins with the identification of a
minimum number of estimates from which the existence and/or C* regularity of the equation
would follow. Fundamental examples are the C>“ estimates for linear uniformly elliptic
second order equations, the C” estimate for the complex Monge—Ampére equation on a
compact Kidhler manifold, and the uniform estimate for the metrics in the method of continuity
for the problem of constant scalar curvature Kéhler metrics. In all these cases estimates for
the derivatives of any order would follow, implying in turn both existence and regularity
properties for the equation. Even such basic results are not yet available for either general
non-linear elliptic or parabolic systems, or even more specifically for the Ricci flow coupled
with other fields.

The main goal of the present paper is to initiate such a study for the x-LYZ flow. One of
our main results is that, for « # 1, if the metrics w; are all equivalent and the form «; are
uniformly bounded, then the derivatives of both w; and «; of all orders are uniformly bounded
(Theorem 1). Thus the uniform boundedness of w; and «; plays the role in the k-LYZ system
of the C>% estimate for linear elliptic equations, the C” estimate for the Monge—Ampére
equation, and the uniform estimates for metrics in the continuity method for the problem of
constant scalar curvature. The condition k¥ # 1 seems to be new and it is essential to our
proof. It can be viewed as a restriction on how the Ricci flow can be coupled to the flow of
the form «;, and such restrictions may be important in future investigations of other coupled
systems. The uniform bounds on w; and «; in Theorem 1 are strong conditions, but we can
show that they hold for suitable data and suitable values of « in the case of Riemann surfaces
(Theorem 2). A key tool in this case is an apparently new Liouville-entropy type energy
for the coupled system which is monotone along the x-LYZ flow. We can then establish
the convergence of the x-LYZ flow in this case. While this result is special, convergence
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results are rather rare in general for coupled systems, and this is to our knowledge the only
result on the convergence of a coupled Ricci flow available so far. When the manifold X has
higher dimension, we introduce instead a modified Mabuchi energy which incorporates the
additional field, and which can be shown to be monotone along the x-LYZ flow. We can then
show that, under the same hypotheses as in Theorem 1 and the additional assumption that
the modified Mabuchi energy is bounded from below, the x-LYZ flow converges smoothly
to a smooth stationary point (Theorem 3).

It may be instructive to relate our results to some recent ones in the literature. In the
original paper of Li et al.[12], Shi-type estimates were established for all derivatives of
the curvature, assuming that the curvature is bounded. But Shi-type estimates hold only
for finite-time intervals, while we are here interested in bounds that are uniform for all time.
Another closely related problem is the problem of Kihler metrics of constant scalar curvature,
which has already been mentioned several times. It is an elliptic equation of 4th-order in the
potential, which can also be expressed as a coupled elliptic system in the potential and the
volume, viewed as two separate unknowns.! It is then well-known that the condition of
uniform boundedness for the metrics in the method of continuity would imply estimates of
all orders and the solvability of the equation. The extension of this result to the parabolic
case does not seem available in the literature as yet. Additional difficulties result from the
need to estimate the partial derivatives in time, and the resulting complicated mixing of the
two unknowns. Theorem 1 in the present paper can be interpreted as such a parabolic result
for the k-LYZ equation. Very recently, Chen and Cheng [2-4] made a breakthrough on the
constant scalar curvature problem by showing in particular how the uniform boundedness of
the metrics in the elliptic approach follows from the properness of the Mabuchi functional. It
is however not known at this moment how to adapt their methods to the parabolic setting. For
example, the classical parabolic approach to the constant scalar curvature problem, namely
by the Calabi flow, still remains an open problem at this time.

2 Estimates for higher order derivatives of @ and a

We begin with some simplifying remarks on the normalization of the «-flow (1.1, 1.2).
Clearly, if (wso, @so) is a stationary point of the flow, then the Kihler classes [@wso], [¢too]
must satisfy

— 271 (X) + Mwool + [@eo] = 0. @2.1)

It is natural then to consider initial data wy, g in cohomology classes satisfying the same
condition. Since the flow preserves the cohomology class of «g, it means that we should
assume the following condition on the initial data

—2mc1(X) + AMwo] + [ap] = 0. 2.2)

In general, it is not difficult to work out explicitly the dependence of [w;] on time, and
to see that (2.2) is also a necessary condition for the convergence of [w;] when A > 0.
Thus it is simplest to assume henceforth the condition (2.2) on the initial data (wg, «g). As a
consequence [w;] is constant in time. Moreover, the «-LYZ flow is invariant under the scaling
o —> Mo, t > Mt,a — o, . = A/M, therefore we may always assume that

n
@r

V= = 1. 2.3)

Xl’l!

1 A similar decomposition was used by Trudinger and Wang [24] for the affine Plateau problem.
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In this section, we shall prove the following theorem:

Theorem 1 Assume that the k-LYZ flow exists on a time interval [0, T') and that the following
basic assumption holds: there exists a positive constant K > 1 so that

K_la)o <w < Kwy, —Kw; <o < Kawy 2.4

forallt € [0, T). Let the endomorphisms h; be defined by h? ; = wgmw,;,q. If0 <k #1,
then for any integer k > 0, there exists a constant Cy depending only on k, K, k,n, A and
the initial data wo and ag so that

sup (|V"h| 4 |V"a|) <Gy 2.5)
Xx[0,T)

These estimates are similar in spirit to the ones for Kdhler—Einstein metrics, in the sense
that all estimates in that case follow from the C° estimate. The difference resides in the fact
that the estimates in the Kihler—Einstein case are estimates for the potential, while here they
are for the metrics and (1, 1)-form «. The fact that we are dealing here with a system also
creates many new difficulties.

As in [12], we shall make use of the reformulation of the flow in terms of potentials. Thus
set

W =wy+i0d¢;, o =g —i00F,, (2.6)

for smooth functions ¢; and F; determined up to additive terms which are constants in space,
but which may depend on time. We can fix these additive terms by requiring that the «-LYZ
be equivalent to the following coupled flow of the system (¢;, F}),

a n

%%~ log (a’—’) — Hy+Ap— F, 2.7
ot @)

oF

m =k Ay, F — Kk try,00 +«b. (2.8)

Here Hy € C*™ is the Ricci potential defined by
Ric(wp) — Awp — a9 = 09 Hy / eHoa)(')’ = f wy =nlV, (2.9)
X X
and b is a time-independent constant chosen so that

fﬁw;’zo, henceb:nfaox\wg—‘. (2.10)
X X

In this form, the k-LYZ flow with & = 0 and « the Ricci form of some metric is a parabolic
version of the elliptic system of equations for the potentials of w and « considered by Chen
and Cheng [2-4].

By the assumption (2.4), we know that dd¢; and 83 F; are both uniformly bounded with
respect to the fixed Kédhler metric wg. Our goal is to derive higher order derivative estimates of
oy and a4, beginning with the third order derivative estimate for ¢;. For the Monge—Ampere
equation, C3 estimates for the potential are obtained using the maximum principle and the
Calabi identity (see e.g. [25]). Here the Calabi identity and the maximum principle do not
suffice, because the coupling between w; and «; results in terms that involve the derivatives
of «; and hence are not a priori bounded. We overcome these difficulties by combining the
method of [18], which considers instead the evolution of the connection defined by w;, with
a parabolic Moser iteration argument. For this parabolic Moser argument, it is crucial to have
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a uniform lower bound for the scalar curvature of w;, and this is where the condition x 7~ 1
is needed.
To begin with, we establish a lower bound for the scalar curvature R.

Lemma 1 Forany 0O < k # 1, there exists a constant C = C(wy, k, K, A) > 0 such that
R>-C,
where R = R(wy) is the scalar curvature of w;.

Proof From the definition of the «-LYZ flow, it is easy to derive the flows for R and tr,«,

R _ o (—¢'7:07 10 detg)
— = — | —g'/9;0;logde
9 P § " o;05logdetg
— —A (=R +nh +try0) + R;, (R;j—kg;j—a;j)
= AR — Atrya + [Ric]> — AR — Rj,a;; @.11)

while
ad
Etrwa = Kk Atryo + (R;j — )\g;j — otlfj) o5;.

For k # 1, we can combine these two equations to get

d tr, -2
(— — A) (R 4 e ) = [Ric|> = AR — hrpa — o = “— R0,

dt Kk —1 Kk—1
R2
>——AR-C
2n
>1 R+trwa 2 c
T 4n k—1 ’

where in the first inequality we use the fact that n|Ric|*> > R2. We can apply now the
maximum principle to the function R + tr,o/(k — 1) and obtain a uniform lower bound
for R + trya/(k — 1). Since by assumption tr,o is bounded, the lower bound for R
follows.

We are now ready to prove the Calabi C3-estimates of ¢, under the assumption (2.4).

Lemma 2 There exists a constant C = C(wy, k, K, L) > 0 such that

sup  [Vddg|,, < C.
Xx[0,T)

Proof For notation convenience we will denote g the metric associated to the fixed Kihler
form wqy. We define

k .k _ ik
S =Ty —T5
kI 98i;

az/
equivalence of @, and wg by the assumption (2.4), to prove the lemma it suffices to show that

where Fl{‘j =g is the Christoftel symbol of w = w; and f‘l’.‘j is that of g. Because of the

IS12, = Si;Sp,&"7 g% g7 is uniformly bounded.

We calculate under the normal coordinates of w = w; at some fixed point,
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k
I o ok ko 08—t
18] zz(R;p—xg;p lp) S§;Shj + (=Rt + Agri + o) SES]; + 2Re | — LS,

= 2(Ry, — A5, — e, ) SISy + (—Rex + ek + ) 85T
+2Re (Vj (_R/Ei + Ot,;i) Slk]) .
And if we denote Sfj =V, S and Slk] h = V Vp S then
AISP = (S,’;ST) ]
_ ¢k ok k k k k k ok
Sl/ pFSIJ + SU PSU p + S’J PSl] p + Sl/SU pp
=55 (Sk + Sk R + Sk, Rinj — S’”ka> 4 SESE L VS]E 4+ VSR

ij,pp ijYij,pp
Note that
k S _ ok 3 k Ak
Sz, pp = VpVﬁSi‘ =V, (313 (Fij - Fij))
pk
Vp ( ipj + R lm)

k pk S pk
~V; Rk + (v,, —vp)Riﬁj + VR

1

and the middle term on the RHS can be written as the form S * Rm.
Therefore we have

0 2 Kok ko T
<E—A) IS = 207,858k — AISI? + o7 SY ST, + 2Re (v ag; S| )

—2Re ((vp - %,,) ,pjsk) —2Re (v R* slkj) IVS|? — VS

<CISP +C|S|+2Re<V ag; S| ) \VS)2 — VS, (2.12)

for some C = C(wo, K, A) > 0. Since V;ay; is not apriorily bounded, we cannot apply

maximum principle as usual to estimate |S |2. Instead we will bound | S| by Moser iteration.
We denote i = max(|S|%, 1) > 1 and for any times 7y < t; < T’ < T define a Lipchitz

function &(r) such that £(r) = 0 for 1 < 19, £(t) = 1 fort > 1y and £(r) = 1= for

t € [ty, 11]. Multiplying both side of (2.12) by &(t)u? for p > 1, we get for any s € [t1, T']

s 4 |
X +/ /7p2|w¢%|2w$d;
1=s 1 JX (p + 1)

Wy
T 5 -
5/ / ca”‘+2gﬁpRe(V,a,;isikj)—gﬁp(|v5|2+|v5|2))w;’dz

+/ s(t)/uP“ ”dt—l—/

Because of the lower bound of R in Lemma 1, the last integral on the RHS is bounded above

by
T
1 ~p+1_n
C —— P wldt.
) xXP + l

gﬁp+l

x p+1

"dt.
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To deal with the term involving V;ay; S we make use of integration by parts and Cauchy—
Schwarz inequality as follows

/ /ZSMPRE Voekl i a)tdt / / ZEu”Re O‘kz A>—2$pup Re (a;iVjQE{;)
s/ /Csﬁ”WS\+0pszz1’<|VS|+WS|)
X
T 1 _
5/ /szsﬁu—sw’(|vsw2+|VS|2>,
to X 2

where in the first inequality we apply Kato’s inequality |V|S|| < |VS| + |VS|. Combining
the estimates and varying s € [f1, T’], we conclude that

T ptl
sup /ﬁp“wf—f-/ / Vi 2 2ol dt
te[t, T/ X 1 X
1 T
<C <(p+ 1) + )/ / artletdr =: A.
h—1t/)Jy Jx

We can now use the standard parabolic Moser iteration to conclude a sub-mean-value inequal-
ity(noting that the Sobolev inequality holds for w; by the assumption on the equivalence of
the metrics w; and wy).

By Holder inequality and the Sobolev inequality, we have

T . T/ 1/n o (n—1)/n
[t [ () (™)
3 X 1 X X
1/n r AEL o aptd
<A Co Vi 2 |~ +al
I3t X

< 2C AU/ (2.13)

Therefore

u+l | (n+1)(11+1) (D)
/ / v =6 ((p+1)3+

T A \UP . . .
If we denote G(p, t) = (fr Iy ul’) , the inequality (2.14) yields that

1\ Vo+D
) G(p+ 1, 10).
— 1y

1/(p+1)< 1/(p+1)
) / / ,,H) _

(2.14)

n+1
G (T(” + 1), n) < cy/wth ((p + D7+
1
(2.15)

For simplicity we denote n = (n + 1)/n > 1, and define a sequence of numbers p; + 1 =
(-1 + Dy =---=(po+ Dn*. Forany 0 < 51 < 55 < T', we define a sequence of times
th=s1+1— n_k)(sz — 1), tp = 51 and 1o = s2. Applying (2.15) for the pairs (px + 1, #),
we get

1
<po+ll>n’< 1 ot P
G(pry1+ 1, trip1) < Cy (po+17° +—— 5 nton G(pr + 1, 1),
52 = 51
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480 T.Feietal.

iterating this inequality we get

St 1 Y 3%
G(00,50) < Cy 107 ((po+1)3 —) oDt Xk T G(po + 1, 51)

— 51

ntl

< 403 ((po +1)%+

(1:104-11>
G(po+1,s1).
52— 851

Let pg = 1, then the estimate above implies that

m+D)/2 [ o1
sup il <Cs <1+ ) / /Az . (2.16)
X x[s52,T] 52 — 8]

Since we do not know the L*-norm bound of ||, we will use another iteration argument to
replace the L2%-norm of #i on the RHS to the L'-norm. We fix a p € (0, 2), and denote

h(s) = sup i,
Xx[s,T']

then (2.16) implies that

1 (n+1)/2 . / 1/2
Cs (l + > h(sy) 2 / / u?
52 — 51 S1 X
/ 1/p
1 1 (n+1)/p
~h(si) +CP? (1+ ) / / ar) . 2.17)
2 52 — 81 s Jx

Now forany 0 < 1} < t < T’, we define a sequence of times ry = tp — (1 — 8t — 1),
for some § € (0, 1) to be determined later. Clearly ro = #, and roo = t1, and ry — rg+1 =
(12 — t1)(1 — 8)8F. Tterating (2.17), we get

1 , 1 (n+1)/p T’ /p
h(ty) = h(rg) < =h(r) + Cs/p (1 + > / / u?
2 ro —r1 n Jx
h(rk)-l—Cl/p(/ /u”) ’(1+7>
Fi = Ti41

k=l g—i g=Di/p
<—h(r)+c”P 02 0
= k (t — tl)(”“)/P(l —§)mtn/p

If we choose § € (0, 1) such that 2§ (+1/P - |, then the summation on the RHS of the above
converges. Noting that / is apriorily bounded (may not be uniform), and letting k — oo, we
arrive at the desired estimate

1 T/ 1/p
1/p nP
h(ty) < Cq (ty — 1)+ D/p (/{1 /Xu )

Setting p = 1, we get

i< ¢ /m/ io'dr < ¢ /T//(|S|2+1) " dt
sup U < ———— Uw < — w; dt,
Xx[.T'] (t—tymtt J Jx (—t)" 1 ), Jx !
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for any times 0 < f; < 1, < T’ < T. It suffices to bound the L2-norm of | S| from above. By
the Chern—Lu inequality [25], we have

d
(E — A) @ < Al @ + o + Bir,wotry,w — 8K|S|2 < —6K|S|2 + Cg

where §x > 0 is a constant depending only on K and the dimension n, and — B is the lower
bound of the bisectional curvature of wg. Integrating the equation above we obtain

d
- /X (tryyw)o”

IA

—3K/ |S|2w”+/ @ (—R + & + tr,a)0" + Ck
X X

IA

—(SK/ ISP + Ck
X

where in the last inequality we use the lower bound of R as in Lemma 1. Integrating over
t € [t1, T'] we get the desired L2-bound of |S| on X x [t1, T']. The proof of the upper bound
|S|? is complete.

Now that we have the third order estimates for the potentials, we can come to the proof
of the estimate for d;w, which is a key estimate distinguishing the parabolic case from the
elliptic case. Even so, we do not have as yet an estimate for the Riemann curvature tensor,
which we circumvent below by a local Moser iteration argument:

Lemma 3 There is a constant C = C(wy, k, K, 1) > 0 such that

sup <C, Ytel0,T).

X

Proof Taking % on both sides of the Eq. (2.7) and adding the resulting equation to Klj X
(2.8), we get

LN PO A — ——tr, ap + ——b
— - ——F ) =xp — T —b.
ot (R b e T T

We denote & = ¢ + KKTI F, then we calculate (the norm of 99 ® is under the metric w = w;)

0 a 2
= A )95
at

= 2(I>;j <Ad> —

Ak
Kk —1

K 7T -
F— ——trya0) g/*g" —2x000)2
Kk—1 i
—20;; 05 Dy 89 g 78" + DT DR 1y —2|VIIDP (2.18)

Since the Riemannian curvature Rm(w;) on the RHS of (2.18) is not a priori bounded, we
cannot apply global (in space X) Moser iteration as in the proof of Lemma 2 to bound |33 ®|.
Instead we will use the local expression of Rm, the Calabi C 3_estimate in Lemma 2 and a
local Moser iteration argument. To begin with, we can choose a cover of X by Euclidean
balls {Bg, z\}4, where z!, are the complex coordinates. Without loss of generality we may
assume B, are Euclidean balls with radius 3 and the balls {%Ba} also cover X, here %Ba
denotes the concentric ball with radius 1/3 of that of B,. Recall that the curvature Rm is
given by (in B = B,)
azgfj pq 984; BgJ

Rijin = ook azl gk’
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482 T.Feietal.

and the second term is uniformly bounded in B by Lemma 2. We will use integration by parts
to deal with the first term in R; k- We first observe that
A .

V¥ = e T

Fk is bounded by Lemma 2 so
_ 1 - _
IVoad|* > E|Daac1>|2 — Cl00®)?,

where we use D to denote the ordinary derivatives in (B, 7h).

We fix times ] < 1, < T’ < T andradiir, < r; < 3, and define cut-off functions &(¢) as
in the proof of Lemma 2 and p(z) = p(|z|) such that p = 1 on B(0, ) and p = 0 outside
B(0,r1),and |Dp| < . We denote w = max(]d |2, 1). Multiply both sides of the Eq.

i r2

(2.18) by gp*>wP (for p > 1) and do integration by parts, then we get

p+l 2
/gp — +/ s v (') _2fgwﬂ+1|Vp|2w;l
dt pt+1 B (p+1)? B

2. p+1 ’(t
< iw”“(—R—i—An—i—trw,a,)w?ﬁ-/ Ls()_i_/ Cw[)Jrl
gp+1 g p+l1 B
2k&

1 _ < 9 agf.
——|D33D|? — > p* WP DI (AF +t - _gpluPalipl L 7).
2| | P (MF + tro, 00);; — &p FEAPw
(2.19)

we deal with the last two terms in the integral by integration by parts as follows: the second
last term is equal to

2
/ Ksl,o 2p~ ]w”p @i + pw?f~ ]w @i + w’d; @i —i—w”d)f’a log detg) (AF + tre, 00);
B K —

1 _
< / Crepur ™!+ Ceurt! Vol + S0?w? |DaFOL,
B

where in the inequality above we use the known estimates that |[VF| < C, |Viry, a0 < C
and |V¢| < C which follows from the Eq. (2.7) and Calabi C3-estimates. By integration by
parts the last integral in (2.19) is equal to

) e — e 0g;
/ £p? (,o_lwppk¢>”<l>kl + pwP L ®T O 4 wP o <<I>]’d>k1) +wP oIy, logdetg) 8711]
B Z
1 _
< / cp*ep’wPt! 4 cewPt \Vp)? + Es,o2w"|Daaq>|2.
B

Substituting the above inequalities to (2.19) and arguing as in the proof of Lemma 2, we get

T P12
sup/ w’”’lwf—l—/ / ‘V(prM w'dt
[12,T'] Brz [0} 5

1 1 T
clp+1’+ + ) / / wPtlede.  (2.20)
( (rn—r)? -n+n)l, By, !

By Holder inequality and Sobolev inequality as in (2.13), we have

1 1 1/(p+1)
) H(p+1,1t1,r1)

H((p + D, 1o, r scl/(l’“)( +1)3+ -
((p+ Dn.12,12) (r+1 -2 Tntn
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On convergence criteria for the coupled... 483

’ l/p
where H(p,t',r) = (f,fT fB, w”w}’dt) . Taking pr + 1 = n*(po+ 1), re = 1 +n7*/2

and tx = T’ — 1 — =%, we can do the iteration argument and the trick as in the proof of

Lemma 2 to conclude that
T/
sup  w< C/ / wwldr.
[T'—1,T"]1x B '—2JB,
As the last step, we have the following equation from Bochner formula

9 2 ael 2 > -
5~ A)IVOP = 1900 — |V —AVOI® — a(VP, V)

—2Re<V<I>, v <—¢; B ltrwao>> < —193d> +C,

K —
integrating this equation over [7" —2, T'] x X, and by the lower bound of — R we can obtain
the L>([T’ — 2, T'] x X)-norm bound of |3 ®|, hence that of w. This completes the proof of
the bound of |39 ®| since the balls B| cover X by the original choice. Since 83 F is uniformly
bounded by assumption, this implies that 8¢ is bounded, so is %. The proof of Lemma 3
is complete.

We apply the linear theory of parabolic equations, which requires the coefficients a’/ (x, )
in (2.21) below to be continuous with uniform modulus of continuity or uniform Holder
regularity in both space and time directions. Lemma 2 gives the uniform Lipschitz continuity
of g'/ in space directions and Lemma 3 provides the Lipschitz regularity of g’/ in the time
direction.

To continue with the higher order estimates, we use the standard linear theory for parabolic
equations. For convenience we state the following W,%’ !_estimate (see Theorem 7.22 in [13]).
For a smooth bounded domain 2 C R” and T > 0 we denote the parabolic cylinder

Qr :=Qx[0,T] c R",
and the W,z,’1 (27)-norm of a function u in Q7 is defined as

2

lully216,) = D 1D ullr@p) + 19ullLr@y).
j=0

2,1
Lemma4d Letu € Wp,loc

(7)) N LP(Q27) for some p > 2 satisfy the parabolic equation

E(X’[) =a’ (x,u;j(x, ) + f(x,1), inQr 2.21)
where a'/ is strictly elll:ptic in the sense that M|&|* < aijéiéj < A|EJ? for some A, A > 0
and any & € R™ and aV is continuous in Q. Suppose f € LP(Q2r), then for any domain
Q' cC Qand gy > 0 there exists a constant C = C(A, A, d (S, 9), wg, &9, m, p) > 0
such that

2 du
I D"ull Lr (@ x[eo,T7) + ||§||Lp(sz'x[eo,n)) < C(IflliLrr) + lullr@p)) -

where w, denotes the modulus of continuity of a¥.
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In particular, if f € L°°(Qr) and u € L°°(Q27), by Sobolev embedding, we have u €
1

CH/S’%'E(QT\BP Qr) for any B € (0, 1). Here dp Q7 denotes the parabolic boundary of

Q. It follows that we have the uniform estimate

I+

<C + [lu )
8 5 oo D) (I fllze@ry + llull @)

[[ull
c

where the constant C depends in addition on S.
We make the following elementary observation from elliptic theory.

Lemma 5 Under the assumptions (2.4), there is a constant C = C(K, wg) > 0 such that

sup (IVF|+[Vg]) <C.
Xx[0,T)

Proof By the assumption (2.4), we have
|Awmy (@ = @) < C. [Apy(F = F)| <C,

where @ and F denote the average of ¢ and F with respect to wg, respectively. It is elementary
to see the C® bound of ¢ — @ and F — F. The desired gradient bound follows standard linear
theory for elliptic equations. In fact we can also get the C#-bound of V¢ and V F for any
B € (0, 1), though this is not needed for later calculations.

We choose (and fix) finite coordinate charts of X, {U,}, {U/} and {U/'} such that U CC
U, cC U, and X = U,U/, and {Zi} the complex coordinate functions on U,. In the
following we will work on any chosen U, and omit the subscript a in U,, U}, U/ and zfl.
We will fix times tg > 0,1 =19+ 1 and 1, = 1y + 2.

Lemma 6 Forany B € (0, 1), there exists a constant C = C(wo, k, K, B) > 0 such that

33l =C
C

148
8555 (X))

or equivalently

leoell 1,15 <C

2 (Xx[n,n2])

Proof We work on a coordinate chart U = U, as before. Taking % on both sides of (2.7)
we geton U X [1, 2]

=7 = Doy — 87" 058kg  vigp + 87105.8qp — 87" 0588 198 p + Ry,
—hO Gi T 95— F/_'i =: Aw,(p/‘»i + fi (2.22)
where fi € L*°(U x [fy, i2]) by assumptions and Lemma 2. Applying the linear theory in

Lemma 4 and Sobolev embedding theorem, we conclude that for any 8 € (0, 1) there is a

uniform C = C(x, K, B, wp) > O such that (7, =, — 1/2and p = 21”;32)

R 2. -
”(pji”CHﬂ‘#(U’x[tl B <D (pji“Ll’(U’x[f,,tz]) + “a’(pji”Ll’(U’x[f],tz])

<C (”fl||L°°(U><[to,t2])+||§0ji||L°°(U><[ro,t2])) <C. (223)

Since {U/} covers X, the lemma follows.
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Lemma 7 Forany B € (0, 1), there exists a constant C = C(wg, k, K, B) > 0 such that

=C, and |«

VF
I “CHB’#(XX[”’IZD B

s.b <C.
C™ 2 (Xx[t1,12])

Proof We work on a coordinate chart U = U,. Taking % on both sides of the Eq. (2.8) we
have the following equation holds on U X [1y, #2]
dF;
ot

= kA, Fi — 18P 3 ginn "4 Fgp — k0; (try,@0) =: KAy, Fi + f. (2.24)

By the Calabi C3-estimates in Lemma 2 we see that Il fll oo x[t9.op) < C for a uniform
constant C > 0. Since the coefficients of kA, is Lipschtiz continuous with a uniform
Lipschtiz constant by Lemmas 2 and 3, we can now apply the linear theory in Lemma 4 to
conclude that for any p > 2

||D2Fi||LP(U’><[t171/2,t2]) + 0 FillLr v xir—1/2,61)
= CPUlfllz=wxi.n) + 1FillLewxim,nn) = C, (2.25)
thanks to Lemma 5 on the gradient bound of F. By Sobolev embedding then we get

: e O . .
| F; “c”f" 148 Wi < C. Taking P on both sides of (2.24) we get the equation for
F/_'i

OFji mk
” =KAthJTi —|—Kajfg Fi,;m—l—fj =:ICAth]‘»i + fo. (2.26)

We observe that the terms in f> in (2.26) involve either 81221 &pq or D Fy,, besides the bounded
factors. By (2.23) and (2.25) we know Blzzlg!;q and D F; are both bounded in L” (U’ x [1; —
1/2, r]) for any p > 2, sois f» by Holder inequality. Applying linear theory in Lemma 4
and Sobolev embedding theorem again, we conclude that (f; =, — 1/2and p =2 - 21”:;32)

- 2 -
”Fj"”C‘*‘Q’#(U’/x[;l,zz]) = CUD"F5illLe @ xtn.nn + 10 F5ill e xia,0mn)

=C (”Fﬁ”LV(UX[fl,tz]) + ||f2||L11(U><[f1,12])> <C.
Since {U} covers X, the lemma follows from the fact that oy = atg + idJF.

Proof of Theorem 1 We can now apply the standard bootstrap argument to finish the proof of
Theorem 1. Taking (%k on both sides of (2.22), the lower order terms in the resulted equation
Z

are bounded uniformly in L? for any p > 2 by Lemmas 6 and 7, and this gives rise to W;: 11 oc

estimates of ¢ ik Feed these estimates into the equation obtained by taking 3%[ on both

sides of (2.26). By similar argument this yields Wi: [10 . estimates of F' Gik- We can repeat this

process any finite number of times to conclude that D¥¢ 7 and D*F 5; are both in W[%:lloc for

any p > 2and k € Z.. The higher order estimates of ¢5; and F’; then follows from Sobolev
embedding theorem, so do the higher order derivative estimates of w; and «;. Theorem 1 is
proved.

We remark that perhaps the most important consequence of the assumption (2.4) is that the
Sobolev constant is uniformly bounded along the flow. This is known to be true, but highly
non-trivial, along the Kéhler—Ricci flow [17,26]. It would clearly be desirable to determine
whether, or under what conditions, the Sobolev constant will be uniform along the «-LYZ
flow.
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3 The case of Riemann surfaces

Both the Ricci flow and the Calabi flow have been completely solved on Riemann surfaces [5,
9,22]. Thus the case of Riemann surfaces provides an excellent laboratory where to examine
the complications arising from couplings to an additional field. It is easy to see that stationary
points for the x-LYZ flow always exist. Even so, the convergence of the x-LYZ flow is not
evident. What we can prove is the following:

Theorem 2 Consider the k-LYZ flow on a compact Riemann surface X with negative Euler
characteristic. Write o; = 1w, for a smooth function t;. Assume that at initial time, we have

R(wg) <0and 9 > 0 3.1)

everywhere on X. Then there exists a positive constant ko such that for any k > kg, k % 0,
the k-LYZ flow converges in C*™ to a pair (wso, Qo) With

R(weo) = A+ Toos  Too = f (o70] 3.2)
X

both constants. Actually, ko can be taken to be any constant with Ry + Tl—lfo < 0.

We observe that the conditions on the initial data of the theorem imply that A < 0.
Assuming this, it is easy to construct many initial data satisfying the conditions. Given a
negatively curved compact Riemann surface (X, wp), there exists a sufficiently negative
constant A such that the cohomology class —A[wg] + 2mc1(X) lies in the Kdhler cone. We
can then choose a positive closed (1, 1)-form «y in this class.

Proof of Theorem 2 The «-LYZ flow had been written earlier in terms of potentials (2.7) and
(2.8)). Here, we shall exploit the setting of Riemann surfaces in order to write the flow in
terms of the conformal factor ¢ and the trace 7 defined by

o = Py, T = tryo = g%as,. (3.3)

Clearly the flow (1.1) can be rewritten in terms of ¢ as

=00 _
¢=5 =—R+i+r, (34

while the flow (1.2) for o can be rewritten in terms of t as
0T =kAT —T(—R+ X + 7). 3.9
We can rewrite the Eq. (2.11) for the evolution equation of the scalar curvature R as follows
R = AR — At — R(—R+ A+ 1). (3.6)

We have seen the advantage of taking the coefficient k 7% 1 in (1.2) in obtaining the heat
inequality (2.12). For Riemann surfaces, this inequality is strengthened into a heat equation
for R + ﬁf,

a[(R+ r>:A(R+ ! r>—(R+ ! t)(—R+A+r). 3.7
Kk —1 Kk —1

Kk —1
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3.1 Estimates for Tand R
From the Egs. (3.5) and (3.7), it follows by the maximum principle that
1 .
max <R(a)t) + 7r,> <0, and mint; > 0,
X Kk—1 X
therefore maxy R(w;) < 0. From (3.5) we have at the maximum point of t;

dTmax
2
di < Tmax R — TmaxA — Tmax

IA

B T Y (3.8)
o — ] ‘max max — B 1 max | Tmax P s .

o if Tmax|r=0 < (k — 1)|A|/k, by (3.8), it follows that tax + (k — 1)A/k < Oforall # > 0.
e if Tmaxli=0 > (¢ — 1)|1|/k, by solving the ODE

fl=- —f, f0) = tmaxli=0 =1 a > (k — D|Al/x,
and comparing tmax with this f we get
=y ===y
Tnax (1) < /(1) = (i = 1) 72— < (e — 1) D
Kk a+(k—T)A/k - K at(k—Drjk

Therefore we get in both cases rmax < C(a,)).
Similarly we deal with R + 1 7. Applying maximum principle to R + 1 T in (3.7) we
get

d 1 1 1
— R+ T > — T —| R T .
dt k=1 ) k=1 ) k=1 /i 1

For notation simplicity we denote 7 = —(R + — r)mm > 0, then
dh
= = —hz—h( r) < —h®> 4 |Alh = —h(h — |A]),

by similar argument as above, if i|;—9 < |A[, then & < |A| for all + > 0; otherwise we have

b/
ht) < [M—p 2= = COL B, i himg = b > .

b=IAl T

So we find that —C(A,b") < R + ]r < O for all + > 0. On the other hand, from
0 <t <C(MA, a), we derive that the scalar curvature R satisfies —C(A,a,b’) < R < 0. Let
us summarize what we have proven so far:

Lemma 8 Under the conditions in Theorem 2 on the initial values, there is a uniform constant
C depending only on the initial values, A and k > kg such that

O0<t<C, —C<R<O0.
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3.2 A Liouville-entropy functional

Motivated by the Liouville energy studied in conformal geometry (see for example [22]),
we define a functional E (¢, ) associated to the LYZ flow as follows, assuming that t is a
positive function:

E(p,7) = / (%w@o + Rogp — re® — Te¢> wo + / (tlog 7)e? wy, (3.9)
X X

where Rgp = R(wp) is the scalar curvature of wg. Clearly E is the sum of an “energy part”
and an “entropy part”. We have

Lemma9 We consider the k-LYZ flow (1.1, 1.2). Then

(a) The functional E(¢, t) is monotone non-increasing along the flow.
(b) Under the assumptions of Theorem 2 on the initial data (wg, o) and the choice of k > ko,
there is a constant C > 0 such that

1 _
E(@, 1) z/ 1IVOL, w0+ 2xlx1- 181~ C, V120, (3.10)
X
where x is the Euler characteristic of X, and ¢ is the average of the function ¢ with

respect to the initial metric wy.
(c) Forany p > 1, there exists a constant C), so that, along the k-LYZ flow, we have

f ePPlwy < €. (3.11)
X

Proof To prove (a), we calculate the variation of E along the flow: (we denote ¢ = %—‘f)

d ¢ D\ 4 0
E(¢, ) =/(—Aw0¢+R0—Ae — 1€ )¢w0—/ te®wy
dt X X

+/ ((7 log )e?wy + te?wy + (¢ log e wo)
X

/ —(q'b)ze"’wo + / (K67¢Awot(log r)e%)o — ‘t(i)(log t)e¢w0 + (r log t)(ﬁe")wo)
X X

. Vzl|?
—/ (@) el wy —K/ | leo o
X X

- Vz|2
—f(¢)wt—/</ tw; 0.
X X T

This proves (a).
To prove (b), we note that the volume of w; has been normalized to be 1, and thus

f Pwy = 1. (3.12)
X

Since 7 log T is bounded from below, it follows that the contribution of the entropy term is
bounded from below. Furthermore, we have seen that under the conditions of the lemma, A
is negative and 7 is bounded. Thus we can write

1
E(¢, 1) z/ §|V0¢|2wo+Ro¢>wo—C
X

1 - _ 1 _
=/ §|V0¢>|2wo+Ro(¢—¢)wo+2nx¢—CZ/ Z|Vo¢>|2wo+zm<¢>—C
X X
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where we changed constants and applied the Poincare inequality to absorb the integral of
Ro(¢ — ¢) into the first term on the right hand side. Applying Jensen’s inequality to the
normalization Eq. (3.12) shows that ¢ < 0. Since x < 0, we obtain (b).

Finally, (c) follows from (b) and the Trudinger inequality in two dimensions, since (b)
implies that both || V¢||,, and ¢ are bounded. The proof of the lemma is complete.

3.3 Uniform bounds for ¢

With the uniform bound for R and the L? estimates for ¢? in (3.11), we can apply the
arguments of Struwe [22] to obtain uniform bounds for ¢,

$llco < C. (3.13)

The details are as follows. First, we state the concentration/compactness theorem due to
Struwe [22, Theorem 3.2] as a lemma.

Lemma 10 Letw; = e®i wq be a sequence of metrics on a compact Riemann surface X, with

[w;] = 1 and Calabi energy ||R-/||2LZ(w-) uniformly bounded. Then
J

(a) Either there exists a constant C so that |¢; || i (wg) < C forall j;
(b) or there exists a finite set Z of points z1, ..., zx such that, for any z; € Z and any
neighborhood V around zj, we have

1iminfj%o/V|R,|wj > 2. (3.14)

The cardinality of Z can be bounded in terms of the uniform upper bound on the Calabi
energy.

Returning to the proof of the uniform bound for ¢, it suffices now to show that the L”
bound for ¢!?! and the uniform bound for R rule out the existence of points z; satisfying
the condition (3.14). The above lemma of Struwe would imply then that [|u || 5, ( n =C,
which implies, in two real dimensions, that there exists a positive constant « € (0, 1) with

¢llcx < C.
For each z in X and each r > 0, let B(z, r) be the ball centered at z and of radius r with

respect to the fixed metric wgy. Then we write

O\ : !
/ Rjlwj < (/ IRl wj) (/ w,) < A(/ w,) (3.15)
B(z,r) B(z,r) B(z,r) B(z,r)

where A is the uniform upper bound for the Calabi energy. Next,

1 1
2 2
/ wj = / e¢/wo < (/ 62¢/w0> (/ a)())
B(z,r) B(z,r) B(z,r) B(z,r)
1
2
- ( f 62¢fw0> . (3.16)
B(z,r)

But the uniform bound for the integral of e2/¢i! obtained in (3.11) shows that the right hand
side tends to 0 as r — 0. This rules out the concentration of the curvature, and the proof of
the C* bounds for ¢; is complete.
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3.4 Convergence of ||V'r|| and ||¢||2 to0

The bound from below for the functional E(¢, T) implies the existence of a sequence ¢;,
Jj=<tj <j+1with

f(d})2 +/ IVz|> - 0 (3.17)
X X

as j — o0o. (Here the integrals are with respect to the metric w;;, which we do not write
explicitly for notational simplicity.) Indeed, for any time T, it follows from the formula for
the time derivative of E (¢, T, t) that

E(T) — E(0) = — /f((b)za),—i—lc/' |w’a),d (3.18)

and hence, applying the lower bound for E(7) and letting 7 — oo,

00 - V|2
f (/ (@) +fc/ ‘wt> dt < . (3.19)
0 X X T

Since 1/t is uniformly bounded from below, the convergence of the integral in ¢ implies the
desired statement.
Next, we improve this sequential convergence to a full convergence as t — o0:

Lemma 11 Define the function Q(t) by

Q(t):/(—R+A+t)2w+/ IV12w. (3.20)
X X

Then

(@) There exists a sequence tj, j <t; < j+ 1, with Q(t;) — 0 as j — oc.
(b) There exist positive constants A, € so that

d—Q < —e/ (AT + |[VRP)w + AQ(1). (3.21)
(c) We have Q(t) — Oast — oc.

Proof The statement (a) is a reformulation of the properties of the sequence ¢; that we just
obtained, so we concentrate on the proof of (b). We evaluate

a,/ IVt’w = 8 / 0,70:1 = 2/ 3.70:T
X X X
= 2/ 0; (kAT —t(—R+ X+ 1))0:T
X
= -2k / (At)zw + 2[ T(—R+ X+ 1)0;0:7. (3.22)
X X
Since 7 is uniformly bounded, we can estimate the second term on the right hand side by

w

/ T(—R+ A+ 1)0;0;7
X

<M

/(—R+A+t)At
X

< e/ |Ar|2w+C5/(—R+A+r)2w (3.23)
X X
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and hence, for € sufficiently small,
at/ V12w < —K/ (AT)’w+ C Q). (3.24)
X X
Next,
3 (/ (—R+ 1+ r)2w> = / 2(=0R + 1) (=R + A + 1) + f (—R+ 1+ 1)
X X X
We estimate first the second term on the right hand side
/(—R+A+r)28,w:/(—R+A+1)3w§ Cco (3.25)
X X
since | R| and 7 are bounded. Next, the first term on the right hand side can be written as
2[ ;R — 9 T)(R— A —T)w
X
=2f(AR— (1+K)AT—(R—1)(—R+ A+ )R -1 —Dw
X
= 2/ (—|VR>+ VR - VD)o —2(1 + x)/ AT(R — 1 — D)o
X X
+2/ (R—1)(R -1 —1)w. (3.26)
X
We can then write

2/(—|VR|2+VR-Vr)w§ —/ |VR|2+/ Vz|* < —/ IVR> + Q).
X X X X
(3.27)

and

‘2(1 +K)/ AT(R—A—71)
X

< e/(Af)zw—i—CE/(R—)\—T)zw
X X

< e/ (AT)’w + C.O(1). (3.28)
X

Finally, since both R and t are uniformly bounded, we have

'2/(R—r)(R—A—T)2w
X

< c/ / (R—2—1)°w < C Q). (3.29)
x Jx
The statement (b) is proved.
The statement (c) is an easy consequence of (b). Dropping the negative terms in the
estimate for d Q /dt and integrating from ¢; to any ¢ with#; <t < j + 1, we obtain
0(1) < Qe < e 0(t)) (3.30)

It follows that Q(t) — 0 as ¢ — oo, and (c) is proved.
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3.5 Convergence of the flow

By Lemma 8 and Sect. 3.3, ¢ and t are uniformly bounded. Thus we can apply Theorem 1
to get uniform C* bounds for ¢ and  for any k. It follows that for any sequence of times
t; — 00, there is a convergent subsequence in C* converging to (wxo, Too). To get the full
convergence instead of just subsequential convergence, it suffices to show that the limit is
unique.

This can be seen as follows. By the previous section, |Vt 2(,,) — 0, and hence oo is
a constant. It follows that wo is a metric of constant scalar curvature

Ric(weo) = (A + Too)Woo (3.31)

with volume 1. For x < 0, this specifies the metric wo, uniquely, and the convergence of the
flow is established.

3.6 A brief discussion of the case K = 1

In this subsection we briefly discuss the x-LYZ flow on compact Riemann surfaces with
k = 1. Furthermore we assume that the initial data ¢ is positive as in Theorem 2. Again
by the maximum principle we know that t remains positive along the flow, however we no
longer have a quantity like in (3.7) to apply the maximum principle. The new idea here is to
introduce an enhanced functional

. R?
E(p,7) = E(p, 1) +/ —w.
x T
When « = 1, it is easy to see that

L b o) /(riﬁ)2 / IveP / 2lve— (L4 )y
— ,T) = — w— w— | - —|=-+—)Vr
dt X x 2T xT P 4
hence E (¢, ) is monotone non-increasing along the flow. Given the initial data, by using

a finer version of the Moser—Trudinger inequality, one can show that E(¢, 1) is uniformly
bounded from below and the integral

2
w <0,

R2
—w
x T

is uniformly bounded. Therefore if we assume that 7 is uniformly bounded from above as in
the second part of (2.4), it follows that the Calabi energy / X R2w is uniformly bounded and
we can apply Lemma 10 to prove that ¢ is uniformly bounded. So we conclude that in the
case of Riemann surfaces with « = 1 and 7y > 0, the second assumption in (2.4) implies the
first, i.e., the evolving metric w; is uniformly equivalent to wy.

4 A Mabuchi-type energy for the k-LYZ coupled flow

In this section, we introduce a Mabuchi-type energy functional M,,, (¢, F') associated to
the coupled system of scalar equations (2.7) and (2.8). If in addition to the assumptions in
Theorem 1, we assume that this functional M, is bounded from below along the flow, then
we can establish the smooth convergence of (2.7) and (2.8), and hence of the metrics and
closed forms in (1.1) and (1.2). More precisely,

@ Springer



On convergence criteria for the coupled... 493

Theorem 3 Under the same assumptions as Theorem 1 with T = 400 and . < 0, if
My (91, Fr) = —My for some My > 0, then the solution (¢;, F;) of the system (2.7, 2.8)
converges smoothly to a limit (9o, Foo) satisfying the equations:

n

log ﬁ = Hy — oo + Foo. Au, Foo =try, oo —b.

0
Here wy,, = wo + iaé%o and ase = ap — 109 Fsg are stationary solutions of the Egs. (1.1)
and (1.2), and b is the constant defined in (2.10).

Moreover, if X does not admit any nontrivial holomorphic vector field, then the conver-

gence is exponential.

4.1 A Mabuchi-type energy functional

Motivated by the Mabuchi K-energy [15], we introduce the following functional for the
coupled system (2.7, 2.8)?

1
n . _
Koo (@) = _V/ / @r(Ric(wy,) — Mgy, — ap) A wl, lds, 4.1
0o Jx

where ¢; is a path in the space of Kahler potentials of wy connecting 0 and ¢, and wy, =
w( +i00¢;s. It can be checked that the integral above is independent of the choice of the path
¢s. Furthermore, if ¢ varies in a family of Kéhler potentials, then we have

1

d n . —
Eﬂwo(fpr) = v . @(Ric(wy) — Awy, — ) A Wy, -

Let ¢ and F be the potentials of @; and «; defined in (2.6). We define a functional associated
with the flow Egs. (2.7) and (2.8) by

1
Mo (9. F) = (@) — /X Fa, “2)

Lemma 12 The functional M, defined in (4.2) is monotone and non-increasing along the
flow (2.7) and (2.8).

Proof This follows from direct calculations:

d
E wo((p7 F)

n U _ 1 . . -, _
—V/X(p(ch(a),)—)Lw,—(xo)/\w:' I—V/X(Fa);’—i—mFaago/\w;' 1)

n . : n—1 n Y n—1
——/ @(Ric(wy) — Aoy — ap) A ] ——/ QiddF N wy
vV Jx VJx

ﬁ/ 93¢ Aol
vV Jx !

1 =12 . n
-V X|V(p|wta)[ <0.

Next we recall the well-known 7 and J functionals of Kihler geometry,

1 = 5 -k
1(<ﬂ)=*/§0(w"—w")=— /i&(p/\ago/\w”“ Ak,
v T ngo X 0 v

2 In keeping with the traditional notation for the Mabuchi functional itself, we have denoted the volume |’ X @
of w by V instead of normalizing it to 1 as in the previous sections. This will also allow normalizing A to —1
in subsequent sections.
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and

e / n—l-k .k
J((p):V/o /XQDS(H) —wy)ds = — Z/ n+113<p/\8g0/\w A wf,

where ¢y is chosen as in the definition of 11, (¢) in (4.1). It is well-known that

1
I(p) = J(p) = ml(w) = 0.

Recall that Hy satisfies Ric(wg) — Awg — g = 99 Hy and is normalized by f eHOwg =V.
For any given path ¢ connecting ¢ and 0, we define a family of smooth functions:

a)ﬂ
:—log< )—Mﬂv-i-Ho—}-C(s)
0

where C (s) is a normalizing function (constant in X foreach s € [0, 1]) such that f efls “):zl)x =
V. We can check that H; is a potential satisfying

Ric(wy,) — Ay, — o = 139 H;.

By the following calculation,

— ﬁ 1 /99 n—1
P (@) = — @ i00Hy Ay ds
\% 0 X s
n ! _ .
—*/ /Hsit’ia(p;/\a)g: ds
1 ('/a dH,
f—//H wds—f—/ —/wa”\f[ o )ds
as # V Jo ds Jx s x 0§ ¥s
1 1
_*/ Hl“’ZJF*/ H0w8+*/0 /X(—Awwtp;—)»gos/,—l-C/(s))ngds
— 1 n s i H H N
og on + Y, . ow (P 0(1)0— (pqu;\
1
(2
V/x log (g> wz—)\(l(w)—f(fﬂ))—V/XHOCUZ-FV/XHO(DS,

we can see that (1., (¢) is equal to the sum of an “entropy part”, an “energy part” and some
bounded terms.

(4.3)

4.2 Convergence of the flow when M(¢, F) > —ooand 1 < 0

We can give now the proof of Theorem 3. Recall that we are making the basic assumption
(2.4) and also that M (¢, F) > —M is bounded from below along the flow and . < 0. For
notational simplicity we set A = —1.

Lemma 13 There exists a constant C = C(wy, k, K) > 0 such that

-C<¢g+F =<C.
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Proof We calculate

a n
<5 — KA) (F 4+ ¢) = —«try a0 + kb + log w—; — (¢ + F) — kn + ktry, wo,
@,
0
the desired bound for F + ¢ then follows from the maximum principle and the assumption
(2.4). The lemma is proved.

Since ¢ 4+ ¢ + F is uniformly bounded by the Eq. (2.7) and the assumption (2.4), we
conclude from the above lemma that ||¢| o < C(wo, «, K).

Lemma 14 There is a constant C = C(wo, k, K, My) such that

sup(|F| +l¢:]) = C, Vi el[0,T).
X

Proof From the expression of (., in (4.3) for A = —1 we get e, (9) > —C(Hp, wp).
Then the monotonicity of M, (¢, F) yields a uniform lower bound of fX Fo} >
—C(Hp, wo, ¢o, Fo), where ¢o and Fp denote the initial values of ¢ and F, respectively.
On the other hand, since / — J is given by linear combinations of integrals of the form

Jxido A g A wé A wf}fl*", it is uniformly bounded by Lemma 5. The entropy part

og (%2 ) o 4.4
Lo (G ) 4.4)

is also bounded above by assumption. Thus the assumption that M (¢, F) > — M, implies a
uniform upper bound of [y, F;»] < C. Combined with the gradient bound of F in Lemma
5, this gives a C%-bound for F,, and by Lemma 13, we also get supy |¢;| < C. The lemma
is proved.

Combining Lemma 14 and Theorem 1, we obtain a uniform estimate for all derivatives
of ¢; and F;:

sup [0 V! Fy| + [0 Vg | < C(k, 1, k, K, Mo), Vi €0, 7).
X

Recall that we are considering the case of infinite maximum existence time, 7 = co. From
the proof of Lemma 12, we can deduce that

o0
/ /|v¢|2w;ldt<oo,
0 X

i+2
lim / |Vo*wldt = 0.
X

i—o0 J;

and this implies that

From the equation

d . . -, R . . R
(5 - A) Vo[ = —|VVg[* = |VVG|* = 2Re (V§, V(@ + F))) + |VgI* — a(V, V),

we can use either Moser iteration or arguments similar to the ones in Sect. 3.4 to deduce that

i+2
sup  |Vg|? < C/ / |V¢|2w;‘dt — 0, asi— oo.
Xx[i+1,i+2] i X
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Therefore the smooth limit of ¢; as r — oo must be constant. If X does not admit any
nontrivial holomorphic vector fields, we can use the argument of [19] to get the exponential
convergence of f x |ngt|2a);’ < Ce™% for some § > 0 depending on the lower bound of
positive eigenvalue of —A,, on vector fields in T1.0%.

By the L*>°-bounds of ¢; and F;, we conclude that the smooth limits of ¢, and F, must be
zero. The limiting functions ¢, and F, satisfy the equations

n

22 = Ho+ ¢oo + Foor Dy, Foo — tru, oo +b =0,
@

log

i.e. the (1, 1)-forms wy,, = wo + i82_3<p00 and aeo = g — 100 Fao define stationary solutions
of the flow (1.1) and (1.2). The proof of Theorem 3 is complete.

References

1. Becker, K., Becker, M., Schwarz, J.H.: String Theory and M Theory. Cambridge University Press, Cam-
bridge (2007)
2. Chen, X.-X., Cheng, J.: On the constant scalar curvature Kéhler metrics, apriori estimates (2017).
arXiv:1712.06697
3. Chen, X.-X., Cheng, J.: On the constant scalar curvature Kidhler metrics, existence results (2018).
arXiv:1801.00656
4. Chen, X.-X., Cheng, J.: On the constant scalar curvature Kihler metrics, general automorphism group
(2018). arXiv:1801.05907
5. Chow, B.: The Ricci flow on the 2-sphere. J. Differ. Geom. 33(2), 325-334 (1991)
6. Fei, T., Guo, B., Phong, D.H.: Parabolic dimensional reductions of 11D supergravity (2018).
arXiv:1806.00583
7. Fei, T., Huang, Z., Picard, S.: The anomaly flow over Riemann surfaces (2017). arXiv:1711.08186
8. Guo, B., Huang, Z., Phong, D.H.: Pseudo-locality for a coupled Ricci flow. Commun. Anal. Geom. 26(3),
585-626 (2018)
9. Hamilton, R.S.: The Ricci flow on surfaces. In: Mathematics and General Relativity (Santa Cruz, CA,
1986), Contemp. Math., vol. 71, pp. 237 — 262. Amer. Math. Soc. (1988)
10. Horava, P, Witten, E.: Heterotic and type I string dynamics from eleven dimensions. Nucl. Phys. B 460,
506-524 (1996)
11. Li, Y.: Generalized Ricci flow I: higher derivative estimates for compact manifolds. Anal. PDE 5(4),
747-775 (2012)
12. Li, Y., Yuan, Y., Zhang, Y.: A new geometric flow over Kéhler manifolds. Commun. Anal. Geom. (2018)
13. Lieberman, G.M.: Second Order Parabolic Differential Equations, p. xii+439. World Scientific, Singapore
(1996)
14. List, B.: Evolution of an extended Ricci flow system. Commun. Anal. Geom. 16(5), 1007-1048 (2008)
15. Mabuchi, T.: Some symplectic geometry on compact Kihler manifolds I. Osaka J. Math. 24, 227-252
(1987)
16. Miiller, R.: Ricci flow coupled with harmonic map flow. Ann. Sci. Ec. Norm. Supér. (4) 45(1), 101-142
(2012)
17. Perelman, G.: The entropy formula for the Ricci flow and its geometric applications (2002).
arXiv:math/0211159
18. Phong, D.H., Sesum, N., Sturm, J.: Multiplier ideal sheaves and the Kihler—Ricci flow. Commun. Anal.
Geom. 15(3), 613-632 (2007)
19. Phong, D.H., Song, J., Sturm, J., Weinkove, B.: The Kéhler—Ricci flow and the é—operator on vector fields.
J. Differ. Geom. 81(3), 631-647 (2009)
20. Phong, D.H., Picard, S., Zhang, X.W.: New curvature flows in complex geometry. Surv. Differ. Geom.
22(1), 331-364 (2017)
21. Phong, D.H., Picard, S., Zhang, X.W.: Geometric flows and Strominger systems. Math. Z. 288(1-2),
101-113 (2018)
22. Struwe, M.: Curvature flows on surfaces. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 1(2), 247-274 (2002)
23. Townsend, P.: The eleven-dimensional supermembrane revisited. Phys. Lett. B 350, 184188 (1995)
24. Trudinger, N.S., Wang, X.J.: The affine Plateau problem. J. Am. Math. Soc. 18(2), 253-289 (2005)

@ Springer


http://arxiv.org/abs/1712.06697
http://arxiv.org/abs/1801.00656
http://arxiv.org/abs/1801.05907
http://arxiv.org/abs/1806.00583
http://arxiv.org/abs/1711.08186
http://arxiv.org/abs/math/0211159

On convergence criteria for the coupled... 497

25. Yau, S.-T.: On the Ricci curvature of a compact Kéhler manifold and the complex Monge—Ampere
equation. I. Commun. Pure Appl. Math. 31(3), 339411 (1978)

26. Zhang, Q.S.: A uniform Sobolev inequality under Ricci flow. Int. Math. Res. Not. (2007). https://doi.org/
10.1093/imrn/rnm056

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

@ Springer


https://doi.org/10.1093/imrn/rnm056
https://doi.org/10.1093/imrn/rnm056

	On convergence criteria for the coupled flow  of Li–Yuan–Zhang
	Abstract
	1 Introduction
	2 Estimates for higher order derivatives of ω and α
	3 The case of Riemann surfaces
	3.1 Estimates for τ and R
	3.2 A Liouville-entropy functional
	3.3 Uniform bounds for φ
	3.4 Convergence of "026B30D τ"026B30D L22 and "026B30D "026B30D L22 to 0
	3.5 Convergence of the flow
	3.6 A brief discussion of the case κ=1

	4 A Mabuchi-type energy for the κ-LYZ coupled flow
	4.1 A Mabuchi-type energy functional
	4.2 Convergence of the flow when M(, F)>-infty and λ< 0

	References




