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1 Introduction

Consider a database query with a number of parameters whose values can be specified by users. Query pertur-
bation analysis examines how the result of this query varies in response to changes in its parameter values (while
the database stays the same). Query perturbation analysis allows us to evaluate the sensitivity of a query’s result
to its parameters. For example, if we use queries over data to inform decisions or debates, we naturally would
like to know whether the conclusions are “brittle” with respect to particular parameter choices. Moreover, by
constructing a broader context formed by the results of a query over a large parameter space, query perturbation
analysis allows us to further explore this context, such as searching for parameter settings that lead to robust
decisions or convincing arguments.

An especially compelling application of query perturbation analysis is in computational journalism [10, 9]—
specifically, how to fact-check claims derived from structured data automatically. Indeed, this application was
what initially drew the authors of this paper to the problem of query perturbation analysis (and to coin this
term in [40, 41]), as part of a long-term collaboration among a diverse group of researchers and practitioners
from computer science, journalism, and public policy, across Duke University, University of Texas at Arlington,
Stanford University, and Google. This paper provides an overview of our research on query perturbation analysis
and its applications to journalism, and describes our collective experience and lessons learned—Iargely from the
angle of database researchers.

The connection between fact-checking and perturbation analysis may not be immediately obvious. To start,
we observe that in this age of data ubiquity, our media are saturated with claims of “facts” made from data,
by politicians, pundits, corporations, and special interest groups alike. Based on data and often quantitative
in nature, these claims have seemingly stronger credence in the eyes of the public. Indeed, we can verify their
correctness by posing corresponding queries over the underlying data and ensuring that “the numbers check out.”
However, fact-checking goes beyond verifying correctness. Many claims can be correct yet still mislead. As an
old saying goes, “if you torture the data long enough, it will confess to anything” [20]. Think of a claim—e.g.,
“adoptions went up 65 to 70 percent” when Giuliani “was the New York City mayor”'— as a query over data.

Copyright 2018 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.

Bulletin of the IEEE Computer Society Technical Committee on Data Engineering

'wuw. factcheck.org/2007/05/1levitating-numbers/

28



The data (here, historical adoption numbers) may be pristine and the form of the query (comparing adoption
numbers from two time periods) is completely innocuous. However, the choice of query parameters (comparing
1996-2001 and 1990-1995, which was not made explicit by the original claim) still controls what aspect or
subset of the data to present in the claim, and can heavily influence the query result and hence the conclusion of
the claim. Query perturbation analysis helps detect and counter such “cherry-picking” practices, because it puts
the original claim into a larger context of perturbations for scrutiny; e.g., what if we compare the numbers from
the mayor’s first and second terms? In Section 2, we show how to apply perturbation analysis to this and other
fact-checking tasks, as well as the complementary problem of finding leads from data while avoiding pitfalls.

Query perturbation analysis is perfectly suited to automation. Naively, we can evaluate the query with
each possible parameter setting independently, so computation is embarrassingly parallel. In practice, however,
brute-force solutions may not be acceptable because the number of possible query parameter settings can be
daunting even if the database itself is small in size. In Section 3, we give an overview of techniques for efficient
and scalable perturbation analysis. While there has been little prior work from the database community that
directly addresses perturbation analysis, we note that some well-studied problems can be framed as perturbation
analysis for specific forms of queries. On the other hand, even if we already understand very well how to
process a query itself, its perturbation analysis often involves new technical challenges. There is a trade-off
between the generality and efficiency of techniques for specific query forms: while we can usually do better
with algorithms highly specialized for the occasion, there is a strong motivation to develop techniques and
systems that can benefit any database queries. How to close the efficiency gap between general and specialized
techniques remains an open challenge.

Interestingly, over the course of our research, we have discovered opportunities to transfer techniques for
perturbation analysis to traditional database query processing (and back). Conceptually, we can write perturba-
tion analysis of a query template g as a complex database query, starting with a subquery that enumerates all
possible parameter settings for ¢, then “joining” it with a subquery that computes ¢ for a given parameter setting
(with parameters serving as join attributes), and finally applying some aggregation to analyze all results over the
entire parameter space. Specifically, Section 3.3 describes some results we obtained exploring this connection,
which include new optimizations for OLAP queries inspired by perturbation analysis. This pleasant surprise is
a reminder of how pursuit of novel applications could lead to new advances for classic problems.

Last but not least, we reflect on our experience working on perturbation analysis and its applications to
journalism in Section 4. We give a brief history of our collaboration with journalists, highlight a few interesting
applications we built, and discuss the broader challenges we faced when dealing with the complexity of reality.
We then conclude with an outlook for the future research on query perturbation analysis.

2 Modeling Fact-Checking and Lead-Finding

We use a couple of real-life examples to illustrate how to apply query perturbation analysis to a variety of fact-
checking and lead-finding tasks. We shall focus on modeling these tasks conceptually for now, and leave the
discussion of how to solve them efficiently to Section 3. Our first example is from the domain of US politics.

Example 1 (high correlation claims about voting records): Evan Bayh, a Democrat from Indiana, ran for
the US Senate in 2016. An ad aired during the 2016 elections attacked his records while serving in the Senate
earlier, for voting with President Obama 96% of the time.> Here, the apparently high agreement percentage was
used to invoke the impression that Bayh was hyperpartisan and a blind supporter of Obama.

Ignoring a number of details for now, let us assume that we already have in our database the history of how
each senator voted with Obama over time. Then, we can model the above claim as a SQL aggregation query
about Bayh’s history in particular. The query is parameterized by the time interval of comparison, although the

*www.youtube . com/watch?v=vXEM6419yfM
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Figure 1: Visualization of how US senators voted with President Obama in 2009, generated by congress.
uclaimicheck.org. Blue bars represent Democrats; red bars represent Republicans; two brass bars represent
independents. The bar representing Evan Bayh is additionally outlined in orange. Data on votes in the Congress
were from GovTrack.us, and data on the President’s positions on these votes were from the Congressional Quarterly.

claim does not specify it. Such ambiguity is prevalent in political claims, and is often the very first challenge that
fact-checkers must address, oftentimes with little to no help from those who made the claims. With perturbation
analysis, however, we can “reverse-engineer’” the query by searching for parameter settings that result in the
claim’s conclusion. In this example, we would look for plausible time intervals over which the aggregation query
happens to return 96% (or something close).

As it turns out, the missing time interval in this query is the year 2010, the last year when Evan served
in the Senate. The number 96% “checks out.” However, as motivated in Section 1, a correct claim can still
mislead. First, if we perturb the time interval slightly, to the year before, Bayh would have agreed with Obama
only 77% of the time. Considering 2009-2010 would have resulted in 85%, still nowhere as impressive as 96%.
In other words, perturbation analysis can reveal when a claim is not robust, i.e., even small parameter changes
can weaken its conclusion significantly.

We can additionally or alternatively parameterize the same query by the senator we are comparing with
Obama. Perturbation in this dimension allows us to see where Bayh stands in a larger context of all senators.
Figure 1 (a screenshot from a website we built for the 2016 US elections) visualizes the result of this analysis.
We see that in 2009, Bayh was in fact the Democrat who agreed least with Obama, and even less than three
Republicans. For a Democrat, 77% agreement with Obama was really low, and 96% was not that unusual. In
other words, perturbation analysis can reveal when a claim is not unique, i.e., it is easy to make similar claims
for many other entities besides the one being highlighted. |

Claims like the one above have been used repeatedly in political campaigns over the years, by both sides of the
political aisle, for both support and attack. For instance, in [40], we used an example from the 2010 elections
where an ad supporting Jim Marshall, a Democratic incumbent from Georgia, claimed that he “voted the same as
Republican leaders 65 percent of the time.” This ad was actually in response to an earlier ad attacking Marshall
for voting with Nancy Pelosi (a notable Democrat who was the Speaker of the House at that time) “almost 90
percent of the time.”

We should note that, by our observation, human fact-checkers do intuitively perform perturbation analysis,
albeit manually (and perhaps instinctively rather than explicitly)—they often put a given claim in a larger context
to probe its weaknesses and look for counterarguments. In this sense, perturbation analysis is a natural formal-
ization of human intuition into a computational framework. This formalization brings a number of important
new benefits, however. First, we can now elucidate and quantify various intuitive measures of claim quality, such
as robustness and uniqueness motivated in Example 1. Second, we can formulate a variety of fact-checking tasks
as computational problems. We have already mentioned in Example 1 the task of reverse-engineering claims to
remove ambiguity. Another example is the task of finding counterarguments to claims. Intuitively, for a claim
that is not robust, effective counterarguments would be small parameter changes that significantly weaken the
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original claim’s conclusion; for a claim that is not unique, an effective counterargument would be a collection of
perturbations with similar or stronger conclusions in order to show that the original claim is not special. These
tasks can be formulated as search or summarization problems in the space of perturbations. For more details
about our framework, see [40, 41].

It is also natural to turn the problem of fact-checking around, and ask how we can find high-quality “leads”
from data—claims that are not only interesting, but also robust and unique so they are not easily countered. To
illustrate, we use an example about a lighter subject, sports journalism.?

Example 2 (one-of-the-few claims in sports): Sports reporting and commentaries are often inundated with
claims involving statistics that supposedly show how impressive a player or performance is. (For a good laugh,
listen to the late Frank Deford’s opinion on the NPR’s Morning Edition.*) Consider; for example, the claim that
“only 10 players in the NBA history had more points, more rebounds, and more assists per game than Sam Lacey
in their career” [43]. Sam Lacey was indeed a great basketball player, but most fans probably would not rank
him among the most legendary players as the impressive-sounding “only 10” part of the claim would suggest.

Using perturbation analysis, we can model this claim as a counting query, parameterized by the player,
which tallies the number of players who dominate the given players on all three attributes: points, rebounds,
and assists per game. By perturbing the player of interest and checking whether the resulting count is 10 or less,
we get to see for how many other players we can make the same or even stronger claims. For this example, it
turns out that we do so for more than a hundred players, so the original claim about Sam Lacey is not unique.

Thus, to find unique claims, we would consider all possible parameter settings (players) as candidates.
Given a candidate player o, suppose the count of players dominating o is k. To decide whether o is unique, we
would count T, the number of parameter settings that result in the same or stronger claims, i.e., the number of
players dominated by k or fewer other players. If T is small, then o is unique. In other words, instead of testing
k, which is an unreliable indicator of a claim’s interestingness, we test T, which measures uniqueness under the
perturbation analysis framework.

Interestingly, the uniqueness measure naturally penalizes claims of this form for comparing too many at-
tributes. As dimensionality grows, dominance in all attributes becomes increasingly rare among players, so it
becomes easier to make claims with impressively low dominance count k. But at the same time, T would grow,
so checking T naturally protects us from making misleading claims that are not unique. |

We have done a more in-depth study of how to mine these so-called “one-of-the-few” claims from data in [39].
This earlier work was not presented in the perturbation analysis framework, but the connection, especially to the
uniqueness measure of claim quality, should be obvious. This work also allowed claims to compare different
subsets of attributes. Although SQL queries traditionally would not consider the attributes they reference as
“parameters,” we can view changes to the referenced attributes as a general form of query perturbation, and our
framework can be extended to accommodate perturbations in not only parameter values but also query forms.

So far, our description of query perturbation analysis has been mostly informal. Before proceeding to the
discussion on computational techniques in the next section, we first lay out some formal definitions.

Definition 1 (Query Perturbation Analysis [37]): Consider a (fixed) database instance D, and a parameter-
ized query template q over D with parameter settings drawn from a parameter space P. Let q(p) denote the
result of evaluating q with parameter setting p € P (over D; omitted for brevity). Let R = {(p,q(p)) | p € P}
denote the collection of results (perturbations) obtained by evaluating q for all possible parameter settings. A

3For an even lighter subject (though less related to journalism), we demonstrated at SIGMOD 2014 a system called iCheck that made
interesting claims about the publication records of database researchers [43] (it also covered other less frivolous domains, of course).
For example, iCheck found that one author of this paper had a great year of publications in SIGMOD, VLDB, and ICDE—only 8 other
researchers had ever managed to publish as much as (or more than) him in one year in every one of these three venues. Then, iCheck
turned around and noted that the same claim could be made for 89 other researchers (i.e., each of them also had a great year with
publication records matched or dominated by no more than 8 others)!

*www.npr.org/templates/story/story.php?storyld=98016313
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query perturbation analysis problem is specified by a 4-tuple (D, P, q, x), where x is a post-processing function
that computes from R the final answer set for the analysis. |

As an example, we formalize the fact-checking task of evaluating claim robustness as follows. Let py denote
the parameter setting used by the claim we would like to check. To spell out , we need two helper functions:

e The parameter sensibility function SP(p, po), where p € P, measures how “sensible” a perturbed param-
eter setting is with respect to the original. Not all perturbations are equally useful to investigation: we
would only assign non-zero sensibility to perturbations that are relevant to the context of the claim, and
we assign higher sensibilities to those that are more “natural” (e.g., using ‘2 years” in a statement is more
natural than “22 months”).

e The result strength function SR(q(p), q(po)) measures how much the result of the perturbation deviates
from the original. A negative SR(¢(p), ¢(po)) means the perturbation weakens the original claim.

Then, we can assess the robustness of the claim using X (R) = 3=, ;(»)ex SP(P; po)-(min{0, SR(q(p), q(po))})>.
One way of interpreting this definition is to picture yourself as a “random fact-checker,” who randomly perturbs
the parameter setting according to sensibility—higher SP(p, pp) means p is more likely to be chosen. Here,
X(R) computes the mean squared deviation from the original claim (considering only perturbations that weaken
it) as observed by the random fact-checker—a high y(R) means the claim is not robust.

As another example, consider a lead-finding task: mining one-of-the-few claims with high uniqueness (re-
call Example 2). We can generally define the uniqueness of a claim with parameter setting py by computing
|—113| > pep L(SR(q(p), q(po)) < 0), i.e., the fraction of parameter settings for which the claim would be weaker
than that for pg. In this case, P is the set of objects of interest, ¢(p) computes the number of objects dominating
p € P on the given set of attributes for comparison, and SR(¢(p), ¢(po)) = q(po) — q(p). Hence, to find claims
with uniqueness at least 1 — 5, we use X(R) = A{(P,a) | 7> 3 qnex La®) < alp))}-

We refer interested readers to [41] for more details as well as examples of formulating other fact-checking
and lead-finding tasks in this framework. Besides the problems above, one notable practical issue, when finding
counterarguments and mining leads, is that there may be too many candidate perturbations to return. One could
simply return those that score the highest by some quality measure, but they may be too similar to each other, and
some may be outliers and not representative of their neighboring perturbations. Therefore, in [42], we studied
the problem of how to choose a small, diverse set of high-quality representatives from the space of perturbations.
In general, much research is still needed on effectively analyzing and summarizing the context provided by the
space of perturbations, which can require more complex post-processing functions than database queries.

3 Computational Techniques for Perturbation Analysis

A naive way of performing perturbation analysis is to first generate R by computing ¢(p) for each possible
parameter setting p € P, and then evaluate x(R). As mentioned in Section 1, this method is not feasible if P is
large, especially when it involves multiple dimensions. In this section, we overview some techniques for more
efficient perturbation analysis.

3.1 Query-Specific Methods

Interestingly, a number of well-studied problems in databases can be cast as specific query perturbation analysis
tasks, so for these tasks, we can apply known techniques. For example, consider frequent itemset mining [6].
Let query template ¢, parameterized by an itemset 7', count the number of transactions that contain all items in
T. Then, finding all frequent itemsets is equivalent to the perturbation analysis task of selecting all parameter
settings 7" for which ¢(7T") is above a threshold. For another example, recall Example 2 but consider instead
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the simpler lead-finding task of identifying all players who are dominated by no more than & players. If we
represent each player as a point in a space whose dimensions are the attributes being compared, then this task
essentially amounts to computing the k-skyband [27] (a concept that generalizes skyline [7]) for a set of points
in a high-dimensional space.

Much of perturbation analysis is not covered by existing work, however. For example, to find truly robust
and unique claims, we often introduce criteria in the post-processing function Y that require different algorithms
or adaptations of techniques from existing work. For instance, as motivated in Example 2, claims about players
with low dominance counts are not necessarily interesting; rather, we should look for unique claims—ones that
cannot be made for too many players. Hence, the problem shifts from that of computing the k-skyband for a
given k, to that of computing the k-skyband for the maximum k such that the k-skyband still contains no more
than 7 points. Techniques for this new problem setting had to be developed [39].

We observe that practical applications of perturbation analysis often add some element of optimization in
the post-processing function . Even if efficient evaluation of query template ¢ has been thoroughly studied, the
combination of g and an “optimizing” x leads to interesting new problems, as the following example illustrates.

Example 3 (vote correlation claims and convex hulls; adapted from [41]): Recall Example 1. Suppose we
want to refute the claim about Bayh agreeing too much with Obama with a counterargument showing that the
claim is not robust. We can search for this counterargument with an “optimizing” x. Specifically, consider
perturbing the time interval being compared by the claim. We would like to find the interval that minimizes the
percentage agreement, subject to some constraints such as length and scope (we omit the details here).

Putting aside x for the moment, the query template

q in this C(:lse is simply range aggregation. The stan- *
dard technique of prefix sums allows us to answer q for 5 <
[
any query interval in constant time: by precomputing 3 " PP *o000
and remembering the running count of agreements over ¢ eCo“e *
. . \
time, we can find the number of agreements over any in- & e¢“° candidate points must be
[0}
terval by taking the difference between the values of the & aof B o convex fudl
X . . Rk TS of the points in range
running count at the two interval endpoints. As Figure 2 ¥ . /
shows, if we plot the running count over time, the per- *
. .. ~— t #
centage agreement over an interval is simply the slope starting point  relevant range of ending points vole sequence
of the line connecting the two endpoints. Figure 2: Minimizing percentage agreement by consid-

However, solving the constrained optimization prob- €ring the convex hull of points formed by the running
lem efficiently requires some new insights. Instead of ¢°untof agreements over time.
considering all intervals, our technique in [41] aims at
quickly finding the optimal interval among those with the same starting point (without explicitly examining all
such intervals), and then choosing the best among all possible starting points. Given a starting point, we can
determine the relevant range of ending points (as dictated by any given constraints). The key to speeding up the
search for the optimal ending point in this range is a geometric intuition illustrated in Figure 2: any candidate
must be part of the lower convex hull of the points in the range; there is no need to search the other points. Thus,
the problem reduces to indexing for range convex hull queries (see [41] for details). [

There are many other examples where considering perturbation analysis for well-studied query types breathes
new life into old problems. While it is both interesting and useful to develop highly specialized solutions for
specific query templates, they require a lot of human expertise and effort. We may not have such a luxury when
so many queries and application domains could benefit from perturbation analysis. Thus, it is also important to
devise more generic methods—which we discuss next.

33



3.2 Generic Methods

Generic methods aimed at speeding up the computation of R include parallelization (i.e., evaluating all pertur-
bations in parallel); grouping (i.e., evaluating some perturbations together efficiently as a group); and memo-
ization (i.e., caching the result of a piece of computation and reusing it later). The classic database problem of
MQO (multiple-query optimization [29]) is closely related, although it traditionally targets very different query
workloads. Perturbation analysis typically involves far more queries than MQO, but all of them have the same
form and differ only in their parameter settings; MQO makes no such assumption and hence focuses more on
finding common subqueries to share processing. Another key difference is that perturbation analysis has a post-
processing function , which opens up the possibility of “pushing down” selection criteria from y down into the
computation of R. These additional selection criteria in turn enable more pruning (i.e., using cached results for
one set of inputs to help discard unpromising parameter settings without full evaluation). We illustrate the use
of memoization and pruning with a simple example below.

Example 4 (memoization and pruning for finding one-of-the-few claims; adapted from [37]): Recall Exam-
ple 2. Suppose our task now is to find all claims of the form “player A’s performance in stats X and Y during
season S'is dominated no more than 10 times.” A baseline approach would be to process one player-season pair
at a time, looking up the performance record (say (x,vy)), counting the number of records dominating (x,y),
and then checking whether this count is no more than 10. With memoization, we remember the outcome of this
check together with the input—importantly, (x,y), instead of the player-season pair. Later, if we encounter an-
other player-season pair that happens to yield the same (z,vy), we can reuse the result of the check. How often
does this simple memoization method help? The answer depends on how many distinct (x,y) pairs there are
versus player-season pairs. If the number of players is large while stats have relatively smaller active domains,
memoization can produce great savings—more than 90% reduction in the number of counting queries for some
practical scenarios tested in [37].

We can further improve the above approach with pruning. Once we find that a performance record (x,y)
has a dominance count of ¢, we remember (x,y,c). Upon encountering a previously unseen record (z',y/),
instead of immediately computing its dominance count, we first check the entries we remembered to see if we
find some entry (z*,y*, ¢*) where (z*,y*) dominates (x',y') and ¢* > k. If yes, then we know, by transitivity
of dominance, that (x',y") must have a dominance count greater than k and therefore can be discarded without
further processing. |

Note that even after applying memoization and pruning, as in the example above, the resulting procedure still
may not be as efficient as a specialized method, e.g., a handcrafted k-skyband algorithm. However, the advan-
tages of generic methods are their broader applicability and the possibility for automatic optimization, which
significantly reduces development costs. How to close the efficiency gap between the general and specialized
solutions is an ongoing challenge, which requires continuing to develop not only new generic methods but also
better automatic optimization—a topic that we will come back to in Section 3.4.

One issue that we glossed over in Example 4 is how to come up with the pruning logic in the first place. If
we must specify this logic by hand for every perturbation analysis task, some appeal of the generality of pruning
would be lost. Fortunately, as we shall see in Section 3.3, sometimes we can derive the pruning logic automat-
ically from a specification of the perturbation analysis task (e.g., for Example 4). However, for more complex
pruning opportunities (see [37] for examples), identifying them automatically remains an open challenge.

Another suite of generic methods for perturbation analysis aim at exploiting properties of the post-processing
function x that commonly arise in applications. First, for many fact-checking and lead-finding tasks, x uses a
parameter sensibility function SP (introduced at the end of Section 2), which intuitively weighs some perturba-
tions more than others. Instead of considering perturbations in some arbitrary order, a good heuristic would be
to consider them in the decreasing order of sensibility, and stop when we are sure that remaining perturbations
will no longer contribute to the answer because of low sensibility. Second, consider the case where y involves
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searching for the “best” parameter settings within a region of the parameter space defined by constraints. While
optimization over the entire region may seem complex, sometimes we can divide the region into “zones” within
which we know how to solve the optimization problem more efficiently (e.g., as in Example 3). In [40, 41], we
developed various “meta” algorithms implementing these high-level generic methods, with pluggable low-level
building blocks that can be customized for the occasion.

An exciting direction that we have been pursuing recently is the use of approximation methods for perturba-
tion analysis. Approximation is effective for taming computational complexity when aggregating or optimizing
over a huge, high-dimensional parameter space, and in most practical scenarios, we can tolerate some errors.
The most straightforward method would be uniform random sampling, but alternative methods often work bet-
ter in our context: e.g., importance sampling [32] based on the parameter sensibility function SP, and coreset
sampling [4] for certain types of post-processing functions. We also borrow a number of ideas from machine
learning. Acquiring each sample involves a potentially expensive query, but we can learn a model predicting
the contribution of a parameter setting to the result of the analysis. This learned model can be used to inform
sampling design, and techniques from active learning [30] and quantification learning [15] are also applicable.
We hope to make our results on this front available soon.

3.3 Connections to Traditional Query Processing

As mentioned in Section 1, we can think of the perturbation analysis of a query template ¢ as a complex query,
with one part enumerating all possible parameter settings and the rest computing ¢ for each parameter setting.
If the post-processing function x is not too complicated, it may be expressed as additional aggregation and/or
selection. For instance, the two examples at the beginning of Section 3.1, mining frequent itemsets and finding
k-skyband, can be written in SQL as follows (for simplicity, consider only 2-itemsets and 2-d skyband):

—— Basket(bid, item) stores one item per row —— Object(id, x,y) stores one object per row

SELECT il.item, i2.item SELECT L.id, COUNT(*)

FROM Basket il, Basket i2 FROM Object L, Object R

WHERE il1.bid = i2.bid WHERE L.x<=R.x AND L.y<=R.y AND (L.x<R.x OR L.y<R.y)
GROUP BY il.item, i2.item GROUP BY L.id

HAVING COUNT(*) >= s; HAVING COUNT(*) <= k;

These queries are both joins followed by grouping and further selection based on group sizes, which are exam-
ples of so-called iceberg queries [13] in OLAP. There has been plenty of work on computing frequent itemsets,
skybands, and iceberg queries. Interestingly, their techniques have been developed largely disjointly: the tech-
niques for the first two problems are quite specific, while work on iceberg queries does not typically address the
joins that happen before grouping and aggregation. Perturbation analysis offers us an opportunity to reexamine
these traditional query processing problems in a single framework.

A natural idea to try is applying the generic methods for perturbation analysis to iceberg query processing,
which we did in [36]. To apply memoization and pruning, we devise a physical join operator called NLJP, or
nested-loop join with pruning. NLJP operates as a nested loop, evaluating its inner(-loop) query with the join
attribute values of each tuple produced by its outer(-loop) query. NLJP caches the results of the inner query
by its input join attribute values, and for each new tuple from the outer query, evaluates a pruning predicate to
determine whether it can safely skip the inner query evaluation. The cache also enables memoization.

Another style of pruning, which generalizes the A-priori technique for frequent itemset mining, works by
first applying the HAVING constraint to an input table before it is joined. For example, for the query computing
frequent 2-itemset above, we can replace each instance of Basket by

(SELECT * FROM Basket WHERE item IN
(SELECT item FROM Basket GROUP BY item HAVING COUNT(*) >= s))
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and drastically reduce work in subsequent processing. This optimization can be achieved by query rewriting.

The key technical challenge we tackled in [36] is how to identify and apply memoization and pruning
techniques automatically, without relying on any manual hints. To this end, we have developed formal conditions
for the applicability of these techniques. Interestingly, both NLJP- and A-priori-style pruning are underlined by
query monotonicity properties, where we can infer useful relationships between query results when input tables
have containment relationships. We analyze SQL queries with the knowledge of the database constraints to
detect optimization opportunities. To apply them, we rewrite the query and/or insert NLJP operators into the
query plan. Notably, we can deduce pruning predicates used by NLJP automatically, for query conditions
involving linear equalities and inequalities, using quantifier and variable elimination methods [21].

Our implementation in PostgreSQL [1] shows substantial performance improvements over existing database
systems for complex iceberg queries [36]—a nice example of how insights from perturbation analysis help
with classic query processing. Beyond [36], we are actively applying the approximation methods discussed in
Section 3.2 to query processing, to reduce the cost of evaluating expensive subqueries or user-defined predicates.

What makes the connection between perturbation analysis and traditional query processing doubly exciting
is that it has also led to new breakthroughs for perturbation analysis. With the techniques developed in [36], we
can automatically identify and apply memoization and pruning techniques for a fairly broad class of perturbation
analysis tasks expressible as SQL iceberg queries. Another interesting follow-up problem is how to apply A-
priori-style pruning techniques to perturbation analysis, especially when we generalize perturbations to not
only parameter values but also query forms—this pruning style is particularly powerful across changes to the
“dimensions” involved in the query.

3.4 System Support

We have built a system called Perada [37] to support perturbation analysis of SQL queries. We want this system
to be general (supporting any query template expressed in SQL), scalable (capable of processing a large number
of perturbations for time-sensitive fact-checking and lead-finding tasks), and easy to use (allowing developers to
code new analyses quickly, without burdening them with low-level implementation and tuning). As mentioned
earlier, a key challenge we face is the trade-off between generality and efficiency. The approach we have taken
with Perada is to support a suite of generic methods including parallelization, grouping, memoization, and
pruning, as discussed in Section 3.2, but rely on developers to specify how to apply these methods to the task
at hand through a flexible, high-level API. Perada takes care of parallelization and hides the complexity of
concurrency and failures from developers.

Another important feature of Perada is automatic tuning. While Perada relies on developers to specify
parallelization, memoization, and pruning opportunities, it automatically makes various tuning decisions critical
to performance: e.g., whether the benefit of memoization and pruning outweighs their overhead, or how to strike
the balance between parallelism and serialism (the latter enables memoization and pruning). These decisions
are difficult for developers to make, as the various methods interact with each other in subtle ways, and their
effectiveness generally depends on factors such as data characteristics. We use an example to illustrate this point.

Example 5 (factors influencing pruning effectiveness; adapted from [37]): Consider the pruning method in
Example 4 for finding one-of-the-few claims. We apply it to a dataset about the Major League Baseball that
records player performances in each season in terms of more than twenty stats. First, suppose we are interested
in three stats: hits, home runs, and stolen bases, and the dominance count threshold for reporting a claim is
k < 50. Figure 3 (ignore the dashed line plot for now) shows the pruning rate over the course of examining all
player-season pairs sequentially in random order. We see that the pruning rate picks up rapidly at the beginning
of execution, and converges to a very high percentage. Intuitively, as we see more perturbations, we build up a
better picture of the “decision boundary” separating perturbations inside and outside the answer set, eventually
allowing us to prune most perturbations lying on one side of the decision boundary.
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Now consider the same analysis on the same dataset with the same pruning method, but with k = 5000 and
another three stats of interest: hits allowed, strike-
outs, and earned run average. The pruning rate over
time for this case is plotted (with dashes) in Figure 3
for comparison. We see the pruning rate here picks
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anti-correlated. Together, these factors lead to a more Completion percentage
complex decision boundary that requires more sam- Figure 3: (Adapted from [37].) Pruning rate over the
ples to acquire, as well as a much lower percentage course of serially executing the analysis in Example 5, for
of perturbations that can be pruned. different thresholds of & and different stats of interest.
This difference in the pruning rates suggests that the parallel implementations of the two cases above need
to be tuned differently to achieve their best performance. When we parallelize the analysis using multiple
workers each responsible for a subset of the parameter space, workers can exchange locally cached information
to help improve each other’s pruning rate. However, some exchanges incur overhead, and their benefits to
pruning generally diminish over time, and at different speeds for different workloads. Therefore, workers should
exchange information more often early during the execution, and less as time progresses. Furthermore, workers
in the first case above can stop exchanging information earlier than in the second case. |

Thus, when applying parallelization, memoization, and pruning, Perada automatically tunes their perfor-
mance through run-time observation, learning, and adaptation. To be more specific, Perada divides the param-
eter space of the perturbation analysis into units, and processes them in parallel on a cluster of workers (using
Spark [14]). Perada provides both a global key/value cache (using Redis [22]) for memoization, and a SQL
cache at each worker (using SQLite [2]) for pruning, which typically involves more complex queries against the
cache. Information exchange through the global key/value cache is immediate, but the contents of all local SQL
caches are synchronized only at the end of each execution “epoch,” to keep the overhead low. Behind the scene,
Perada dynamically and adaptively controls the timing of epochs as well as what combination of optimizations
to apply in each epoch. For additional details about Perada, see [37].

From our experience and experiments with real-life applications of perturbation analysis, Perada signif-
icantly simplifies development efforts for ad hoc analysis, and delivers vastly better performance than other
general solutions based on existing systems. One quibble is that Perada is still not fully declarative; for example,
developers have to spell out the pruning logic. As discussed in Section 3.3, we are able to derive pruning logic
automatically for some forms of perturbation analysis tasks, but in general, much research is still needed in
automatic optimization of declarative analysis.

4 Reflection and Outlook

This paper presents our recent research on query perturbation analysis. We have focused on its applications in
fact-checking and lead-finding, and offered an overview of its computational techniques and its connection to
traditional query processing. Looking back at our journey, we realize how incredibly lucky we were—we had
the chance to collaborate with visionary colleagues in journalism and public policy to work on the important and
timely problem of fact-checking, yet, at the same time, the insights and techniques we developed for the problem
contribute back to core computer science. Finding new solutions to well-studied, classic database problems, as
discussed in Section 3.3, came as a pleasant surprise. Perhaps even more amazing is the experience that we
are able to explain the results in our SIGMOD, VLDB, and KDD papers to non-technical friends at parties or
strangers on commute, and have them genuinely interested in this research.
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In the following, we give a brief chronology of our journey, discuss the broader challenges we faced when
building real-world applications, and offer our outlook on the future research in query perturbation analysis.

Project History and Practical Deployments One author of this paper, Yang, was introduced to computational
journalism more than ten years ago by James T. Hamilton, a public policy colleague at Duke at the time (now
director of the journalism program at Stanford). However, concrete ideas for connecting computational journal-
ism to database research took time to develop, partly because of the overwhelming number of possibilities—
computational journalism is so broad that virtually every field of computing can help in various ways. In 2009,
Hamilton co-organized a summer workshop on computational journalism at the Center for Advanced Study in
the Behavioral Sciences at Stanford, and invited Yang and Sarah Cohen, a seasoned investigative reporter who
joined Duke faculty from the Washington Post. This workshop deserves much credit in developing the field; it
also helped Yang and Cohen find a focus on data-driven investigative reporting. In parallel, two other authors of
this paper, Li and Yu, had begun working on mining interesting facts from data in domains such as sports and
weather. A discussion between Yang and Li in the summer of 2010, when both were visiting HP Labs, brought
the group together, and identified the connection between fact-checking and lead-finding, as well as the pitfalls
of correct but uninteresting or even misleading claims. The group co-authored a vision paper [10] in CIDR 2011,
in which one could see initial ideas about perturbation analysis starting to take shape.

The project then took off with a diverse research team. Agarwal, an algorithms researcher specializing
in computational geometry, added the geometric insights and algorithmic rigor to perturbation analysis. The
first PhD student to work on perturbation analysis, You, was co-advised by Yang and Agarwal and focused
primarily on the modeling and algorithmic aspects; after graduation, You continued to work on projects related
to fact-checking in Cong’s group at Google Research. Walenz will be the second PhD student to graduate with
a dissertation on perturbation analysis, focusing on system support, practical applications, and most recently,
exploring its connection with traditional database query processing together with Roy, a database researcher
specializing in theory. Bill Adair, a journalist and fact-checker who founded PolitiFact, joined the Duke faculty
in 2013, and has kept the project solidly grounded in its practical fact-checking applications. In retrospect, we
recognize that the luck we had was only possible with patience and persistence, as well as a team of collaborators
with diverse and complementary backgrounds but the same commitment to practical impact.

Over the years, we have developed a number of applications of perturbation analysis, and worked with real
data, real users, as well as journalists and professional fact-checkers. As mentioned earlier, the iCheck system,
demonstrated at SIGMOD 2014 [43], found and checked claims about player performances in professional base-
ball, publication records of database researchers, and voting records of the US Congress. FactWatcher, demon-
strated at VLDB 2014 [17], found and monitored claims about professional basketball and weather. For the 2016
US elections, we built a website congress.uclaimicheck.org. It analyzed the congressional voting records from
January 2009 to September 2016, and let visitors compare how legislators voted with party majorities and the
President, and more importantly, explore how the comparison stacked up under different contexts using pertur-
bation analysis—over time, among groups of peers, and for “key votes” identified by lobbying organizations. It
was demonstrated at the 2016 Computational+Journalism Symposium [35] and released to the public in Septem-
ber 2016. Finally, we have been working with Duke Athletics on a system for finding interesting “factlets” about
each Duke men’s basketball game. It runs after each game, and uses perturbation analysis to produce a variety
of factlets about player performances in that game within minutes. As of May 2017, these factlets have become
a part of the official Duke men’s basketball stats website, available for fans to explore and share on social media.

Challenges in Computational Fact-Checking It has been a humbling experience for us to see the wide gamut
of knowledge, skills, and efforts required of journalists in the practical applications that we have worked on.
Computational fact-checking poses a broad spectrum of challenges; query perturbation analysis is but one piece
of the puzzle. We noticed that when discussing our work with other computer scientists, the first reaction we got
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of the form “are you working on X referred to a wide range of X’s. Natural language processing is one of the
most often mentioned. Indeed, we need it to map a natural language claim to a query template g. Nonetheless, as
seen in Section 2, perturbation analysis can help disambiguate claims; it would be interesting to further explore
the idea of using data contents to help understand natural language claims based on them.

Source discovery, data extraction, data integration, and data cleaning remain very labor-intensive tasks. As
an example from our experience, even in the case of high-quality congressional voting records, it was a pain
collecting and linking other related data, such as key votes published by lobbying organizations. References
are often incomplete or ambiguous—especially when many roll calls are associated with the same bill—and
worse, occasionally contain typos. Some of them could only be resolved by human experts. While automated
data extraction and cleaning techniques have come a long way, attaining the level of accuracy required for fact-
checking specific domains without a lot of data—TIet alone expert-labeled data—remains a challenge in practice.
One specific problem that we have been working on recently is how to focus cleaning efforts on subsets of
data that matter the most to given fact-checking tasks [31]. Given the complexity of real-life data, we are also
interested in developing methods for annotating data that can alert us to potential misuses or misinterpretation.

All of the above challenges—and fact-checking in general—require deep domain knowledge. Consider
again Example 1. Without domain knowledge, it is not even clear what “voting with President Obama’ means—
because US Presidents do not vote—and where we can find Presidential positions on congressional votes. *“Vot-
ing with democratic majority” is even trickier: the “non-voting” members of the House (e.g., those from Wash-
ington D.C. or Guam) do cast votes, but rules about when they get to vote and when their votes get counted kept
changing over time depending on which party controlled the House. The few such votes probably never swayed
the democratic majority, but just knowing we might be able to ignore this issue also requires domain knowledge.
How to capture and utilize such knowledge computationally remains an open challenge.

We have also come to learn how the presentation of claims and fact-checks is critically important to the
audience. To illustrate, we do not need to go to examples where perception is influenced by ideologies and
personal worldviews; just consider two neutral factlets mined from Duke men’s basketball games: 1) “He was
one of the only ten players who had at least x points and at least y rebounds in a game in Duke history.” 2) “He
was one of the only ten players who had at least 3 rebounds in a game in Duke history.” Logically, (2) is stronger.
From (2) we can simply tack on the number of rebounds he made in that game, no matter how low it is, and
obtain a valid factlet in the form of (1). Furthermore, it is much easier to make a factlet like (1) than (2), because
it is less likely for points in higher dimensions to form dominance relations; in other words, (2) would have
higher uniqueness than (1). Yet, despite this rational analysis, we found that, anecdotally, the majority of users
thought (1) sounded more impressive. This simple example illustrates how no amount of modeling can replace
real-world testing, and hints at the challenges of using fact-checking to correct human misperceptions.

Computational fact-checking raises many more challenges. For example, there are also the problems of
how to find claims to check in the first place, which we worked on extensively [16, 18], how to deliver fact-
checks to the public in a timely manner, which we are starting to research on [3], as well as how to effectively
support the collaboration of fact-checkers, journalists, and citizens alike. Last but not least, there is “fake
news.” Our collaboration with fact-checkers began long before “fake news” rose to prominence in research
circles following the 2016 US elections. While we had been busy fighting misleading (but still factually correct)
claims, sadly, downright blatant lies were starting to have a field day. Combating such lies requires a different
suite of techniques, ranging from source credibility, media forensics, and social network analysis. While it is
impossible to give a comprehensive survey on computational fact-checking here, we hope that this discussion,
however cursory, will be useful to those considering to work on computational fact-checking and combating
misinformation and disinformation in general.

Open Problems in Perturbation Analysis Query perturbation analysis is still a young research direction
in databases. We have mentioned a number of open problems throughout this paper. First, there is a wealth
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of query templates worthy of consideration. Just pick your favorite lie that levitates numbers—and there are
plenty of them out there in media (and research papers!)—and you have a candidate for applying perturbation
analysis. Such investigations can be useful and interesting in their own right, and more importantly, they help
us discover new ways of assessing claims and countering them, as well as new computational methods, which
in turn help us generalize the query perturbation framework and optimization techniques. Second, much work
is still needed in supporting fully declarative perturbation analysis and in closing the gap between general and
specific solutions. Ideally, we would like to integrate into a database system a comprehensive suite of processing
and automatic optimization techniques that provide a level of support for perturbation analysis comparable to
that for traditional SQL queries. Directions we are pursuing currently include generic approximation methods,
as well as query analysis and rewrite techniques for exploiting more sophisticated pruning opportunities.

This paper has discussed the connection between perturbation analysis and traditional query processing, but
there are also connections to many other active areas of database research. For example, a large body of work
on uncertain data management [11, 5] considers the effect of data perturbations on query results. Our study
of query parameter perturbations can be seen as a conceptual counterpoint—while uncertain databases consider
one query over many database instances (possible worlds), we are also interested in many queries (perturbed
versions of each other) over one database instance. There has also been much work on lineage and provenance
(surveyed in [8]), and more recently, causality [23, 24, 25, 26]. This line of work also studies how data contribute
to query results; depending on how contribution is defined, some problems may be analogous or related to the
analysis of query parameter perturbations. Recent work on query by output [34] and view synthesis [28] can
be seen as types of perturbation analysis, where we search for queries with desired properties. Also similar in
spirit are [33, 19, 38], though their search spaces and goals are different. Finally, differential privacy [12] has
an element of understanding sensitivity as well—how an individual data perturbation can affect query results in
the worst case. It would be very interesting to further explore potentially deep connections among various types
of perturbations of data, parameters, and query forms.

Conclusion The biggest takeaway point about query perturbation analysis can be perhaps summarized by a
phrase from the title of You’s dissertation—it is a change of perspective “from answering questions to question-
ing answers and raising good questions,” and this change not only introduces new database research challenges
but also brings new insights into well-studied problems. Perturbation analysis was initially motivated by fact-
checking, and we continue to collaborate closely with fact-checkers and journalists to push the boundaries of
computational fact-checking. Speaking from our experience, working as an interdisciplinary team to tackle
problems of societal importance can be both practically fulfilling and intellectually stimulating.
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