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Abstract— This paper describes a new physical side channel,
i.e., the backscattering side channel, created by transmitting a
signal toward the integrated circuits (ICs), where the internal
impedance changes caused by on-chip switching activity modulate
the signal that is backscattered (reflected) from the IC. To demon-
strate how this new side channel can be used to detect small
changes in circuit impedances, we propose a new method for
nondestructively detecting hardware Trojans (HTs) from outside
the chip. We experimentally confirm, using measurements on one
physical instance for training and nine other physical instances
for testing, that the new side channel, when combined with an HT
detection method, allows detection of a dormant HT in 100% of
the HT-afflicted measurements for a number of different HTs
while producing no false positives in HT-free measurements.
Furthermore, additional experiments are conducted to compare
the backscattering-based detection to one that uses the tradi-
tional EM-emanation-based side channel. These results show that
backscattering-based detection outperforms the EM side channel,
confirm that dormant HTs are much more difficult for detection
than HTs that have been activated, and show how detection is
affected by changing the HT’s size and physical location on the
IC.

Index Terms— Backscattering side channel, hardware security,
hardware Trojan (HT), hardware trust, Trojan detection.

I. INTRODUCTION

INTEGRATED circuits (ICs) have become an integral aspect
of our lives, by controlling most of the electronic devices

ranging from cellphones and washing machines to airplanes
and rockets. Thus, the problem of ensuring authenticity and
trust for ICs is already critically important, especially for
sensitive fields such as military, finance, and governmental
infrastructure, and is gaining in importance as an increasing
number of things become smart and connected into the Internet
of Things (IoT). However, cost and time-to-market consider-
ations have led IC vendors to outsource some steps, and in
most cases many steps, in the IC supply chain. The sheer
number and diversity of entities involved in modern IC supply
chain, each with its own set of potentially malicious actors that
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can insert malicious modifications, referred to as hardware
Trojan (HT), in the IC [1], makes it difficult to trust the
resulting ICs, especially when potentially adversarial foreign
governments are among the potentially malicious actors in the
IC supply chain. The potential existence of HTs significantly
undermines the trust in any system that uses that IC, because
the hardware usually provides the base layer of security and
trust that all software layers depend and build on [2]–[4].
In particular, all software protections, correctness analysis,
or even proofs rely on the hardware executing instructions as
specified, and by violating this assumption HTs can defeat the
best software protections and/or subvert even software func-
tionality that is otherwise completely correct and vulnerability-
free.

Typically, an HT is designed to be stealthy, so it only
changes the functionality of the original circuit when specific
conditions have been met. Thus, the design of an HT typically
has two key components: the payload, which implements the
modification of the original circuit’s behavior,1 and the trigger,
which detects when the conditions for activating the payload
have been met. The conditions that activate an HT occur
very rarely, and until activation, the payload is usually highly
inert—it simply allows the IC to follow its original input–
output behavior. This makes HTs extremely challenging to
detect by traditional functional verification and testing - test
inputs are unlikely to activate the HT, and without activation
the HT has no effect on functional behavior of the IC.

A. Prior Counter-HT Approaches

Some techniques focus on making the IC resilient to the
presence of HTs, i.e., on preventing the HT’s payload from
modifying the behavior of the IC, mostly by using fault-
tolerance-inspired approaches to operate correctly even when
an HT has been able to modify some of the internal signals.
However, these techniques protect only certain parts of the
system, such as a bus [5] or on-chip interconnect [6], require
redundant activity during normal operation [7], and/or rely on
reconfigurable logic [8].

Most counter-HT techniques focus on detecting the presence
of HTs. Some HT detection approaches are destructive, e.g.,
relying on successive removal of the IC’s layers to scan the
actual layout of the IC, reverse-engineer its GDSII and/or
netlist-level design [9], and compare it to a trusted design.

1The HT’s payload can also implement a nonfunctional change in the
IC’s behavior, e.g., to increase its power consumption, increase the IC’s side
channel leakage of information, decrease its expected lifetime, and so on.
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However, all the ICs that are found to be HT-free through
such analysis are also destroyed by the scan, and the reverse-
engineering is extremely expensive and time-consuming, so
such destructive techniques can only be applied to a small
sample of the larger population of IC.

Nondestructive HT detection approaches can be categorized
according to whether they are applied to the design of the yet-
to-be-fabricated IC (presilicon approaches), or to fabricated IC
(postsilicon approaches). Presilicon approaches use functional
validation, and code and gate-level netlist analysis [10], [11],
but they cannot detect HTs that are inserted after the design
stage, e.g., by editing the physical layout of the IC at the
foundry. To overcome such concerns, postsilicon methods
attempt to identify HTs in ICs received from the foundry.

Postsilicon nondestructive approaches detect HTs either
through testing the functional properties of the IC, or by
measuring nonfunctional (side channel) behavior of the IC as
it operates. Functional testing involves finding inputs that are
likely to trigger unknown HTs that may exist in the IC, causing
the payload of the HT to propagate the effects of the payload
to the outputs of the IC, where they can be found to differ
from expected outputs [12]. However, trigger conditions for
HTs are designed to be difficult to reach accidentally, so the
probability of detecting HTs is extremely low for conventional
functional testing techniques. In addition, functional testing
techniques are likely to fail in detecting HTs whose payload
does not change the input–output behavior or the IC, but rather
causes increased power consumption, side channel leakage of
sensitive information, and so on.

Among postsilicon approaches, HT detection through side
channel analysis appears to be the most effective and widely
used approach [13], [14]. These methods measure one or
more nonfunctional properties of the IC as it operates, and
compare these measurements to reference signals obtained
through either simulation or measurement on a device
known to be genuine. Side channels used by HT detec-
tion techniques include power consumption [15]–[18], leakage
current [19], temperature [20], [21], and electromagnetic ema-
nations (EM) [22]–[24], and some approaches even combine
measurements from multiple side channels [25], [26].

Among side-channel-based HT detection approaches, some
add the side channel measurement capability to the chip
itself, while others rely on measurements that are external to
the chip itself. With on-chip measurement, the measurement
circuitry is added to the design [27]–[29], which allows the
specifically chosen signals to be measured close to the signal’s
source. However, the additional circuitry for measurement,
and for routing the desired signals to the measurement cir-
cuitry, impacts chip size, manufacturing cost, performance,
and power, and this impact increases as the set of individually
measurable signals increases.

Finally, external-measurement side channel techniques
require no modifications to the IC itself, and instead rely on
externally observable side-effects of the IC’s normal activity.
Since an HT is typically much smaller than the original
circuit, an ideal side channel signal would have little noise and
interference so that the HT’s small contribution to the signal
is not obscured by the noise. In addition, the HT’s payload is

largely inert until activated, and activation during measurement
is highly unlikely, so ideally the side channel signal would
be affected by the presence of the payload circuitry, even
when it is inert. Finally, before activation, what little switching
activity the HT does create is in its trigger component, which
usually has only brief bursts of switching when the inputs
it is monitoring change. Thus, an ideal side channel signal
would have high bandwidth, such that these brief bursts of
current fluctuation due to switching activity in the HT can be
identified. Unfortunately, the existing externally measurable
side channel signals, such as temperature, voltage, and power
supply current, and electromagnetic emanations [22] tend to
vary mostly in response to current variation due to switching
activity. However, temperature changes slowly and has very
limited bandwidth, and voltage and supply current have low
bandwidth [24] because on-chip capacitances that help limit
supply voltage fluctuation act as a low-pass filter with respect
to both current and voltage as seen from outside the chip.
Electromagnetic emanations can have high bandwidth, but
their signal-to-noise ratio is affected by noise and interference.

B. Contributions

In this paper, we introduce a new physical side channel,
i.e., the backscattering side channel, that is created by trans-
mitting a signal toward the IC, where the internal impedance
changes caused by on-chip switching activity modulate the
signal that is backscattered (reflected) from the IC. To demon-
strate how this new side channel can be used to detect small
changes in circuit impedances, we use it to implement a new
proof-of-concept method for nondestructively detecting HTs
from outside of the chip. The technique presented in this
paper is capable of detecting different types of inactive HTs
on multiple circuit benchmarks while tolerating variations that
exist across hardware instances. To our knowledge, backscat-
tering has never before been used as a side channel signal to
infer information about the operation of electronic circuitry,
even though backscattering has been used extensively for radio
frequency identification (RFID) tags and other short-range
communications [30]. We observe that backscattering not only
can be used as a side channel signal but also that it is especially
suitable for HT detection because the backscattered signal car-
ries information about the current state of on-chip impedances,
unlike traditional side channels that carry information about
brief changes in current. Furthermore, like the traditional
EM side channel, the backscattering side channel has high
bandwidth but, unlike the traditional EM signal, the strength
of the backscattered signal can be increased when needed, its
frequency can be shifted to avoid noise, interference, and poor
signal propagation conditions, and it can be more accurately
focused on a specific part of the chip.

We test our new HT detection technique using multiple
HTs from the Trusthub benchmark [31] and show that it is
highly accurate in detecting even inactive HTs while avoiding
false positives. We compare our approach to one that applies
the same signal analysis to traditional electromagnetic emana-
tions, and our results confirm backscattering yields dramatic
improvement in HT detection accuracy. We further evaluate
the sensitivity of our approach by separately reducing the size
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Fig. 1. Simplified block diagram of an HT.

of the HT’s trigger and payload components and showing that
HT detection of inactive HTs largely depends on the size of
the trigger component and that our approach can detect even
HTs with significantly reduced triggers. In addition, we also
evaluate how our approach is affected by manufacturing and
other variations, by using different physical instances of the
same design for training and testing, and find that the tech-
nique largely maintains its ability to detect HTs accurately
even when trained on only one instance and used to test
another.

The rest of the paper is organized as follows. In Section II,
we present some background of HTs and the new impedance-
based side channel. Section III defines our detection tech-
nique and algorithm, whereas Section IV describes the Tro-
jans we use and how we implement those HTs on a field-
programmable gate array (FPGA). Section V evaluates the size
and position of HT’s trigger and payload, and the difference in
HT detection by using EM versus the new backscattering side
channel. Section V-A further evaluates the robustness of the
technique, by testing it on multiple boards. Finally, Section VI
concludes the paper.

II. BACKGROUND

A. Hardware Trojans

Most software systems are built on the assumption that the
underlying hardware can be trusted to perform the requested
operations correctly, and even when incorrect hardware behav-
ior is considered, it is assumed to be erroneous rather than
malicious. HTs break this assumption, so the potential pres-
ence of unknown HTs in the system’s hardware effectively
eliminates trust in the overall system regardless of how
trustworthy the system’s software is. Over the past several
years, numerous papers have been published on the topic of
understanding the intent, behavior [14], [32] and implemen-
tation of HTs [31], [33]–[35]. Several studies have focused
on characterizing and classifying HTs [13], [31], [36], [37]
according to activation mechanism, functionality, location on
the IC, the point in the IC design cycle and supply chain at
which they are inserted, and so on.

A common characteristic of HTs is that they are designed to
avoid detection, so they activate their malicious functionality
rarely [32] to avoid being relatively easily detected, e.g.,
during functional testing of the IC. Therefore, a typical HT
consists of a trigger circuit and payload circuit, as illustrated
in Fig. 1. The trigger circuit is monitoring a set of signals
to detect when the conditions for activation of the payload
have been met, while the payload implements the actual
malicious functionality. The malicious functionality can be
functional, e.g., when the HT’s output modifies the outputs of

the overall circuit to cause harm or leak sensitive information,
and/or nonfunctional, e.g., when the payload increases power
consumption, causes excessive wear-out to reduce the lifetime
of the IC, leaks sensitive information through a side channel,
and so on.

B. Adversaries and Attacks

Ideally, all of the steps in this lifecycle of an IC would
be performed by a single trusted entity, which would design,
fabricate, test, package, and deploy the IC. However, cost-
reduction, time-to-market, IC complexity, and other consid-
erations have recently led companies to specialize in a single
step in the IC design and/or manufacturing, so the overall IC is
typically designed by one entity, usually includes intellectual
property (IP) blocks of several other entities and design tools
from yet another entity, is fabricated, tested, and packaged
by one or more other entities, and is finally deployed by
yet another entity. Different parts of the life cycle typically
also take place in several different countries. HTs could be
injected into an IC by adversaries at any stage of its design
and fabrication flow. Note that our threat model assumes a
“golden” IC (known to be HT-free) can be used as a reference
for the training of the HT-detection mechanism. Although we
realize that this assumption is often unrealistic for practical
deployments of HT detection, we evaluate HT detection with
this assumption because it allows a fair comparison with
another side channel (the EM side channel). Removing the
golden-reference assumption would make the results heavily
dependent on the accuracy of the model and the simulator
that generate the reference signals and different side channels
would require different models/simulators that would be hard
to equalize in accuracy/quality. Thus, we choose to evaluate
the new backscattering side channel and to compare it with
the EM side channel, under the same assumptions/conditions,
in order to demonstrate the advantages of this new side
channel, namely, that it can detect much smaller circuit mod-
ifications, is less susceptible to manufacturing variability, and
can detect dormant HTs.

C. Backscattering

The backscattering concept has been used to enable
RFID tags to transmit information with very low energy
expenditure [30]. A typical RFID system based on backscat-
tering is illustrated in Fig. 2. The data transmission requires
the RFID reader to emit a continuous wave (an RF signal
at some frequency fc) toward the RFID tag. The RFID tag
contains an antenna that can be connected to one of the
two impedances, Z0 or Z1, which is chosen to maximize the
antenna’s reflection coefficient (also called radar cross section,
or radar cross section (RCS)] for frequency fc, while the
other impedance is chosen to minimize the antenna’s RCS for
fc. The RFID tag typically contains an application-specific
integrated circuit (ASIC) chip that can electronically switch
the antenna’s connection between these two impedances,
which modulates the signal that reflects (backscatters) from
the antenna according to the data bits the RFID tag wishes to
transmit. The RFID reader then receives and demodulates the
backscattered signal to retrieve the data transmitted by the tag.
This enables the use of very compact RFID tags, because the
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Fig. 2. Illustration of backscatter data communication.

Fig. 3. (a) CMOS NAND gate and (b) its two equivalent impedance circuits.

energy for the signal transmitted by the RFID tag is entirely
provided by the RFID reader.2

III. NEW BACKSCATTERING SIDE CHANNEL AND ITS USE

FOR HARDWARE TROJAN DETECTION

Our motivation to explore backscattering as a side channel
was a hypothesis that the backscatter radio effect should be
present in electronic devices. Specifically, transistors in digital
circuits switch between two states (closed and open), which
changes the impedances connected to wires within the IC,
which should modulate a signal that is backscattered from
the IC. An example of this is shown in Fig. 3 for a two-
input CMOS NAND gate that consists of two pull-up transistors
connected in parallel and two pull-down transistors connected
in series, as shown in Fig. 3(a).

Depending on its output (logical 1 or logical 0), the NAND

gate exhibits two impedance states as shown in Fig. 3, where
R1 is the resistance of the in-parallel connection of conduct-
ing (turned-on) pull-up transistors, while R0 is the in-series
connection of conducting (turned-on) pull-down transistors.
Thus, the impedances seen from the gate’s VD D and ground
connections change depending on the output state of this
gate, and unless the transistor geometry and doping levels are
perfectly chosen to make R1 and R0 be exactly the same, the
impedances seen from the gate’s output will also change with
the gate’s output state [38]. Furthermore, actual impedances
also have parasitic capacitances and inductances that depend
on the exact geometry of the gate and its connections, making
it highly likely that the overall impedances change with the
gate’s output state.

2Typically the electronic switching done by the RFID tag’s ASIC is powered
by energy-harvesting using the reader’s signal, which completely eliminates
the need for long-term energy storage (e.g., a battery) in the RFID tag.

Fig. 4. Cyclical shift register.

Fig. 5. Measured voltage at the output of flip-flops switching at
fm = 900 kHz.

Other types of gates exhibit similar state-dependent
impedance changes, so when a continuous-wave signal is
transmitted toward a set of gates, the backscattered signal can
be expected to change as the gates’ states change, thus creating
an impedance-based side channel, in contrast to the traditional
EM side channel which is current-flow based.

To illustrate how this concept works, in practice, we imple-
ment a ring of flip-flops, as shown in Fig. 4, in an Altera
DE0 board with a Cyclone V FPGA. The flip-flops are ini-
tialized with alternating values such that each flip-flop toggles
from 0 and 1 and back again with a frequency of fm . Fig. 5
shows the resulting output voltage of a flip-flop in this ring,
which has a square-wave pattern with frequency fm .

We transmit a continuous-wave (sinusoidal) signal at fre-
quency fcarrier toward the FPGA chip, and receive the
backscattered signal using the same setup as in Fig. 11.

The backscattered signal, if it is modulated by the switching
activity, should contain not only a component at fcarrier, but
also sideband components at frequencies fcarrier − fm and
fcarrier + fm . The fcarrier = 3.031 GHz in this experiment was
chosen to avoid interference from other periodic signals on the
DE0-CV board, e.g., the crystal-oscillator-controlled 50-MHz
clock and its harmonics. To ensure that the side channel
created by the backscattering effect corresponds to on-chip
activity, none of the flip-flop outputs is used to control any
off-chip activity, and all of the FPGA chip’s output pins are
kept in a constant state throughout the experiment. Fig. 6 plots
the spectra of the backscattered signal in this experiment. The
first spectrum was collected for fm = 900 kHz. This spectrum
contains a strong component at fcarrier, which represents the
unmodulated part of the backscattered (reflected) signal, and
also sideband signals 900 kHz to the left and to the right
of fcarrier. These sideband signals are a consequence of the
carrier signal being modulated by on-chip toggling activity
through the backscattering effect. To further increase confi-
dence that these sideband signals are indeed a consequence of
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Fig. 6. Measured backscattered power with fcarrier = 3.031 GHz and fm =
900 kHz (blue) and 1.2 MHz (red), respectively.

the backscattered signal being modulated by on-chip toggling,
we change the fm to 1.2 MHz, and observe that the spectral
component at fcarrier remains at the same frequency, the fre-
quencies of sideband components change with fm as predicted
by the modulation hypothesis (sidebands at fcarrier± fm ). We
note that these measurements were conducted in an indoor
office environment, in the presence of measurement instru-
ments, LCD monitors, mobile phones, WiFi routers, etc., that
all create interference at various frequencies. While this can
be a problem for measurements using the traditional electro-
magnetic side channel, where some of the interference may
be in the same frequency bands in which the chip produces
side-channel emanations, with the backscattering side channel
such interference can be avoided by selecting fcarrier such that
no strong interference is present in a wide frequency band
around it. Finally, note that signal we are injecting into the
board is well below the levels that may cause faults (whether
transient or permanent) on the FPGA chip or elsewhere on the
board.

A. Hardware Trojan Detection Using the New Backscattering
Side Channel

Switching in digital circuits causes internal impedances to
vary, which causes changes in the circuit’s RCS, and thus
modulates the carrier wave that is backscattered by the circuit.
This new side channel is impedance-based, so it can be
beneficial to detection of HTs because the HTs added circuitry,
and also the additional connections attached to the existing
circuitry, results in modifications to the chip’s RCS and in
how that RCS changes as the on-chip circuits switch. Note
that although the HT’s trigger tends to be small, it exhibits
switching activity as its logic reacts to inputs from the original
circuitry, and it adds connections to the chip’s original circuitry
to obtain those inputs.

Most digital logic circuits are synchronous, so the over-
all switching pattern follows the clock cycle. Furthermore,
the clock cycle usually accommodates switching delays along
entire paths of logic gates, which means that the impedance
changes of individual gates occur abruptly at some point
in the clock cycle, i.e., they have a square-wavelike wave-
form. This implies that the backscattered signal will contain
sideband components for several harmonics of the circuit’s

clock frequency fC . These sideband components will be at
fcarrier± fC , fcarrier±2 fC , fcarrier±3 fC , etc., and the compo-
nents at fcarrier± fC (which correspond to the first harmonic
of the clock frequency) will mostly follow the overall RCS
change during a cycle, while the components for the remaining
harmonics will be influenced by the rapidity (rise/fall times)
and timing of the impedance changes within the clock cycle.

Therefore, our detection of HTs using the backscat-
tering side channel will rely on measuring the ampli-
tude of the backscattered signal at fcarrier± fC , fcarrier±2 ∗
fC , . . . , fcarrier±m ∗ fC , i.e., the sidebands for the first m
harmonics of the clock frequency. We use only the amplitude
(i.e., we ignore the signal’s phase and other properties), mainly
because the amplitude at some desired frequency is relatively
easy to measure, whereas the phase and other properties
require much more sophisticated tuning, phase tracking, and so
on. Furthermore, we note that each clock harmonic produces
two sideband components that have the same amplitude, so the
measurement can be made more efficient by only measuring
m points to the left, or m points to the right, of fcarrier.
In this paper, we measure points to the right of the carrier,
i.e., fcarrier + fC , fcarrier + 2 fC , and so on.

We call the m amplitudes measured for a given circuit a
trace, and each trace characterizes the circuit’s overall amount,
timing, and duration of impedance-change activity during a
clock cycle. Intuitively, HTs can then be detected by first
collecting training traces, using one or more ICs that are
known to be HT-free, and then HT detection on other ICs
would consist of collecting their traces and checking if they
are too different from the traces learned in training.

However, the amplitude of a received signal declines rapidly
with distance. Our measurements are performed close to the
chip, so even small variations in positioning of the probes
create significant amplitude changes and would result in
numerous false positives when training and detection are
not using identical probe positioning (which is very hard to
achieve in practice).

Fortunately, the distance affects all of the points in a trace
similarly, i.e., distance attenuates all amplitudes in the trace
by the same multiplicative factor. Therefore, rather than using
amplitudes for trace comparisons, we use amplitude ratios,
i.e., amplitude of a harmonic divided by the amplitude of the
previous harmonic,3 which cancels out the trace’s distance-
dependent attenuation factor. The resulting m − 1 amplitude
ratios are then used for comparing traces.

To illustrate amplitude ratios and how they are affected
by differences in the tests circuit, Fig. 7 shows the statistics
(mean and standard deviation error bars) of each amplitude
ratio point, for a genuine advanced encryption standard (AES)
circuit [31], and for the same AES circuit to which the
T1800 Trojan from TrustHub [39] has been added but remains
inactive throughout the measurement. In this experiment,
the carrier frequency is fcarrier = 3.031 GHz, the AES circuit
is clocked at fC = 20 MHz, and amplitudes for m = 35

3Measurement of signal amplitude are often expressed in decibels, i.e., on
a logarithmic scale, and for these measurements subtraction of logarithmic-
scale amplitude values yields the logarithmic-scale value for the amplitude
ratio
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Fig. 7. Amplitude ratios for HT-free and HT-afflicted AES.

Fig. 8. Amplitude ratios for HT-free and HT-afflicted AES, with each point
normalized to the mean of its HT-free measurements.

right-side band harmonics are measured to obtain the 34
amplitude ratios shown in Fig. 7.

We observe that different amplitude ratio points for the same
trace vary significantly, from −30 to 35 dB in Fig. 7, and
that different measurements for the same amplitude ratio point
tend to vary much less than that, making these differences
difficult to see in Fig. 7, except for the very large differences
between the HT-free and HT-afflicted design at the 18th and
19th amplitude ratio. This indicates that the impedance change
is very small and the differences can be observed only at higher
harmonics of the clock.

To more clearly show the differences at other harmonic
ratio points, Fig. 8 shows the amplitude ratio points that have
been normalized to the mean amplitude ratio for the genuine
AES circuit, i.e., for each amplitude ratio the logarithmic-scale
points are shifted such that the genuine AES circuit’s mean
amplitude ratio becomes zero. It can now be observed that,
in addition to the 18th and 19th point, which exhibit very
large differences between the HT-free and the HT-afflicted
measurements, the two circuits differ significantly in a number
of other points, e.g., the measurements for the two circuits are
fully separable using the 14th point or the 20th point, and
numerous other points have very little overlap between the
HT-free and the HT-afflicted sets of measurements.

From Fig. 8, it can also be observed that the variance
among measurements for the same design tends to increase
with the index of the amplitude ratio point, i.e., for points that
correspond to higher harmonics.

The primary cause of this increased variance is that higher
harmonics of the signal tend to have lower amplitude, which
makes their measurement less resilient to noise. Another factor
that helps explain this increase in variance among higher
harmonics is that they are affected by very small differences
in timing of impedance changes during the clock cycle,
and factors such as temperature and power supply voltage
fluctuation can create small changes in the switching speed
of the gates, and thus in the timing of the resulting impedance
changes.

Regardless of the reason for the increasing variance among
measurements of higher harmonics, the fact that the vari-
ance does increase is an important motivation for using an
impedance-based side channel rather than one created by
bursts of current. Specifically, for each gate that switches,
the impedance change persists for the rest of the cycle, while
the burst of current is very brief in duration. This means
that the impedance change contributes to lower frequencies
than the current burst signal. When activity from cycle to
cycle is repetitive, the spectrum of the signal’s within-a-
cycle waveform is projected onto the harmonics of the clock
frequency, so gate-switching activity tends to affect the lower
harmonics of the clock frequency in impedance-based than in
current-burst based side channels. As lower harmonics tend
to have less variance from measurement to measurement,
impedance-based side channels can be expected to perform
better for HT detection than current-burst-based side channels,
which is confirmed by our results in Section V-C.

B. HT Detection Algorithm

Our HT detection algorithm has two phases: training, where
a circuit that is known to be HT-free is characterized, and
detection, where an unknown circuit is classified into one of
the two categories—HT-free or HT-afflicted, according to how
much its measurements deviate from the statistics learned in
training.

1) Training: Fig. 9 details the training for the prototype
implementation of backscattering-based HT detection. This
training consists of measuring K times the signal backscat-
tered from an IC known to be HT-free, each time collecting
the m amplitudes at frequencies that correspond to the lowest
m harmonics of the IC’s clock frequency in the sideband of
the received backscattered signal. The m − 1 amplitude ratios
are then computed from these amplitudes.

Next, for each of the m − 1 amplitude ratios, the mean and
standard deviation across the M measurements are computed,
and the detection threshold for HT detection is computed as
the sum of the m − 1 standard deviations.

2) Detection: Fig. 10 details how the prototype implemen-
tation of backscattering detection decides whether to classify
an IC as HT-free of HT-afflicted. First, a single measurement
is obtained of the m amplitudes that correspond to the lowest
m harmonics of the IC’s clock frequency in the sideband of
the signal that is backscattered from the IC under test, and
m − 1 amplitude ratios are computed from these amplitudes.
Next, for each of the m − 1 amplitude ratios, we compute
how much it deviates from the corresponding mean computed
during training. This deviation is computed as the absolute
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Fig. 9. Training algorithm.

Fig. 10. Detection algorithm.

value of the difference, and intuitively, it measures how much
that amplitude ratio differs from what would be expected
from an HT-free IC. Finally, this sum of these deviations is
compared to the sum of standard deviations from training.
Intuitively, the sum of the differences for the IC under test is
a measure of how much its overall backscattering signature
differs from what would be expected from an HT-free IC, and
the sum of standard deviations from training corresponds to
how much an individual measurement of an HT-free IC can be
expected to differ from the average of HT-free measurements.
The IC under test is labeled as HT-free if its sum of amplitude
ratio deviations is lower than this detection threshold (sum of
standard deviations from training).

IV. EXPERIMENTAL SETUP

A. Backscattering Side Channel Measurement Setup
Fig. 11 shows the measurement setup that we use to evaluate

the performance of the proposed prototype backscattering-
based HT-detection. The carrier signal is a sinusoid at
fcarrier = 3.031 GHz produced by an Agilent MXG N5183A
signal generator and transmitted toward the FPGA chip using

Fig. 11. Measurement setup for HT detection using backscattering side
channel.

an Aaronia E1 electric-field near-field probe. To select fcarrier,
we have measured signal strength at the frequency of the
reflected carrier signal (the signal we were injecting into the
board), the first several harmonics of the modulated FPGA
board clock (e.g., 50 MHz away from the carrier), and of
the noise floor of the instrument using AARONIA Near-Field
Probes (0–10 GHz). We have found that the sideband signal
for the first harmonic of the board’s clock is strongest when
fcarrier is around 3 GHz, but we also found that traditional EM
emanations create interference at frequencies that are multiples
of the board’s clock frequency (50 MHz). Thus, we choose
fcarrier = 3.031 GHz, a frequency close to 3 GHz that avoids
interference from the board’s traditional EM emanation. The
device-under-test (DuT) is the FPGA chip on the Altera DE0-
CV board, and it is positioned using a right-angle ruler so that
different DE0-CV boards can be tested using approximately
the same position of probes. The backscattered signal is
received with an Aaronia H2 magnetic field near-field probe,
and this signal preamplified using an EMC PBS2 low-noise
amplifier and then the signal amplitudes at desired frequencies
are measured using an Agilent MXA N9020A vector signal
analyzer.

B. Training and Testing Subject Circuit Designs

All circuits used in our experiments are implemented on
an FPGA, which allows rapid experimentation by changing
the circuit and/or its physical placement and routing, unlike
hard-wired ASIC designs that would require fabrication for
each layout variant of each circuit. The specific FPGA board
we use is the Altera DE0-CV board, and within it, the IC
on which our backscattering measurement setup focuses is
the Altera 5CEBA4F23C7N, an FPGA in Altera‘s Cyclone
V device family.

For our HT detection experiments, we use AES-
T1800, AES-T1600, and AES-T1100 HT benchmarks from
TrustHub [39]. For all three of these HTs, the original HT-free
design is an AES-128 cryptographic processor, which uses an
11-stage pipeline to perform the ten stages of AES encryption
on the 128-bit block. Since numerous HTs in the TrustHub
repository are similar to each other, we selected these three
HT benchmarks because they exhibit different approaches for
their triggers and payloads.

1) T1800: The payload in this HT is a cyclic shift register
that, upon activation, continuously shifts to increase
power drain consumption, which would be a serious
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Fig. 12. (a) Genuine AES circuit. (b) HT-infected AES circuit.

problem for small battery-powered or energy-harvesting
devices in, e.g., medical implants. The HT’s trigger
circuit consists of combinatorial logic that monitors the
128-bit input of the AES circuit, looking for a specific
128-bit plaintext value and the occurrence of that 128-
bit value at the input activates the payload. The size
of T1800’s trigger circuit is 0.27% of the original AES
circuit, and the size of its payload is 1.51% of the size of
the AES circuit. Because this HT’s trigger and payload
can be resized easily, we use this HT to study how
our HT detection is affected by HT size and physical
location.

2) T1600: The payload in this HT creates activity on an
otherwise-unused pin to generate an RF signal that leaks
the key of the AES circuit. The HT’s trigger circuit
consists of sequential logic which activates the payload
when a predefined sequence of values is detected at input
of the AES circuit. The size of T1600’s trigger circuit is
0.28% of the size of the original AES circuit, while the
size of its payload is 1.76% of the size of the original
AES circuit.

3) T1100: The payload of this HT modulates its activity
using a spread-spectrum technique to create a power
consumption pattern that leaks the AES key. The trigger
is a (sequential) circuit that looks for a predefined
sequence of values at the input of the AES circuit to
activate the payload. The size of T1800’s trigger circuit
is 0.28% of the size of the original AES circuit, while
the size of its payload is 1.61% of the size of the AES
circuit.

A key challenge we faced when implementing the HT-
afflicted circuits was that these HTs are specified at the
register-transfer level, as modifications to the original AES
circuit’s Verilog HDL source code. If the modified source code
is subjected to the normal compilation, placement, and routing,
we found that the addition of the HT causes the EDA tool
to change the placement and routing of most logic elements
in the overall circuit, and this extensive change makes the
modification very easy to detect regardless of the HT’s actual
size and activity. The next approach we tried was to compile
the AES circuit using the normal compilation, placement, and
routing, and then for each HT-afflicted design we used the
Engineering Change Order (ECO) tool in Altera’s Quartus
II suite to add the HT’s circuitry while leaving unchanged
the placement of logic elements (and the routing of their

Fig. 13. Feeding inputs to the AES circuit.

connections) that belong to the original AES circuit. However,
we found that this approach makes it very hard to place the
HT’s logic elements close to the inputs of the original AES
circuit, and (as will be demonstrated in Section V-E), the HT
is easier to detect when its trigger is placed away from where
it is connected to the original circuit. To make the HTs more
stealthy, we instead compile, place, and route the HT-afflicted
circuit, then create the HT-free circuit by removing (using the
ECO tool) the HT’s logic elements and their connections. This
models the HT “dream scenario” for the malicious entity that
wishes to insert the HT, as there is just enough space in the
HT-free layout to insert the HT in just the right place to have
very short connections to the original circuit. To illustrate this,
the placement of the HT-free circuit and the T1800-afflicted
circuit are shown in Fig. 12, with a zoomed-in view to show
the details where the HT’s logic elements are placed.

Finally, for HT detection, the circuit must be supplied
with inputs during the evaluation. Since we evaluate our HT
detection approach in the dormant-HT scenario, any input
sequence that causes logic gates in the original AES circuit to
change state can be used, so each cycle we simply flip all of
the AES circuit’s input bits, as shown in Fig. 13.4

V. EVALUATION

Because it is very difficult to activate an HT without a priori
knowledge of its trigger conditions, it is highly desirable for an
HT detection scheme to provide accurate detection of dormant
HTs, i.e., to detect HTs whose payload is never activated
while it is characterized by the HT detection scheme. However,
a dormant HT is typically more difficult to detect compared
to an activated HT. For side-channel-based detection methods,
in particular, the switching activity in the activated payload,
and/or the changes it creates in the switching activity of the
original circuit, have more impact on the side channel signal
than an inert payload (no switching activity in the payload and
no changes to the original circuit’s functionality).

Another important practical concern for HT detection is
robustness to manufacturing variations and other differences
between different physical instances of the same hardware
design. Thus, our evaluation focuses on detection of dormant

4Note that hexadecimal 3 and C correspond to binary 0011 and 1100,
while hexadecimal A and 5 correspond to 1010 and 0101, respectively. Thus,
the inputs we feed to the AES circuit simply toggle each of the input bits,
while avoiding all-ones and all-zeros patterns.
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HTs with cross-training, i.e., training for HT detection is
performed on one hardware instance, and then HT detection
is performed on others.

Our experimental results (Section V-A) show that our pro-
totype backscattering-based HT detection, after training with
an HT-free design on one DE0-CV board, accurately reports
the presence of dormant HTs, for each of three different HT
designs, on nine other DE0-CV boards, while having no false
positives when the HT-free design is used on those nine other
DE0-CV boards.

Next, we perform additional experiments to experimen-
tally confirm that dormant HTs are indeed more difficult
to detect than activated ones (Section V-B), and also to
confirm that a similar detection approach with the traditional
EM side channel would still be able to detect activated
HTs, but would be unreliable for detection of dormant HTs
(Section V-C). Finally, we experimentally evaluate how the
accuracy of dormant-HT detection changes when changing the
size (Section V-D) and physical placement (Section V-E) of
the HT’s trigger and payload components.

A. Dormant-HT Detection With Cross-Training Using the
Backscattering Side Channel Signal

We evaluate the effectiveness of our HT detection prototype
by training it on one DE0-CV FPGA board with an HT-free
AES circuit, then applying HT detection to several test subject
circuits implemented on nine DE0-CV FPGA boards, none of
which is the same as the one used for training.

The test subject designs are as follows.

1) Original AES: This is the same HT-free AES circuit that
was used in training, and we use it to measure the false
positive rate of our HT detection.

2) AES + Dormant T1800: This is the same AES circuit,
with the same placement and routing, that was used
for training, but with additional logic elements and
connections that implement the AES-T1800 Trojan from
TrustHub. The size of this HT’s trigger (in FPGA logic
elements) is 0.27% of the original AES circuit, and we
use a payload that was reduced to only 0.03% of the
original AES circuit. The reduced payload size helps
to fit this HT closer to where its input signals can be
connected to the original AES circuit, making the HT
significantly more difficult to detect (as will be shown
in Section V-E).

3) AES + Dormant T1600: This is the same AES circuit,
with the same placement and routing, that was used
for training, but with additional logic elements and
connections that implement the AES-T1600 Trojan from
TrustHub. The size of this HT’s trigger is 0.28% of the
original AES circuit, while its payload’s size is 1.76%
of the original AES circuit.

4) AES + Dormant T1100: This is the same AES circuit,
with the same placement and routing, that was used
for training, but with additional logic elements and
connections that implement the AES-T1100 Trojan from
TrustHub. The size of this HT’s trigger is 0.28% of the
original AES circuit, while its payload’s size is 1.61%
of the original AES circuit.

For each measurement, the previously measured FPGA
board is removed from the measurement setup, and then a
different board is positioned using an angle ruler to model a
realistic measurement scenario when each measurement uses a
very similar but not identical relative position of the chip and
the probes. Each test subject design is measured 20 times on
each board, and each measurement is used for HT detection
in isolation, i.e., for each test subject, the detection makes
20 classification decisions (HT-free or HT-afflicted) on each
of the nine boards, resulting in a total of 720 decisions. Among
these decisions, 180 were on the Original AES test subject,
and in all 180 of them, our prototype has correctly classi-
fied the design as HT-free, i.e., the HT detection prototype
had no false-positive detections. In the remaining three sets
of 180 decisions, each test subjects design was HT-afflicted
(180 decisions with T1800, 180 decisions with T1600, and
180 with T1100), and in all of them our prototype has
correctly classified the design as HT-afflicted, i.e., the HT
detection prototype has detected the presence of an HT in
each measurement in which an HT was present.

Since our HT detection prototype using the backscatter-
ing side channel achieves 100% detection of three kinds of
dormant HTs, with 0% false positives, in the cross-training
measurement scenario, we focus the rest of our experimental
evaluation on getting more insight into why our HT detection
performs so well and how sensitive it is to changes in the
position and size of the HT.

B. HT Detection of Dormant Versus Active HTs Using the
Backscattering Side Channel

Fig. 14 compares the normalized amplitude ratios for an
HT-free AES design and for the same AES design (and layout)
to which the AES-T1800 Trojan has been added. Two separate
sets of 20 measurements are shown for the HT-free design, one
that is used for training and one that is used to detect false
positives when evaluating HT detection (on another DE0-CV
board). For the HT-afflicted design, one set of 20 measure-
ments is collected when the HT is dormant (its payload has
not been activated), and another set of 20 measurements is
collected with the same HT after its payload is activated.

We can observe that there are a number of tracepoints where
both sets of HT-afflicted measurements deviate significantly
from HT-free measurements and that this deviation tends
to be larger for measurements in which the HT has been
activated. The higher deviation from HT-free measurements
seen for active-HT measurements agrees with the intuitive
reasoning that an HT is easier to detect when active than
when it is dormant. Even so, our backscattering-based HT
detection prototype successfully reports the existence in each
dormant-HT experiment (100% detection rate), while correctly
reporting all 20 HT-free measurements as HT-free (no false
positives).

C. Comparison to EM-Based HT Detection

As discussed in Section III, the impedance-based backscat-
tering side channel should be more effective for HT detection
than existing current-burst-based (e.g., traditional EM) side
channels. To confirm this, we repeat the same experiment,
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Fig. 14. Normalized amplitude ratios for backscattering side channel
measurements.

Fig. 15. Normalized amplitude ratios for traditional electromagnetic-side
channel measurements.

but this time, use amplitudes of EM emanations at the clock
frequency and its harmonics, instead of using the clock-
frequency harmonics in the sidebands of the backscattered sig-
nal. The normalized amplitude ratios from these measurements
are shown in Fig. 15. We can observe that the HT-afflicted
measurements are much less separated from HT-free ones
than they were with backscattering—for most tracepoints even
active-HT measurements are all within ±1dB from the HT-free
ones, although for several tracepoints, there is still some
separation between the active-HT and HT-free measurements.
More importantly, nearly all dormant-HT measurements have
a lot of overlap with HT-free measurements, which makes
the dormant-HT measurements difficult to distinguish from
HT-free ones.

This is confirmed by the results of applying our HT
detection prototype to these measurements. The Receiver
Operating Characteristic (ROC) curves for HT detection using
backscattering and EM side channels are shown in Fig. 16.
Backscattering-based detection correctly identifies the pres-
ence of an HT in each HT-afflicted measurement, without
false positives in HT-free measurements, in both active-HT and
dormant-HT scenarios. In contrast, detection based on the EM
side channel performs less well in the active-HT case, report-
ing only 70% of the active-HT measurements as HT-afflicted
using the default threshold (which produces no false positives).
More importantly, EM-based detection in the dormant-HT
case performs poorly—in the absence of false positives, only
15% of the dormant-HT measurements are correctly reported

Fig. 16. Detection performance (ROC curve) comparison of backscattering-
based and EM-based detection in active-HT and dormant-HT scenarios.

Fig. 17. Normalized amplitude ratios for different sizes of T1800’s trigger
input.

as HT-afflicted, and when the detection threshold is reduced
to a point where all dormant-HT measurements are reported
as HT-afflicted, 50% of the HT-free measurements are also
reported as HT-afflicted (a 50% false-positive rate).

In conclusion, these experiments indicate that our HT detec-
tion technique’s ability to detect dormant HTs comes, at least
in large part, from using the backscattering (impedance-based)
side channel instead of traditional current-burst-based (EM and
power) side channels.

D. Impact of Hardware Trojan Trigger and Payload Size

To provide more insight into which factors influence our
HT detection prototype’s ability to detect dormant HTs,
we perform experiments in which we reduce the size of the
T1800 HT’s trigger and payload. The T1800 was chosen
because it has the smallest trigger among the HTs we used in
our experiments, and because both its payload and its trigger
can be meaningfully resized.

The T1800 monitors the 128-bit data input of the AES-128
circuit, comparing it to a specific hard-wired 128-bit value, and
it activates the payload when that 128-bit value is detected.
In terms of logic elements (gates), the size of this 128-bit
trigger is only 0.27% of the size of the original AES circuit,
i.e., even this full-size trigger is much smaller than the AES
circuit to which the HT has been added, and its activity (while
the HT is dormant) is difficult to detect using existing side
channels. We implement reduced-trigger variants of this HT
by monitoring only the 64 least significant bits (the “1/2 trigger
size” variant, where the trigger circuit size is only 0.15% of
the original AES circuit’s size), and then only the 32 least



NGUYEN et al.: CREATING A BACKSCATTERING SIDE CHANNEL TO ENABLE DETECTION OF DORMANT HARDWARE TROJANS 1571

Fig. 18. ROC curves for HT detection for different sizes of the HT’s trigger
circuit.

Fig. 19. Normalized amplitude ratios for different sizes of T1800’s (dormant)
payload.

significant bits (the “1/4 trigger size” variant, where the trigger
circuit size is only 0.08% of the original AES circuit size).
The normalized harmonic ratio traces for 20 measurements
of each design, along with 40 HT-free measurements (20 for
training and 20 for false-positives testing) are shown in Fig. 17.
We observe that smaller trigger sizes result in tracepoints
that are closer to HT-free ones, i.e., that trigger size directly
impacts the side-channel-based separation between dormant-
HT and HT-free circuits. These results match the intuition
that the HT’s influence on impedance changes should increase
as more input bits are monitored by the HT’s trigger, both
because of the increased number of connections to the original
circuit (which can change impedances seen by gates that
belong to the original circuit) and because of the increased
number of gates whose values can change (switching activity)
within a cycle in the HT’s trigger circuit itself.

The ROC curves for HT detection with different trigger
sizes (Fig. 18) confirm that, although the HT with the original-
size and even 1/2-size trigger can be detected in each mea-
surement with no false positive, the detection accuracy suffers
significantly as the HT’s trigger is further reduced to one-
fourth of the original size.

We perform additional experiments in which we keep the
trigger at full size, but reduce the size of the payload to
50% and then 25%. Our dormant-HT measurement results
for these variants are not noticeably different from each other
(Fig. 19), which implies that the payload size has little impact
on our HT detection. This agrees with our theoretical and
intuitive expectations: the payload in T1800 has little impact
on the impedance changes during a clock cycle, as it has no
switching activity (until activated), and has no connections

Fig. 20. Changing the physical position of the HT’s trigger logic.

Fig. 21. Normalized amplitude ratios for different locations of T1800’s
trigger logic.

to the gates in the original AES circuit (T1800’s payload is
designed to produce a lot of power-draining switching activity
upon activation, not to change the functionality of the AES
circuit).

Since the measurements of the full-trigger-and-reduced-
payload variants of T1800 HT are very similar to the full-
size T1800 HT, they provide the same ROC curves (complete
detection without false positives) as the full-size T1800 HT,
as shown in Fig. 18.

E. Impact of HT Trigger and Payload Position

We next investigate how the backscattering-based HT detec-
tion is influenced by the physical location and routing of
the HT’s connection to the original circuit. For this, we start
with the AES circuit with the T1800 HT, whose trigger logic
was placed at position 1 shown in Fig. 20 by the placement
and routing tool very close to where its 128-bit input can be
connected to the original AES circuit.

We then create a variant of this HT by moving the HT’s
trigger logic to position 2, keeping the logic elements and the
connections between them in the same position relative to each
other, but making the trigger’s 128 connections to the original
AES circuit much longer. Another variant is similarly created
by moving the HT’s trigger logic to position 3.

The dormant-HT measurement results for these three posi-
tions are shown in Fig. 21. We observe that, at many trace-
points, in terms of separation of HT-afflicted measurements
HT-free ones, position 2 is significantly more separated than
position 1, and position 3 provides an additional small increase
in separation. This means that HTs placed close to their
connection points in the original circuit are more difficult
to detect than HTs that require long connections. All of our
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Fig. 22. Normalized amplitude ratios for different locations of T1800’s
(dormant) payload.

prior experiments used HTs that were placed by the placement
and routing tool in a way that attempts to minimize overall
cost (which tends to minimize the total length of the HT’s
connections to the original circuit), we can thus expect the
position 2 and position 3 variants to also be detected correctly
in each dormant-HT measurement (with no false positives in
HT-free measurements), and our HT detection results confirm
this.

We also performed experiments in which the trigger part
of the HT is kept in position 1, while its payload was moved
to position 2 and then position 3. Our results show that the
payload position has little impact on the measurements, which
is as expected, given that, in our dormant-HT experiments, the
1-bit activate signal between the trigger and the payload never
changes its value (it stays at 0, i.e., inactive), and that the
payload has no switching activity.

F. Further Evaluation of HT Detection Using More
Benchmarks

To further evaluate the effectiveness of our HT detection
prototype, we implement two different circuits, RS232 and
PIC16F84, each with three HTs, from TrustHub [39]. We use
the same HT detection prototype described in Section III-B
and the setup described in Section IV.

1) RS232 Circuit: We use RS232-T500, RS232-T600,
and RS232-T700 HT benchmarks from TrustHub [39]. For
all three of these HTs, the original HT-free design is an
RS232 micro-UART core consisting of a transmitter and a
receiver. The transmitter takes input words (128-bit length) and
serially outputs each word according to the RS232 standard,
while the receiver takes a serial input and output 128-bit
words.

1) RS232-T500: The payload in this HT is a circuit that,
upon activation, causes the transmission to fail. The
trigger is a sequential circuit that increments its counter
every clock cycle and activates the payload activated
when this counter reaches a certain value. The size of
the trigger circuit is 1.67%, and the size of the payload
circuit is 1.48% of the size of the RS232 circuit.

2) RS232-T600: The payload in this HT is a circuit that,
upon activation, makes the transmitter’s ready signal
become stuck-at-1, and changes specific bits in the
transmitted data. The trigger is a sequential circuit that

Fig. 23. Normalized amplitude ratios for different HTs in the RS232 circuit.

Fig. 24. ROC curves for detection of HTs in the RS232 circuit.

looks for a specific sequence of UART states to activate
the payload. The size of the trigger circuit is 1.54%, and
the size of the payload circuit is 1.52% of the size of
the RS232 circuit.

3) RS232-T700:‘ The payload of this HT is a circuit that,
upon activation, makes the transmitter’s finished signal
become stuck-at-0. The trigger is a sequential circuit
that looks for a predefined sequence of UART states to
activate. The size of the trigger circuit is 1.54%, and the
size of the payload circuit is 1.48% of the size of the
RS232 circuit.

The results in Figs. 23 and 24 show the ratios of harmonics
and ROC curve, respectively. The results show that we can
detect each of these three Trojans with 100% accuracy and
0% false positives.

2) PIC16F84 Circuit: We use PIC16F84-T100,
PIC16F84-T200, and PIC16F84-T400 HT benchmarks
from TrustHub [39]. For all three HTs, the original HT-free
design is PIC16F84 circuit, a RISC microcontroller whose
functions and instruction set are very similar to those of the
Microchip 16F84 chip.

1) PIC16F84-T100: Once activated by its (sequential)
trigger circuit, the payload changes the address to
PIC16F84’s program memory (causing a denial of ser-
vice). The size of the trigger circuit is 1.34%, whereas
the size of the payload circuit is 1.81% of the size of
the PIC16F84 circuit.

2) PIC16F84-T200: Once activated by its (sequential) trig-
ger circuit, the payload in this HT replaces the instruc-
tion register with a sleep command (causing a denial of
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Fig. 25. Normalized amplitude ratios for different Trojans on PIC16F84
circuit.

Fig. 26. ROC curves for different Trojans on PIC16F84 circuit.

service). The size of the trigger circuit is 1.35%, and the
size of the payload circuit is 1.93% of the size of the
PIC16F84 circuit.

3) PIC16F84-T400: Once activated by its (sequential) trig-
ger circuit, the payload of this HT changes the address
lines to the external EEPROM to 0 (causing denial of
service). The size of the trigger circuit is 1.35%, while
the size of the payload circuit is 1.75% of the size of
the PIC16F84 circuit.

The results in Figs. 25 and 26 show the ratios of harmonics
and ROC curve, respectively. The results show that we can
detect each of these three Trojans with 100% accuracy and
0% false positives.

VI. CONCLUSION

This paper describes a new physical side channel, i.e., the
backscattering side channel, that is created by transmitting a
signal toward the IC, where the internal impedance changes
caused by on-chip switching activity modulate the signal that
is backscattered (reflected) from the IC. To demonstrate how
this new side channel can be used to detect small changes in
circuit impedances, we propose a new method for nondestruc-
tively detecting HTs from outside of the chip. We experimen-
tally confirm, using measurements on one physical instance
for training and nine other physical instances for testing, that
the new side-channel, when combined with an HT detection
method, allows detection of a dormant HT in 100% of the
HT-afflicted measurements for a number of different HTs,
while producing no false positives in HT-free measurements.

Furthermore, additional experiments are conducted to compare
the backscattering-based detection to one that uses the tradi-
tional EM-emanation-based side channel. These results show
that backscattering-based detection outperforms the EM side
channel, confirm that dormant HTs are much more difficult for
detection than HTs that have been activated, and show how
detection is affected by changing the HT’s size and physical
location on the IC.

This paper presents preliminary results on using a new
physical side channel for HT detection. As a part of our future
work, we plan to do more detailed testing on ASIC hardware,
design specialized probes and use probe station to enhance
spatial resolution, and develop new techniques that do not rely
on golden example.
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