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Abstract. Various Erasure Coding (EC) schemes based on hardware accelera-
tions have been proposed in the community to leverage the advanced compute
capabilities on modern data centers, such as Intel ISA-L Onload EC coders and
Mellanox InfiniBand Offload EC coders. These EC coders can play a vital role in
designing next-generation distributed storage systems. Unfortunately, there does
not exist a unified and easy way for distributed storage systems researchers and
designers to benchmark, measure, and characterize the performance of these dif-
ferent EC coders. In this context, we propose a unified benchmark suite, called
EC-Bench, to help the users to benchmark both onload and offload EC coders on
modern hardware architectures. EC-Bench provides both encoding and decod-
ing benchmarks with tunable parameter support. A rich set of metrics, including
latency, actual and normalized throughput, CPU utilization, and cache pressure,
can be reported through EC-Bench. Evaluations with EC-Bench demonstrate that
hardware-optimized offload coders (e.g. Mellanox-EC) have lower demands on
CPU and cache compared to onload coders, and highly optimized onload coders
(e.g., Intel ISA-L) outperform offload coders for most configurations.

1 Introduction

Replication, a redundancy scheme that replicates data across multiple machines and
racks, is widely used to guarantee high reliability and availability against the most fail-
ure scenarios in distributed storage systems. Since the data being generated increases
rapidly every day, petabytes of storage in today’s data centers are becoming common.
As a result, distributed systems cannot tolerate such a significant storage overhead
brought by using N-way replication, even though disk storage is inexpensive today.

To this end, latest distributed storage systems, such as Google Colossus [6], Face-
book HDFS-RAID [1, 36], the Quantcast File System [27] and Microsoft Azure Stor-
age System [15], are transforming to the use of Erasure Coding (EC) scheme, which
offers high reliability and availability at a prominently low storage overhead [42, 35].
For instance, Reed-Solomon [34] is a popular family of erasure codes used in Google
Colossus, Facebook HDFS-RAID, and many others. The Reed-Solomon codes with a
6 + 3 configuration, i.e., three parity chunks for every six data chunks, which deliv-
ers the same level of fault tolerance as 4-way replication scheme does, has a storage
overhead of 50%, while 4-way replication has a storage overhead of 300%.
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The trade-off of deploying erasure codes in distributed storage systems instead of
replication is performance. The use of erasure coding results in a significant increase
in computation overhead due to the time-consuming EC encoding and decoding oper-
ations. With such a trade-off, the erasure-encoded distributed storage systems should
benefit from modern high-performance hardware architectures. The advancements in
CPU/GPU architectures and network interconnects have enabled the design of high-
performance erasure coding libraries [16, 24] for alleviating the compute overheads in-
volved in erasure coding-based storage resilience. This motivates us to believe that era-
sure coding could be a viable primary fault-tolerance mechanism for next-generation
distributed storage systems.

High-performance EC coders can be categorized in two general ways: (1) EC On-
load, where host-based libraries such as Jerasure [30] and Intel ISA-L [16] are em-
ployed, and, (2) EC Offload, wherein Mellanox InfiniBand HCA and GPU-like acceler-
ators based libraries such as Gibraltar [8] and Mellanox-EC [23] are leveraged. With the
increased compute and remote I/O required for computing and distributing EC-coded
files, EC onload can enable higher storage efficiency that is inherent to erasure-coded
storage, at the cost of performance and CPU usage. On the other hand, the high CPU
usage can be alleviated with the help of EC Offload designs, that offload computation
to the Mellanox HCAs or GPU devices, but suffer the loss of performance due to its
limited compute capabilities in comparison to CPU cores.

As we can see, efficient EC coders can play a significant role in designing next-
generation distributed storage systems. However, each of these EC coders has different
APIs, implementations, and performance characteristics. To guide the users to choose
an appropriate one for their target platforms, the community needs a unified and easy-
to-use benchmark suite to measure the performance and expose the insights of different
coders.

Unfortunately, there does not exist such a benchmark suite for distributed storage
systems researchers and designers to benchmark, measure, and characterize the perfor-
mance of these different EC coders. To address this issue, in this paper, we propose
a unified benchmark suite, called EC-Bench, to help the erasure coding researchers
and distributed storage system designers to benchmark both onload and offload EC
coders on modern hardware architectures. EC-Bench provides both encoding and de-
coding benchmarks with tunable parameter support. The supported parameters include
the number of data chunks, the number of parity chunks, the number of bits in a word,
and the size of each chunk. To help the users to understand the EC coders in multi-
ple dimensions, EC-Bench reports a rich set of metrics including latency, actual and
normalized throughput, CPU utilization, and cache pressure.

With EC-Bench, we conduct experiments on four open-source libraries (i.e., Jera-
sure [30], ISA-L [16], Gibraltar [8], and Mellanox-EC [23]) to evaluate the performance
of onload and offload erasure coders. Our in-depth evaluation exposes impressive per-
formance insights for different coders on modern CPU, GPU, and InfiniBand architec-
tures. For instance, the experiments illustrate that hardware-optimized offload coders
(e.g., Mellanox-EC) have less CPU utilization and cache pressure than onload coders,
and highly optimized onload coders (e.g., Intel ISA-L) perform much better than offload
coders due to the use of advanced instruction sets.
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The rest of the paper is organized as follows. Section 2 presents the necessary back-
ground on EC. Section 3 presents our proposed design for EC-Bench. Section 4 de-
scribes our detailed evaluation. Section 5 discusses related studies. Finally, we conclude
in Section 6.

2 Background
2.1 Erasure Coding

Conventionally, a storage system tolerates faults by replicating data to different nodes
and racks. For example, GFS, HDFS, and Ceph apply 3-way replication as their de-
fault storage mechanisms [11, 39, 43]. Unfortunately, replicating a tremendous amount
of data can incur significant storage overhead. Therefore, erasure coding (EC), which
can offer the same reliability as or higher than replication with much lower storage
overhead, becomes an attractive alternative. The Reed-Solomon (RS) code and its vari-
ations are the most popular erasure codes employed in distributed file systems (e.g.,
HDEFS, Ceph, QFS, Google Colossus, Facebook f4, Baidu Atlas and Backblaze [26, 18,
6,3,27,5,43,4]). In general, the input data is split into chunks with a fixed size (i.e.,
chunk_size). An RS coder, denoted as RS(k,m), computes m parity chunks for k data
chunks. These k + m chunks are organized as a group called stripe. For chunks belong-
ing into the same stripe, RS(k,m) is able to recover the entire stripe from up to m chunk
losses, with a storage overhead of m/k. In contrast, the replication scheme has to store
m+ 1 replicas to achieve the same reliability; thus the storage overhead of replication is
as high as m. For example, the RS(6,3) code has a storage overhead of 50% and deliv-
ers the same fault-tolerance as 4-way replication that incurs a 3x overhead. One of the
disadvantages in applying erasure coding to storage systems, however, is high pressures
of erasure operations on system performance.

2.2 Onload and Offload Erasure Coders

To overcome the high computational costs involved with erasure coding, two broad
categories of coders have been proposed in the community to take advantage of modern
hardware capabilities: (1) onload coders, which are highly optimized for advanced CPU
capabilities (e.g., Intel SSE [41] and AVX [17]), and, (2) offload coders, which offload
erasure operations to accelerators (e.g, GPU [8], Host Channel Adapters (HCA) [24]).
These hardware-optimized erasure coders can potentially facilitate EC to be employed
as a viable choice for fault-tolerance in modern distributed storage systems.

3 EC-Bench Design

In this section, we discuss the design details, parameter space, and main metrics of our
benchmarking framework, i.e., EC-Bench.

3.1 Design

EC-Bench consists of two benchmarks, one for encoding and one for decoding.

Encoding Benchmark: For encoding benchmark, a large in-memory data file of size
D are split into multiple data blocks of size k x chunk_size. Each encoding operation
of the evaluated erasure coder encodes a piece of data block into k + m data and parity
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chunks.

Decoding Benchmark: In order to generate data and parity chunks (i.e., stripes),
such that we can mimic chunk corruption by nullifying some chunks, a preprocessing
stage before performing decoding operations is necessary. In the preprocessing stage,
it encodes a large in-memory data file of size D into multiple encoded stripes of size
(k+m) x chunk _size, and randomly zeros m chunks out of k +m chunks in each encoded
stripe. After the preprocessing stage, each decoding operation of the evaluated erasure
coder recovers an encoded stripe. To fairly compare all erasure coders, both data and
parity chunks need to be recovered in the benchmark. For some erasure coders, such as
Gibraltar [8], which only recover data chunks in decoding, we will re-encode to recover
corrupt parity chunks.

3.2 Parameter Space

As aforementioned in Section 2, the most important parameters for all erasure coders
are the number of data chunks k, the number of parity chunks m, the number of bits in
a word w, and the size of each chunk chunk _size. Therefore, in EC-Bench, the values of
k, m, w, and chunk_size may be chosen at the discretion of the user and according to the
constraints of erasure coders to evaluate.

3.3 Metrics

In addition to latency and throughout, which are the most typical metrics for bench-
marking erasure coders, we also introduce CPU utilization and cache pressure as main
metrics to evaluate onload and offload erasure coders. In this section, we clarify the
definition and describe the approach used for each metric in EC-Bench.

Latency The latency in EC-Bench is defined as the time spent on erasure coding oper-
ations (i.e., encoding and decoding).

Throughput The throughput in EC-Bench is defined as the size of data and parity
chunks divided by the time spent on erasure coding operations (i.e., encoding and de-
coding). Let D denote the size of k data chunks, and ¢ denote the time consumed by
erasure coding operations. Such that the size of each chunk is D/k. As illustrated in
Section 3.1, for both encoding and decoding operations, the erasure coder operates on
k chunks and generates another m different chunks. It means that each benchmark will
output an in-memory data file of size D - (k+ m)/k given an input of size D. Hence, the

definition of throughput turns out to be:
Thr = 9 . k—&—7m (1)

t k

As shown in the equation, the value of throughput is related to £ and m. Some-
times, however, it is helpful to compare the throughput across different combinations
of k and m. Therefore, we also introduce the normalized throughput as a metric. Since
for both encoding and decoding operations, it generates D -m/k bytes worth of coding
data. Studies [29, 44] demonstrate that it takes k — 1 XOR operations to produce a byte.
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Therefore, if we define the normalized throughput as the number of XOR operations

taken place in erasure coding operations divided by the time consumed, the metric is

fair for all combinations of k and m. Thus, the normalized throughput is represented as:
D k—-1)m (k—=1)-m

Thigom = -+ = =~ Thr )

CPU Utilization A well-known advantage of offload architecture is the low-consumption
of CPU cycles, which frees up CPU for computation tasks and finally increases overall
system efficiency and performance. Therefore, another important metric to differenti-
ate onload and offload erasure coders in EC-Bench is CPU utilization. To precisely get
the CPU utilization of each evaluated erasure coder, we employ PAPI [40] APIs to col-
lect the total number of CPU cycles consumed by erasure coding operations. We define
CPU utilization as the total number of consumed CPU cycles divide by the time spent
on erasure coding operations. Its equation representation is:

CPU cycles

CPU Utilization = — 3)

Cache Pressure Concerning the architecture characteristics of onload and offload era-
sure coders, cache pressure is another vital metric introduced in EC-Bench. With the
fact that, for a specific erasure coder, the maximum performance point is achieved
when the coder makes the best use of the L1 cache [29], cache pressure is at least a
complementary to other metrics to explore performance differences between onload
and offload coders. For who is developing a new erasure code, cache pressure may as
well be a non-trivial metric to analyze performance bottleneck. PAPI APIs are used to
collect the number of cache misses in different cache levels. Therefore, cache pressure
is defined as the total number of L1 cache misses divided by the time spent on erasure
coding operations. Therefore, its formula is:

L1 Cache Mi
Cache Pressure = w @)

4 Evaluation

In this section, we conduct experiments on four open-source libraries with EC-Bench
to evaluate the performance of onload and offload erasure coders. This section also
includes additional details on our experimental setup and results.

4.1 Open Source Libraries

These four erasure coder libraries are freely available from various resources on the
Internet. The following list represents their descriptions.

Jerasure: Jerasure [30] is a CPU-based library released in 2007 that supports a wide
variety of erasure codes. The w of Reed-Solomon code in Jerasure could be 8, 16, or
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32.

ISA-L: Intel Intelligent Storage Acceleration Library (ISA-L) [16] is a collection of
optimized low-level functions including erasure coding. The erasure coding functions
are optimized for Intel instructions, such as Intel SSE [41], vector [17], and encryption
instructions. The w of Reed-Solomon code in ISA-L is fixed to 8.

Gibraltar: Gibraltar [8] is a GPU-based library for Reed-Solomon coding. The Reed-
Solomon code in Gibraltar is based on GF (2%), which means it has a fixed w = 8.
Mellanox-EC: Mellanox-EC [24] proposed by Mellanox is an HCA-based library
for Reed-Solomon coding. The erasure coding operations are handled in host channel
adapters (HCA). The w of Reed-Solomon code could be 4 and 8 in the latest ConnectX-
5 IB NICs.

4.2 Experimental Setup

Our cluster consists of 20 nodes, and each is equipped with 2.40GHz Intel(R) Xeon(R)
CPU E5-2680 v4 (28 cores, 32KB L1 cache, 256KB L2 cache, and 35MB L3 cache),
128GB DRAM, two K80 GPUs, and a ConnectX-5 IB-EDR (100 Gbps) NIC. The op-
erating system employed in the cluster is CentOS 7.2. Other necessary drivers and li-
braries are CUDA 8.0, Mellanox OFED 4.2, PAPI 5.2.0.0 with perf 3.10.0, Jerasure 2.0,
ISA-L 2.18.0, Gibraltar !, and Mellanox-EC 2. Note that Jerasure in our experiments is
compiled without SSE support, such that Jerasure represents onload erasure coder with
common instruction sets while ISA-L with advanced instruction sets.

Experiments in this paper are all conducted with Reed-Solomon code as it is the
only common erasure code among chosen libraries as illustrated in Section 4.1. We
also fix the value of w into 8, such that all onload and offload coders are compara-
ble. Let RS(k,m) denote the configuration of Reed-Solomon code computing m parity
chunks for k data chunks. We examine onload and offload coders with four popular
configurations, RS(3,2), RS(6,3), RS(10,4) and RS(17,3) used by HDFS, Ceph, QFS,
Google, Facebook, Baidu and Backblaze [26, 18, 6, 3,27, 5, 4], etc.

4.3 Experimental Results

It is well-known that decoding operations are similar to encoding operations for RS
code. The throughput performance of encoding and decoding for RS(3,2) depicted in
Figure 1 demonstrates that encoding performance and decoding performance of all se-
lected coders have similar trends. One interesting observation in the figure is that the
decoding performance of ISA-L to recover m (m equals 2 in Figure 1.) lost chunks is
better than its encoding performance to generate m parity chunks. In the experiment,
the m-by-m matrix used for decoding has a smaller size than the generator matrix (i.e.,
a k-by-m matrix) for encoding, such that the decoding operation requires less compute
power; thus, erasure coders, especially high-performance erasure coders such as ISA-L,
deliver better decoding performance.

! Github: https://github.com/jaredjennings/libgibraltar,
commit: ¢93f9d8c3be70ded173822cdca2e51900a3f5ed1

2 Github: https://github. com/Mellanox/EC,
commit: 00bf091aa14322baf4425f8a6d5d134e91fe2aS5c
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Fig. 1: Throughput Performance with Varied Chunk Sizes for RS(3, 2)

Since both encoding performance and decoding performance of different coders
have similar tendencies, we only show encoding results in this section due to space
limitation. In our experiments, Gibraltar coder is not able to run with chunk_size =
{32MB,64M B}, such that corresponding numbers in the following figures are left blank.

Throughput Figures 2-5 depict throughput performance comparisons among onload
and offload coders with various chunk sizes ranging from 1 byte to 64 MB. Normalized
throughput is showing on the right-hand-side y-axis, and each data point in the figures
corresponds to two values, i.e., throughput and normalized throughput. In all experi-
ments, onload coders outperform offload coders for small chunk sizes. For instance, in
Figure 2, both Jerasure and ISA-L perform better than Mellanox-EC and Gibraltar with
chunk sizes smaller than 32KB. On the other hand, throughput performance of offload
coders improves significantly with increasing chunk sizes, and offload coders are able
to defeat some onload coders if chunk size is large enough. Figure 2 demonstrates that
Mellanox-EC and Gibraltar coders outperform Jerasure once chunk size is larger than
32KB. The reason behind the increasing throughput of offload coders with growing
chunk sizes is that large chunk sizes alleviate the overhead of transferring data from
host to device [10]. In Figures 3-5, we observe trends similar to the trend demonstrated
in Figure 2.

Normalized Throughput After being normalized, throughput performance across dif-
ferent configurations is comparable [29]. Figure 6 shows how the normalized through-
put performance of onload and offload coders changes across multiple configurations
(e.g., RS(3,2)). ISA-L, Mellanox-EC and Gibraltar coders are sensitive to configuration
changes while Jerasure keeps consistent across different configurations. One possible
reason behind this observation is that different coders have nonequivalent optimal par-
allelism supports. ISA-L, Mellanox-EC, and Gibraltar have good support to larger-scale
parallel configurations; thus, they perform good with RS(10,4) and RS(17,3). In con-
trast, Jerasure (compiled without SSE support) prefers smaller-scale parallel configura-
tions; therefore, it achieves its best performance with configuration RS(3,2).
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Fig. 6: Normalized Throughput Performance of Onload and Offload Coders across Mul-
tiple Configurations. The chunk sizes for onload and offload coders are fixed into one of their
near-optimal chunk sizes. In this case, 2KB for onload coders and 512K B for offload coders.

CPU Utilization Considering CPU utilization of onload and offload coders, Figures 7-
10 illustrate that offload coders make better use of CPU cycles to carry out erasure
operations compared with onload coders. For example, it shows that, in Figure 7,
Mellanox-EC consumes 0.41 million cycles per second while running with a chunk
size of 64MB. In the meantime, Jerasure and ISA-L take 2950.5 and 2932.23 million
cycles per second, respectively. Another observation is that CPU utilization for both
onload and offload coders decrease with an increase in chunk size.

Figures 7-10 also show an interesting fact that ISA-L deals with chunk sizes smaller
than 32 bytes and other chunk sizes in two different approaches (details in the imple-
mentation of function ec_encode_data_avx2 [2]). That’s why in Figures 7-14, there are
big jumps in the curves of ISA-L in the cases of 32 bytes.
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Fig.7: CPU Utilization with Varied Chunk Sizes for RS(3, 2)

Cache Pressure The cache pressures of onload and offload coders are depicted in Fig-
ures 11-14. Though Gibraltar has more L1 cache misses than ISA-L for some chunk
sizes, the overall cache pressure introduced by offload erasure coders is less than that
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introduced by onload coders. Within all coders, Mellanox-EC influences cache least,
while Jerasure has constant pressure on cache for relatively large chunk sizes. The dif-
ferent cache behaviors of ISA-L around chunk_size = 32 across four chosen configura-
tions (e.g., RS(3,2)) also indicate the same observation in Section 4.3 that ISA-L has
two internal approaches to carry out chunk sizes smaller than 32 bytes and other chunk
sizes.
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5 Related Work

Over the years, as erasure coding becomes an attractive alternative to replication, several
works have been focusing on employing erasure coding for performing data recovery
on data centers and benchmarking erasure coders for performance evaluation.

Erasure Coding for Storage Systems: FErasure codes, especially Reed-Solomon
code and its variations, have been adopted in famous storage systems [26, 18, 6, 3,27,
5,43, 4], because of its higher reliability with lower storage overhead. To further reduce
the overhead introduced by erasure coding, some research works are proposed, such as
Partial-Parallel-Repair [25], Repair Pipelining [20], and [9, 32, 33]. Several researchers
have also designed many other classes of erasure codes to reduce the computational
complexity involved in Reed-Solomon codes [7, 14,19, 13,15, 12]. In the meantime,
erasure coding is also being utilized to design key-value stores, including Cocytus [45],
EC-Cache [31], and RDMA-accelerated Memcached with online EC support [37].

Hardware Acceleration and Optimizations for Erasure Coding: Motivated by
the advanced features supported by modern CPU architectures, many research works [16,
22,28] are enabling the design of high-speed EC by taking advantage of instruction sets
like SSE, AVX, etc. Along similar lines, [24] and [8] proposed offload approaches to
reduce CPU consumption and leverage the capabilities of GPUs and next-generation
network adapters, respectively. On the other hand, our previous work [38] has proposed
anew concept Multi-Rail EC, which enables upper-layer applications to leverage avail-
able high-performance hardware in parallel to accelerate erasure coding.

Benchmarking Erasure Coding Libraries: Recent studies have evaluated on-
load erasure coders with metrics throughput or latency. For instance, [21] performs
several experiments to test the running times of some popular software-based onload
erasure coders. [29] conducts a throughput performance evaluation and examination
of open-source erasure coding libraries and contributes a way to normalize throughput
performance across different configurations (e.g., RS(3,2), RS(6,3) and RS(10,4)).

The increased focus on employing EC in storage systems and enabling EC on mod-
ern hardware serves as a motivation of this paper. Based on our knowledge of modern
hardware architectures, we propose a benchmark which supports latency & throughput
metrics as well as architecture-related metrics, such as CPU utilization and cache pres-
sure, to fully evaluate different erasure coders, especially onload and offload coders.

6 Conclusion

In this work, we design a benchmark framework (i.e., EC-Bench) for evaluating erasure
coders, especially for onload and offload coders. EC-Bench supports four main met-
rics (i.e., latency, throughput, CPU utilization, and cache pressure), which we think are
sufficient to explore the performance characteristics of onload and offload coders fully.
Through in-depth performance evaluations of four erasure coders, we demonstrate that
EC-Bench is able to reveal their performance differences in terms of throughput, CPU
utilization, and cache pressure. The performance results illustrate that onload coders
consumes more CPU and cache resources than offload coders (e.g., Mellanox-EC), and
highly optimized onload coders (e.g., Intel ISA-L) typically outperform offload coders.
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