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Abstract—Adding vehicle-to-vehicle (V2V) communication
into the adaptive cruise control (ACC) system produces the
cooperative adaptive cruise control (CACC) with a reinforced
road safety. However, current policy obliges safety-related data
to be exchanged solely over the control channel (CCH) within
the Dedicated Short-Range Communication (DSRC) spectrum,
which may induce intolerable communication delay and higher
accident risks. Standard countermeasures concentrate
principally on adaptively adjusting transmission parameters.
However, due to the limited network capacity of a single channel,
these methods can hardly meet the real-time packet delivery
requirement when vehicle density becomes high. Therefore, to
ensure timely delivery of critical safety messages, this paper
proposes instead a dynamic channel selection algorithm to fully
exploit all the seven useable channels in the DSRC band.
Experiments on a two-scaled-car platoon demonstrate the
effectiveness of the method in reducing the vehicle CACC
position and speed tracking errors.

I. INTRODUCTION

Combining on-board sensors, such as Lidar, radar or camera,
with wireless communication devices introduces a more
holistic protection for vehicle occupants. Loosely speaking,
safety benefits resulting from real-time vehicle to vehicle
(V2V) communication boil down to three aspects: extended
information sources beyond the line of sight (LOS),
anticipative warning for potential collision, and improved
inter-vehicle cooperation. For instance, a pure V2V-based
road intersection management system was validated in [1],
where vehicle states were shared by V2V when the line of
sight was obstructed. Then, the effectiveness of an electronic
emergency brake light (EEBL) system, which alarms the
driver to a hard brake issued from the front car in a dim
environment, was demonstrated in [2]. Also, a cooperative
vehicle trajectory prediction algorithm was proposed in [3],
where the prediction precision was distinctly improved if
neighboring vehicles’ states were directly transmitted via the
vehicular ad hoc network (VANET) rather than obtained from
ego-car’s onboard sensors. Particularly, incorporating V2V
communication into adaptive cruise control (ACC) [4] leads to
the cooperative adaptive cruise control (CACC) [5] with an
improved safety. In contrast to ACC [6], [7], CACC can
overcome the intrinsic deficiencies of embedded sensors [8],
like the limited detection range and field of view, sensitivity to
harsh weather and few information types. Moreover, ACC
cannot guarantee the so-called string stability of a vehicle
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convoy due to the accumulated perception and reaction delay
[9], which can amplify speed/acceleration fluctuations and
consequently increase collision risks downstream the platoon.
On contrary, further preview and timely perception arising out
of V2V communication introduce more phase lead into the
vehicle streams [10], which is able to attenuate the traffic
shockwaves and maintain the string stability.

By virtue of the advantages of CACC system, extensive
efforts have been made to mature this application [11], [12],
[13], despite the fact that majority of literatures assumed a
perfect V2V communication with neither data loss nor large
communication delay. However, VANET’s particular features
[14], such as the harsh radio propagation condition, the fast
fading channels, the hidden-terminal problem, the strong
communication contention along with the highly dynamic
topology, make it impractical to ignore the potential
communication issues when CACC is deployed in a large
scale. Actually, to alleviate the negative impact of
communication delay on the performance of a CACC system,
researchers from both control and communication
communities have proposed various approaches. From a
control viewpoint, Kalman filter was extensively utilized to
estimate surrounding vehicles’ states when communication
networks became unreliable [15]. On the other hand, the
standardized channel congestion control methods in the field
of communication focused on adaptively adjusting
transmission parameters [16], such as transmission power,
packet sending interval, and data rate.

The current 75MHz  Dedicated Short-Range
Communication (DSRC) spectrum in the United States is
evenly divided into seven 10MHz channels with channel 178
designated as the control channel (CCH), on which the
safety-related messages are exchanged. All other six service
channels (SCH), except channel 172, are retained principally
for non-safety applications, such as advertisement. Instead,
channel 172 will be specially reserved for future
accident-avoidance applications [17], [18]. Even though the
channel congestion control methods in [16] essentially
mitigated packet collisions on CCH, all safety-critical
information is still restricted on this single channel. When
vehicle density becomes high enough and the channel
contention deteriorates accordingly, the network capacity of
CCH will appear insufficient due to the limited bandwidth.
Reference [19] revealed that as the vehicle density increases,
the average packet transmission delay on CCH augments
almost exponentially. Therefore, to fundamentally reduce
V2V communication delay and to further enhance the safety
benefit of CACC, this paper proposes a dynamic channel
selection algorithm. Instead of using one fixed channel for
safety messages transmission, every vehicle in a CACC
platoon independently estimates communication delays and
packet delivery ratios (PDRs) of all the seven channels in the
DSRC spectrum and then collaboratively selects the target



channel satisfying both the delay and PDR requirements for
transmitting critical safety messages. Experiments with a
platoon composed of two scaled cars were conducted to
demonstrate its effectiveness.

The rest of the paper is organized as follows. The channel
selection algorithm is illustrated in Section II, followed by the
description of experimental scaled cars in Section III. Then,
CACC experiment design and verification are shown in
Section IV. Finally, Section V concludes this paper.

II. DYNAMIC COMMUNICATION CHANNEL SELECTION

The proposed dynamic channel selection algorithm makes
the involved cars of a specific V2V application, e.g., CACC,
under the current DSRC protocol (JEEE 802.11p) work
collaboratively, to determine one target channel satisfying
both the communication delay and PDR constraints to ensure
timely transmission of crucial safety-related messages.

A. Overall Design Scheme

For simplicity, we consider a V2V use case with two
involved cars. To begin with, each car locally estimates delays
and PDRs of all the seven non-overlapping channels in the
DSRC spectrum. Then, according to the estimated results,
every involved vehicle categorizes the seven channels into
three types and establishes a local channel preference list
(CPL). After that, the vehicle with the greater media access
control (MAC) address (acting as the sender), will send its
own CPL to another car (acting as the receiver) via CCH.
Subsequently, the receiver will compare sender’s CPL with its
own CPL to determine and switch to the optimal
communication channel satisfying both the delay and PDR
constraints if such a channel exists. Instead, if such a channel
cannot be found due to strong channel interferences or hidden
terminals, the non-safety messages transmitted by other
vehicles on a suboptimal channel will be temporarily
suspended to make the suboptimal channel meet the
communication requirements, and this suboptimal channel
will be chosen by the receiver. Thereafter, receiver’s decision
will be sent back to the sender in an acknowledgement (ACK)
frame. Finally, based on the ACK frame from receiver, sender
will also shift its channel to the target channel.

B. Delay, PDR Estimation and Channel Selection

The channel used for transmitting safety-related messages
must satisfy two constraints: a packet transmitted on such a
channel cannot experience a delay longer than the maximal
allowable delay (MAD) and the probability of successful
delivery of a single packet during the maximal allowable
transfer interval (MATI) must be larger than the threshold o .
Mathematical expressions of these two constraints read:

d <A,

1= pt > 6, M

with d as the actual transmission delay, A as the maximal
allowable delay, p as the probability of transmission failure
of a single packet, L, the most retransmission times within
MATI. All three known parameters L, , 0 and A are

determined by the specific V2V application such as CACC.
Based on the message collision model in [17], p of a

particular channel can be computed as:
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where N, demonstrates the number of contending nodes on
the channel, N, as the number of hidden terminals. Both N.

and N, can be inferred from beacon messages. 7, , 7, o,
known a priori, are separately the hidden terminal vulnerable
time, transmission probability in a single time slot, and the
length of a time slot.

Furthermore, a transmission delay d on a specific channel
consists of two parts: service delay d; and queuing delay d, .
The queuing delay d, can be directly obtained according to

the M/G/I queue model [20]. As for the service delay d;, by
modeling the complex back-off procedure of the current
DSRC protocol as a Markov process [19], d, can be regarded

as the mathematical expectation of the summation of
retransmission delay, which can be calculated as:

L min (2!CWo, CWo VE| X
dx:Z(l_p)pi ( 02 ) [ ]’
i=0

3)

with the packet error probability p indicated in (2), L, is the

default upper bound on the retransmission counts in 802.11p,
CW, and CW,,, respectively are the protocol-specified initial

and maximum allowable contention window, and E[X] is

the mathematical expectation of time elapse until back-off
counter decreased by one, which can be determined from the
Markov model of DSRC’s back-off procedure.

Based on (2) and (3) as well as the M/G/I queue model, the
transmission delay and the packet delivery ratio on each
channel can be predicted. Next, according to (1), seven
channels in the DSRC band are categorized into three types, as
Typel: The channel satisfies (1); Type2: The channel cannot
satisfy (1) until non-safety messages transmitted by other
vehicles on the channel are suspended; Type3: The channel
cannot satisfy (1) even non-safety messages on the channel are
suspended.

When each involved car individually categorizes the seven
channels, local CPL can be constructed by assigning Typel
channels with the highest preference and Type3 channels with
the lowest preference. After obtaining sender’s CPL, receiver
will compare it with its own CPL, and the ultimately used
channel will be chosen according to the following rules: if
there exist common Typel channels for both sender and
receiver, the one with the smallest N, will be selected; else, if

there exist only common Type2 channels, the one
necessitating the least effort to suspend non-safety messages
transmitted by other vehicles on itself will be chosen; finally,
if there is neither common Typel nor Type2 channel, the
common Type3 channel suffering from the least hidden
terminals will be eventually used.

Due to the space limitation, the channel selection algorithm
is sketched here. Interested reader is referred to authors’
previous paper [19] for a more detailed description.

III. EXPERIMENTAL HARDWARE

The channel selection algorithm in Section Il was tested on
a convoy with two scaled cars, exhibited in Fig. 1.
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Fig. 1. Experimental scaled car.

The 1:8 scaled car was rear-wheel drive through two DC
motors. Front-steering was controlled by a DC servo gear
motor with accessory linkage. Arduino MEGA control board
acted as the electronic control unit. To be cost-efficient, the
scaled car was not equipped with any expensive sensors, such
as Lidar, radar, high-precision gyroscope or accelerometer.
Instead, vehicle’s raw states, including longitudinal position,
lateral position and yaw angle, were obtained through an
image-based indoor GPS system. A radio communication (RC)
module was embedded on each scaled car as a reliable GPS
data receiver. Vehicle longitudinal speed and acceleration
were estimated online by processing the GPS longitudinal
position data via the algebraic derivative estimation technique
[21], described in Section IV. In addition, as a proof of
concept test bed, the V2V functionality was embodied by the
off-the-shelf Tmote Sky in our laboratory instead of DSRC
devices. Tmote Sky is a wireless sensor module, widely used
for wireless sensor network (WSN) development. The
dynamic channel selection algorithm was implemented into
Tmote Sky through TinyOS operating system. As a final point,
the longitudinal speed control loop of the scaled car operated
within a hierarchical framework: An upper-level velocity
planner calculates the desired longitudinal speed and a
lower-level PID controller accomplishes the speed tracking.
Estimated longitudinal speed was fed back via the RC module.

The overall longitudinal speed control architecture of the
scaled car is illustrated in Fig. 2.

l Position
—_
- —

Fig. 2. Speed control architecture of scaled car.

IV. EXPERIMENTAL VERIFICATION

Timely delivery of information from nearby vehicles is the
key to ensure that a CACC-enabled car can follow its
immediate predecessor precisely and promptly [5]. A
scaled-car platoon, including a leader and a follower, was used
to manifest the effectiveness of the dynamic channel selection
algorithm as well as the consequential control performance
enhancement. Both the leading car and the following car went
straight along a single lane. The leading car experienced
successive acceleration and deceleration to produce speed
fluctuation. The following car responded accordingly to
maintain the desired distance gap. At each moment, the
leading car’s information was transmitted to the follower
through one of the three available channels, namely CH1, CH2
and CH3, on which the quantities of contending nodes, altered
by tuning the additional Tmote Sky modules around the
convoy acting as interferences, were time-changing. The
experiment group used the channel selection algorithm in

Section 11, tried to always find the optimal channel whereas
the control group continued using the default CH2 (as the
CCH in DSRC) to transmit information. The sending
frequency was fixed as 33Hz for both cases.

A. System Modeling and Control Law Design

A vehicle platoon containing a leader and a follower (as the
ego-car) is depicted in Fig. 3.

X; X1
Fig. 3. CACC vehicle convoy.

The standard constant-time-headway spacing policy was
used to determine the reference distance gap, as:

D; =1 +hv;, 4)
with 7 as the standstill distance, / as the time headway, v;
the longitudinal velocity of ego-car. Thus, the distance
tracking error reads:
ei:Xi—l_Xi_Li_Dia (5)
where X, and X, represent rear bumper position of the
preceding car and the ego-car and L, indicates the length of
the ego-car. Finally, like the case to model a full-size vehicle
in [22], longitudinal dynamics of the scaled car was
uniformly approximated by a first-order system as:
Vi (i-1) F Ti(im)Vi(im1) = Ui (i-1)» 6)
with v, ;) as the actual longitudinal velocity, ;) the
desired longitudinal velocity, and 7; ,_;, the time constant for

respectively the ego- and preceding car.
By combing (4), (5), (6), the distance error dynamics can be
summarized as:

e =X —Xi— L —r—hv,

. U =V
& =vii—vi—h , (7)
Ti
g G _Wrhh wn v v
Ti Ti Tict Tt T

Based on (7), if the desired longitudinal velocity of the
ego-car u; satisfies:

u,~+ht't,~ ZTi(m—l_m+mj+Kdéi+eria (8)
Ti-1 Tia Ti
the error dynamics becomes:
. 0 1
Gl=| K 1+K, || &
IR
T

To make the above error matrix Hurwitz, the control gains
K,and K, can be chosen as:

K, = 52'[,'

{Kj =3¢ -1 (10)
with V& > 0. In this way, the error matrix in (9) can possess
two repeated eigenvalues 4, , with:
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241 :/12 :'5 < 09
implying that e, asymptotically converges to zero.
Remark: Based on (8), the ego-car only needs information
from its preceding car, which matches exactly the design
scheme of channel selection algorithm in Section II. Besides,
since the longitudinal position and velocity of both cars are
obtained from the RC module, the safety-related data
transmitted via V2V merely included preceding car’s desired
longitudinal velocity #;; and time constant 7, | .

(11)

In addition to ensuring lime; () — 0 , a vehicle stream also
[—>0

obliges that the speed variation of the leading car attenuates

across the wvehicle string. As indicated in [23], the
mathematical expression of this requirement reads:
X (jo
N(—J,) <1LVao,Vi>1, (12)
X, i-1 ( ] a))

where X (jw) corresponds to the Laplace transform of the

vehicle positions X .
Combing (4)-(9), the block diagram of the transfer function

from X, to X is depicted in Fig. 4, where @ represents the
communication delay.

T, T,
s+eF L (s+rst)-e® s w
Tia Ti1
+l u; + hu 1 1 -
. K, +Kas ¥ ! > — X

1+hs s(1+ r,s)

4

1+hs

Li+n
Fig. 4. Block diagram of transfer function.

Based on Fig. 4, the transfer function can be calculated as:

X, K, +(Ki+1)s+zsle® (13)
Xio (1+hs)(K, +(Ks +1)s+75%)

If there does not exist any communication delay, i.e., =0,
equation (13) is simplified as:

i _ 1 , (14)
X l+hs
implying that the string stability is intrinsically maintained.
Furthermore, for a specific time headway /%, there exists a
maximal tolerable delay threshold 8", which makes (12) hold
for VO <" . Fig. 5 demonstrates this 8" —/ relation with

7,=05,K;=0, K, =05.

s

Delay threshold, 8 (s)
[S)

e =)
kS =y
T

S
o

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time headway, h (s)

=

Fig. 5. Maximal tolerable delay under different headways.
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B. Parameter Identification

To calculate the desired speed u; in (8), the time constants

for both ego- and preceding cars are in need. It was revealed in
[13] that the time constant was virtually speed-dependent. For
simplicity, only the acceleration and deceleration phases from
standstill to 400 mm/s and vice versa were considered. Matlab
System Identification Toolbox was used and an exemplary
parameter identification result is demonstrated in Fig. 6.

Acceleration phase Deceleration phase

0.4 it i ---Real speed
= 0.4 —Reference speed
- % —Identified model
4
EO.} é 03
---Real speed
é’ 0.2 — Reference speed Q
g™ —Identified model 202
o ©
> 0.1 =01
0 0
6 8 10 12 14 16 6 8 10 12 14

Time (s) Time (s)

Fig. 6. Time constant identification.

The black lines in Fig. 6 indicate the step reference inputs
and the red dashed lines correspond to the actual speed
responses and the blue lines demonstrate the identified models.
The parameter identified results are summarized in Table 1.

TABLE I. TIME CONSTANT IDENTIFICATION RESULTS

Acceleration phase Deceleration phase

Leading car 0.65s 0.34s

Follower car 0.68s 0.30s

C. Speed and Acceleration Estimation

As indicated in Section III, raw GPS data merely contain
position and yaw. However, calculating the desired
longitudinal velocity u, in (8) requires access to the actual

velocity of both the ego- and the preceding cars. Commercial
full-scale vehicle typically uses odometer and radar to fulfill
these needs. Instead, for the scaled cars, v; and v,.; were
obtained by analyzing raw GPS position data. Pure
differentiator cannot be used straightforwardly because of
signal noise. Rather, the algebraic differentiation estimator
(ADE) in [21] was utilized to determine velocities in real time.

ADE is a robust, model-independent, and purely algebraic
signal differentiator. It uses weighted infegrations of original
signal to calculate its arbitrary-order derivatives. The
expressions of the zero-, first- and second-order estimated
derivatives of a noisy signal y(t) are:

f’(t)z% OT(ZT—3T)y(t—T)dT
B(0) =]/ (T=20)3(e=7)ds L
60 (7

(1)

where T corresponds to the estimation window length. When
(15) is digitally implemented, higher-order derivative
estimation requires a relatively larger T to better annihilate
high-frequency noise and to further mitigate the intrinsic
numerical integration error. Exemplary signal filtering and
derivative estimation results are demonstrated in Fig. 7, with

7)o (T2—6T2'+6z'2)y(t—r)dr



T fixed as 0.1 second for zero- and first-order estimations and
0.3 second for second-order derivative estimation.

4000

on (mm)

2000
— Estimated position (online)
---Real position (offline)

0

400

200 yfx — Estimated velocity (online)
o --Filtered real velocity (offline) N J
3 4 5 6 7 8 9 10

500 AN — Estimated acceleration (online)
DY 'M"Fillcrcd real acceleration (offline).
I

-500
Time (s)
Fig. 7. Algebraic estimation result.

Acceleration (mm/s2) Velocity (mm/s) ~ Positi

In Fig. 7, the red solid lines correspond to the online
filtered/estimated variables and the dashed blue lines represent
the real variables which were either directly measured or
post-processed offline. Clearly, both the filtered position and
the estimated velocity fitted well with the real data. Per contra,
there existed a distinct phase lag in the estimated acceleration,
owing to its relatively large estimation window. However,
estimated acceleration was not involved in calculating the
desired speed. Instead, it was solely used for experiment
demonstration purpose in the next subsection.

D. Experiment Results

The time-changing numbers of interferences on the three
available channels CH1, CH2 and CH3 were listed in Table II.

TABLE II. NUMBERS OF INTERFERENCES ON AVAILABLE CHANNELS.

1<6.5 6.5<t<10 10<¢<13.5 t=13.5
CHI1 5 10 1 3
CH2 9 5 8 2
CH3 1 0 6 10

At each instant, there were in total 15 interfering nodes
distributed unevenly on the three channels. The shaded block
in each column of Table II indicates the least number of
interferences on all the three useable channels, and the channel
selection result is demonstrated in Fig. 8.

Number of interferences on each channel

—=-CH1
4 ==-CH2 N
CH3 H
2 |- -Selected channel i
o e —_——————
or  emmmm——— ] 4
I I I I I L I I
0 2 4 6 8 10 12 14 16 18
Time (s)

Fig. 8. Channel selection result.

Certainly, the selected channel (red dashed line) always
corresponded to the optimal one with the least interferences,
proving the efficiency of the channel selection algorithm.

Then, the distance tracking errors (5) when either the
selected channel or the default CH2 was utilized are
demonstrated in Fig. 9. In Fig. 9, the red dashed line shows the
distance tracking error when the default crowded CH2 was
used whereas the blue solid line corresponds to the result with
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the dynamically selected channel. Evidently, V2V
communication via the default CH2 entailed a more drastic
and mutable distance tracking error, giving rise to a higher
collision risk. On the contrary, using dynamically selected
channel limited the range of distance tracking error within
+150 mm.

200 T

-200 —With channel selection
---No channel selection

Distance tracking error (mm)

6 8 10 12 14 16 18
Time (s)

Fig. 9. Distance tracking error.

Further, the preferred disturbance attenuation character of a
platoon can be verified by comparing the longitudinal velocity
and acceleration of each car. Fig. 10 shows the longitudinal
velocities of both the leading and the follower car with either
the selected channel or the default CH2 applied.

% T
g 40— Leader
£ 300[{~--Follower

2200

With channel selection

cit,

3100~

Vel

Nu channel sel:plnun

400 —Leader
—-Follower|
100 -

Velocnly (mm/s)

Flg 10. Vehicle longltudlnal velocities.

The upper/lower plot in Fig. 10 represents separately the
velocities with the dynamically selected channel/the default
CH2 used for V2V communication. Hence, applying the
selected channel ensured that the velocity tracking error of the
leading car was not amplified. On the contrary, a huge delay
issued from the contention-extensive CH2 generated a
sluggish and amplified velocity response of the follower car.

Further, the absolute relative speed is

Vieader — V. Sfollower

presented in Fig. 11.

) — With channel selection
'£300 |---No channel selection
£
g %
i
5200
2
3]
]
=
2100
3]
S
Ic}
>
0 . E 2\ Y 2
6 8 10 12 14 16 18
Time (s)

Fig. 11. Relative speed.

The red dashed/blue solid line individually features the
result when the default CH2/dynamically selected channel
was used. Hence, conspicuous velocity fluctuation can be
witnessed when CH2 was employed. In contrast, using the
selected channel made the following car response swiftly,
leading to a mild speed fluctuation.

At last, the longitudinal accelerations of both cars are
exhibited in Fig. 12.
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12
Time (s
Fig. 12. Vehicle longituh}nal acceleration.

The results with/without channel selection are depicted
separately in the upper- and lower-plot of Fig. 12. Thus, the
acceleration of the leading car was not amplified during all the
three accelerating phases by use of the selected channel.
Instead, with the fixed CH2, the maximal acceleration of the

follower (0.640m /s ) at 11.5s was greater than the maximal

acceleration of the leader (0.628m/s”) at 10.6s during the
second accelerating phase.

Remark: Two scaled cars were involved in the experiments.
Simulation results in terms of communication delay and PDR
with multiple-car scenarios can be found in [19].

V. CONCLUSIONS

Current DSRC protocol restricts exchange of safety-related
messages through only one channel, which can induce huge
transmission delay and safety risk when V2V deploys in a
large scale. Therefore, a dynamic channel selection algorithm
is proposed in this paper to exploit all the seven channels in
the DSRC spectrum for in time safety data transmission.
Experiments under a CACC scenario with two scaled cars
demonstrated its effectiveness. Scenarios with more involved
cars will be tested in the next step.
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