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Abstract— We propose an LMI-based solution to the problem
of H∞-optimal state-feedback control of systems with multi-
ple state delays. This result is based on a generalization of
the LMI framework to infinite-dimensional systems using the
recently developed PQRS framework. The H∞ norm bounds
are certified using Lyapunov-Krasovskii functionals and do not
rely on discretization. The algorithms are scalable to large
numbers of states and delays and accurate to at least 4 decimal
places when compared with Padé-based methods. We include
efficient implementations of the proposed controllers for real-
time control and provide a user-friendly interface available
online via Code Ocean.

I. INTRODUCTION

In this paper we consider systems of the form

ẋ(t) = A0x(t) +
∑

i

Aix(t− τi) +B1w(t) +B2u(t)

y(t) = C0x(t) +
∑

i

Cix(t− τi) +D1w(t) +D2u(t) (1)

where w(t) ∈ Rm is the disturbance input, u(t) ∈ Rp is the
controlled input, y(t) ∈ Rq is the regulated output, x(t) are
the state variables and τi > 0 for i ∈ [1, · · · ,K] are the
delays ordered by increasing magnitude. We assume x(s) =
0 for s ∈ [−τK , 0]. Our goal is to construct a controller of
the form

u(t) = K0x(t)+

K
∑

i=1

K1ix(t−τi)+
K
∑

i=1

∫ 0

−τi

K2i(s)x(t+s)ds

where the K2i are polynomial and which minimizes γ :=

supw∈L2

‖y‖
L2

‖w‖L2

.

Our controller synthesis conditions: 1) Are expressed as
LMIs; 2) Are not conservative in any significant sense; 3)
Are prima facie provable in that they are certified using
Lyapunov-Krasovskii functionals; 4) Are scalable to large
numbers of states and delays; 5) Have an efficient real-time
implementation; and 6) Are publicly available for verification
via Code Ocean.

However, our controllers require knowledge of the history
of the state variables and must be coupled with state-
estimators if the system has partial sensor measurements or
input delay. The estimator synthesis problem is solved in
Part 2 of this paper [1]. In addition, these controllers are
not currently suitable when the delays are unknown or time-
varying.

The result is based on an generalization of a well-known
LMI for optimal control of Ordinary Differential Equations.
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Specifically, when Ai = 0 and Ci = 0 for i > 0, in [2], it
was shown that if there exist P > 0 and Z such that




PAT + AP + ZTBT
2 +B2Z B1 PCT

1 + ZTDT
2

BT
1 −γI DT

1

C1P +D2Z D1 −γI



 < 0

then for u(t) = ZP−1x(t), ‖y‖L2
≤ γ ‖w‖L2

. In Section II,
Theorem 1, we show that an operator-valued version of
this LMI is also valid for distributed parameter systems.
In Theorem 1, however, the system matrices are replaced
by operators and the variables are likewise operators. In
Section III, we introduce the PQRS framework which allows
us to use polynomials to parameterize our operator variables
P and Z as in Equations (4) and (5), respectively. PQRS
operators are defined for multiple delays in Eqn (4) and for
a single delay have the form
(

P{P,Q,S,R}

[

x

φ

])

(s)

:=

[

Px+
∫ 0

−τ
Q(s)φ(s)ds

τQ(s)Tx+τS(s)φi(s) +
∫ 0

−τ
R(s, θ)φ(θ) dθ.

]

If the matrix-valued functions {P,Q,R, S} are poly-
nomial, then positivity of such a PQRS operator can be
enforced using LMIs as described in Section IV, Theorem 6.
In Theorem 4, we show that the optimal controller synthesis
conditions introduced in Theorem 1 can be represented in the
PQRS framework and hence enforced using LMIs. Finally,
in Theorem 10, we summarize the results as an LMI for
optimal control of multi-delay systems. In Section VIII, we
describe a Matlab toolbox which dramatically simplifies the
implementation of these results. This implementation, along
with an efficient and easy-to-use simulation and validation
code for user-defined multi-delay systems are available on
Code Ocean [3]. The results are applied to several numerical
examples and compared with controllers designed using a
high-order Padé approximation. The results are shown to be
accurate to at least 4 significant figures as measured by the
minimal achievable closed-loop H∞ norm. Furthermore, the
algorithms are scalable in that they can be implemented on
a desktop computer when the number of delays times the
number of states is less than 50.

Finally, we note that there are existing results on controller
synthesis for time-delay systems. First, there are approaches
such as the use of Padé approximations which reduce the
delayed system to an ODE [4]. These approaches show
convergence to the true system as the order of approximation
increases [5]. However, for any given level of discretization,
the H∞ bounds are not provable. Although analysis may
be used a-posteriori to obtain provable bounds (at some
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cost in accuracy), in practice this is rarely, if ever, done.
By contrast, every controller we design has a provable,
highly accurate H∞ norm bound. This critique also applies
to operator discretization techniques such as in [6]. Al-
ternatively, Lyapunov-Krasovskii-based synthesis conditions,
such as in [7], [8], [9] have provable bounds but are either
heuristic, significantly conservative, or both - as is shown in
Section VIII.

A. Notation

Shorthand notation used throughout this paper includes the
Hilbert spaces Lm

2 [X ] := L2(X ;Rm) of square integrable
functions from X to Rm and Wm

2 [X ] := W 1,2(X ;Rm) =
H1(X ;Rm) = {x : x, ẋ ∈ Lm

2 [X ]}. We use Lm
2 and

Wm
2 when domains are clear from context. We also use the

extensions Ln×m
2 [X ] := L2(X ;Rn×m) and Wn×m

2 [X ] :=
W 1,2(X ;Rn×m) for matrix-valued functions. Sn ⊂ Rn×n

denotes the symmetric matrices. We say an operator P :
Z → Z is positive on a subset X of Hilbert space Z

if 〈x,Px〉Z ≥ 0 for all x ∈ X . P is coercive on X if
〈x,Px〉Z ≥ ǫ ‖x‖2Z for some ǫ > 0 and for all x ∈ X .
Given an operator P : Z → Z and a set X ⊂ Z , we use
the shorthand P(X) to denote the image of P on subset
X . In ∈ Sn denotes the identity matrix. 0n×m ∈ Rn×m

is the matrix of zeros with shorthand 0n := 0n×n. We will
occasionally denote the intervals Ti := [−τi, 0]. For a natural
number, K ∈ N, we adopt the index shorthand notation
where i ∈ [K] denotes i = 1, · · · ,K . The symmetric
completion of a matrix is denoted ∗T .

II. AN CONVEX FORMULATION OF THE CONTROLLER

SYNTHESIS PROBLEM FOR DISTRIBUTED PARAMETER

SYSTEMS

Consider the generic distributed-parameter system

ẋ(t) = Ax(t) + B1w(t) + B2u(t), x(0) = 0,

y(t) = Cx(t) +D1w(t) +D2u(t), (2)

where A : X → Z , B1 : Rm → Z , B2 : U → Z , C : X →
R

q , D1 : Rm → R
q , and D2 : U → R

q.
We begin with the following mathematical result on dual-

ity, which is a reduced version of Theorem 3 in [10].
Theorem 1: Suppose P is a bounded, coercive linear

operator P : X → X with P(X) = X and which is self-
adjoint with respect to the Z inner product. Then P−1: exists;
is bounded; is self-adjoint; P−1 : X → X ; and P−1 is
coercive.

Using Theorem 1, we give a convex formulation of the
H∞ optimal full-state feedback controller synthesis problem.
This result combines: a) a relatively simple extension of the
Schur complement Lemma to infinite dimensions; with b)
the dual synthesis condition in [10]. We note that the ODE
equivalent of this theorem is necessary and sufficient and the
proof structure can be credited with, e.g. [2].

Theorem 2: Suppose there exists an ǫ > 0, an operator
P : Z → Z which satisfies the conditions of Theorem 1,

and an operator Z : X → U such that

〈APz, z〉Z + 〈z,APz〉Z + 〈B2Zz, z〉Z + 〈z,B2Zz〉Z
+ 〈z,B1w〉Z + 〈B1w, z〉Z ≤ γwTw − vT (CPz)− (CPz)T v

− vT (D2Zz)− (D2Zz)T v − vT (D1w)− (D1w)
T v

+ γ ‖v‖2 − ǫ ‖z‖2Z
for all z ∈ X , w ∈ Rm, and v ∈ Rq. Then for any w ∈ L2,
if x(t) and y(t) satisfy x(t) ∈ X and

ẋ(t) = (A+ B2ZP−1)x(t) + B1w(t)

y(t) = (C +D2ZP−1)x(t) +D1w(t) (3)

for all t ≥ 0, then ‖y‖L2
≤ γ ‖w‖L2

.
Proof: By Theorem 1 P−1: exists; is bounded; is self-

adjoint; P−1 : X → X ; and is coercive.
For w ∈ L2, let x(t) and y(t) be a solution of

ẋ(t) = (A+ B2ZP−1)x(t) + B1w(t)

y(t) = (C +D2ZP−1)x(t) +D1w(t)

such that x(t) ∈ X for any finite t.
Define the storage function V (t) =

〈

x(t),P−1
x(t)

〉

Z
.

Then V (t) ≥ δ ‖x(t)‖2Z for some δ > 0. Define z(t) =
P−1

x(t) ∈ X . Differentiating the storage function in time,
we obtain

V̇ (t) =
〈

x(t),P−1(Ax(t) + B2ZP−1
x(t) + B1w(t))

〉

Z

+
〈

P−1(Ax(t) + B2ZP−1
x(t) + B1w(t)),x(t)

〉

Z

=
〈

P−1
x(t),Ax(t)

〉

Z
+
〈

P−1
x(t),B2ZP−1

x(t)
〉

Z

+
〈

P−1
x(t),B1w(t)

〉

Z
+
〈

Ax(t),P−1
x(t)

〉

Z

+
〈

B2ZP−1
x(t),P−1

x(t)
〉

Z
+
〈

B1w(t),P−1
x(t)

〉

Z

= 〈z(t),APz(t)〉Z + 〈B2Zz(t), z(t)〉Z + 〈z(t),B1w(t)〉Z
+ 〈APz(t), z(t)〉Z+ 〈z(t),B2Zz(t)〉Z+ 〈B1w(t), z(t)〉Z

≤ γw(t)Tw(t) − v(t)T (CPz(t)) − (CPz(t))T v(t)

− v(t)T (D2Zz(t)) − (D2Zz(t))T v(t)− v(t)T (D1w(t))

− (D1w(t))
T v(t) + γ ‖v(t)‖2 − ǫ ‖z(t)‖2Z

= γw(t)Tw(t) − v(t)T
(

(C +D2ZP−1)x(t) +D1w(t)
)

−
(

(C +D2ZP−1)x(t) +D1w(t)
)T
v(t) + γ ‖v(t)‖2

− ǫ ‖z(t)‖2Z
= γw(t)Tw(t) − v(t)T y(t)− y(t)T v(t) + γ ‖v(t)‖2

− ǫ ‖z(t)‖2Z
for any v(t) ∈ Rq and all t ≥ 0. Choose v(t) = 1

γ
y(t) and

we get

V̇ (t) ≤ γ ‖w(t)‖2 − 2

γ
‖y(t)‖2 + 1

γ
‖y(t)‖2 − ǫ ‖z(t)‖2Z

= γ ‖w(t)‖2 − 1

γ
‖y(t)‖2 − ǫ ‖z(t)‖2Z .

Since P is bounded, there exists a σ > 0 such that

V (t) =
〈

x(t),P−1
x(t)

〉

Z
= 〈z(t),Pz(t)〉Z ≤ σ ‖z(t)‖2Z .

3850



We conclude, therefore, that

V̇ (t) ≤ − ǫ

σ
V (t) + γ ‖w(t)‖2 − 1

γ
‖y(t)‖2 .

Integrating the inequality forward in time, and using V (0) =
0, we obtain

1

γ
‖y‖2L2

≤ γ ‖w‖2L2

which concludes the proof.

III. THEOREM 2 APPLIED TO MULTI-DELAY SYSTEMS

Theorem 2 gives a convex formulation of the controller
synthesis problem for a general class of distributed-parameter
systems. In this section and the next, we apply Theorem 2
to the case of systems with multiple delays. Specifically,
we consider solutions to the system of equations given by
Equation (1). First, we express System (1) in the abstract
form of (2). Following the mathematical formalism devel-
oped in [10], we define the inner-product space Zm,n,K :=
{Rm × Ln

2 [T1]× · · · × Ln
2 [TK ]} and for {x, φ1, · · · , φK} ∈

Zm,n,K , we define the following shorthand notation
[

x

φi

]

:= {x, φ1, · · · , φK},

which allows us to simplify expression of the inner product
on Zm,n,K , which we define to be

〈[

y

ψi

]

,

[

x

φi

]〉

Zm,n,K

= τKy
Tx+

K
∑

i=1

∫ 0

−τi

ψi(s)
Tφi(s)ds.

When m = n, we simplify the notation using Zn,K :=
Zn,n,K . The state-space for System (1) is defined as

X :=

{[

x

φi

]

∈ Zn,K : φi∈Wn
2 [Ti] and

φi(0)=x for all i∈[K]

}

.

We now represent the infinitesimal generator, A : X →
Zn,K , of Eqn. (1) as

A
[

x

φi

]

(s) :=

[

A0x+
∑K

i=1Aiφi(−τi)
φ̇i(s)

]

.

Furthermore, B1 : Rm → Zn,K , B2 : Rp → Zn,K , D1 :
Rm → Rq , D2 : Rp → Rq, and C : Zn,K → Rp are defined
as

(B1w)(s) :=

[

B1w

0

]

, (B2u)(s) :=

[

B2u

0

]

,

(

C
[

ψ

φi

])

:=
[

C0ψ +
∑

iCiφi(−τi)
]

,

D1w := D1w, D2u := D2u.

Having defined these operators, we note that for any solution
x(t) of Eqn. (1), using the above notation if we define

(x(t)) (s) =

[

x1(t)
x2i(t)

]

(s) =

[

x(t)
x(t+ s)

]

then x satisfies Eqn. (2) using the operator definitions given
above. The converse statement is also true.

A. The PQRS Parametrization of Operators

We now introduce a class of operators P{P,Qi,Si,Rij} :
Zm,n,K → Zm,n,K , parameterized by matrix P and matrix-
valued functions Qi ∈ Wm×n

2 [Ti], Si ∈ Wn×n
2 [Ti], Rij ∈

Wn×n
2 [Ti × Tj] as

(

P{P,Qi,Si,Rij}

[

x

φi

])

(s) := (4)
[

Px+
∑K

i=1

∫ 0

−τi
Qi(s)φi(s)ds

τKQi(s)
Tx+τKSi(s)φi(s)+

∑K

j=1

∫ 0

−τj
Rij(s, θ)φj(θ) dθ.

]

For this class of operators, the following Lemma combines
Lemmas 3 and 4 in [10] and gives conditions under which
P{P,Qi,Si,Rij} satisfies the conditions of Theorem 1.

Lemma 3: Suppose that Si ∈ Wn×n
2 [Ti], Rij ∈

Wn×n
2 [Ti × Tj] and Si(s) = Si(s)

T , Rij(s, θ) =
Rji(θ, s)

T , P = τKQi(0)
T + τKSi(0) and Qj(s) =

Rij(0, s) for all i, j ∈ [K]. Further suppose P{P,Qi,Si,Rij}

is coercive on Zn,K . Then P{P,Qi,Si,Rij}: is a self-adjoint
bounded linear operator with respect to the inner product
defined on Zn,K ; maps P{P,Qi,Si,Rij} : X → X ; and
P{P,Qi,Si,Rij}(X) = X .

Starting in Section IV, we will assume Qi, Si, and Rij

are polynomial and give LMI conditions for positivity of
operators of the form P{P,Qi,Si,Rij}.

B. The Controller Synthesis Problem for Systems with Delay

Theorem 2 gives a convex formulation of the controller
synthesis problem, where the data is the 6 operators A,
B1, B2, C, D1, and D2 and the variables are the operators
P and Z . For multi-delay systems, we have defined the 6
operators and parameterized the decision variable P using
P{P,Qi,Si,Rij}. We now likewise parameterize the decision
variable Z : Zn,k → Rp using matrices Z0, Z1i and
functions Z2i as

(

Z

[
ψ
φi

])

:=
[

Z0ψ +
∑

i
Z1iφi(−τi) +

∑

i

∫ 0

−τi
Z2i(s)φi(s)ds

]

.

(5)
The following theorem gives convex constraints on the

variables P , Qi, Si, Rij , Z0, Z1i and Z2i under which
Theorem 2 is satisfied when A, B1, B2, C, D1, and D2 are
as defined above.

Theorem 4: Suppose that there exist Si ∈ Wn×n
2 [Ti],

Rij ∈ Wn×n
2 [Ti × Tj] and Si(s) = Si(s)

T such that
Rij(s, θ) = Rji(θ, s)

T , P = τKQi(0)
T + τKSi(0) and

Qj(s) = Rij(0, s) for all i, j ∈ [K], and matrices Z0 ∈
Rp×n, Z1i ∈ Rp×n and Z2i ∈ W

p×n
2 [Ti] such that

〈

x,P{P,Qi,Si,Rij}x
〉

Zn,K
≥ ǫ ‖x‖2 for all x ∈ Zn,K and

〈





















v

w

y1
y2









φi













,P{D,Ei,Ṡi,Gij}





















v

w

y1
y2









φi













〉

Zq+m+n(K+1),n,K

≤ −ǫ
∥

∥

∥

∥

[

y1
φi

]∥

∥

∥

∥

2

Zn,K
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for all y1 ∈ Rn and





















v

w

y1
y2









φi













∈ Zq+m+n(K+1),n,K where

D =











− γ

τK
I 1

τK
D1 L1 L21 . . . L2K

∗T − γ

τK
I BT

1 0 . . . 0

∗T ∗T L0 + LT
0 L31 . . . L3K

∗T ∗T ∗T −S1(−τ1) . . . 0
...

...
...

...
. . .

...
∗T ∗T ∗T ∗T . . . −Sk(−τK)












L0 := A0P +
K∑

i=1

(

τKAiQi(−τi)
T +

1

2
Si(0)

)

+B2Z0,

L1 :=
1

τK
C0P +

∑

i

CiQi(−τi)
T +

1

τK
D2Z0

L2i := CiSi(−τi) +
1

τK
D2Z1i, L3i := τKAiSi(−τi) +B2Z1i

Ei(s) =
1

τK
·












C0Qi(s) +
∑

j
CjRji(−τj, s) +D2Z2i(s)

0

τK
(

A0Qi(s) + Q̇i(s) +
∑K

j=1 AjRji(−τj , s) +B2Z2i(s)
)

0
...
0












Gij(s, θ) :=
∂

∂s
Rij(s, θ) +

∂

∂θ
Rji(s, θ)

T , i, j ∈ [K].

Then if

u(t) = ZP−1
{P,Qi,Si,Rij}

[

x(t)
x(t + s)

]

where Z is defined in Eqn. (5) then for any w ∈ L2, if x(t)
and y(t) satisfy Eqn. (1), ‖y‖L2

≤ γ ‖w‖L2
.

Proof: For any w ∈ L2, using the definitions of u(t),
and A, B1, B2, C, D1, D2 and Z given above, y(t) and x(t)

satisfy Eqn. (1) if and only if y(t) and x(t) :=

[

x(t)
x(t+ s)

]

satisfy Eqn. (2). Therefore, ‖y‖L2
≤ γ ‖w‖L2

if

〈APz, z〉Z + 〈z,APz〉Z + 〈B2Zz, z〉Z + 〈z,B2Zz〉Z
+ 〈z,B1w〉Z + 〈B1w, z〉Z

≤ γwTw − vT (CPz)− (CPz
T v − vT (D2Zz)− (D2Zz)T v

− vT (D1w) − (D1w)
T v + γ ‖v‖2 − ǫ ‖z‖2Z

for all z ∈ X , w ∈ R
m, and v ∈ R

q . The rest of the proof
is lengthy but straightforward. We simply show that if we
define

f :=
[

z2,1(−τ1)T · · · z2,K(−τK)T
]T
,

h :=
[

vT wT
z
T
1 fT

]T
.

then

〈APz, z〉Z + 〈z,APz〉Z + 〈B2Zz, z〉Z + 〈z,B2Zz〉Z
+ 〈z,B1w〉Z + 〈B1w, z〉Z − γwTw + vT (CPz) + (CPz)T v

+ vT (D2Zz) + (D2Zz)T v + vT (D1w) + (D1w)
T v − γvT v

=

〈[

h

z2i

]

,P{D,Ei,Ṡi,Gij}

[

h

z2i

]〉

Zm0,n,K

≤ −ǫ
∥

∥

∥

∥

[

z1

z2i

]
∥

∥

∥

∥

2

Zn,K

= −ǫ ‖z‖2Zn,K
. (6)

where for convenience and efficiency of presentation, we
denote m0 := q +m+ n(K + 1).

It may also be helpful to note that the quadratic form
defined by a P{D,Ei,Fi,Gij} operator expands out as

〈[

h

z2i

]

,P{D,Ei,Fi,Gij}

[

h

z2i

]〉

Zm0,n,K

= τKh
TDh+ τK

K
∑

i=1

∫ 0

−τi

hTEi(s)z2i(s)ds

+ τK
∑

i

∫ 0

−τi

z2i(s)
TEi(s)

Thds

+ τK
∑

i

∫ 0

−τi

z2i(s)
TFi(s)z2i(s)ds

+
∑

ij

∫ 0

−τi

∫ 0

−τj

z2i(s)
TGij(s, θ)z2j(θ) dθds. (7)

Our task, therefore, is simply to write all the terms we find
in (6) in the form of Equation (7) for an appropriate choice
of matrix D and functions Ei, Fi, and Gij . Fortunately, the
most complicated part of this operation has already been
completed. Indeed, from Theorem 5 in [10], we have the
first two terms can be represented as

〈APz, z〉Zn,K
+ 〈z,APz〉Zn,K

=

〈[

h

z2i

]

,D
[

h

z2i

]〉

Zm0,n,K

,

where D := P{D1,E1i,Ṡi,Gij}
(Do not confuse this D1 with

the D1 in Eqn. (2)) and

D1 :=



















0 0 0 0 . . . 0
0 0 0 0 . . . 0
0 0 C0 + CT

0 C1 · · · Ck

0 0 CT
1 −S1(−τ1) 0 0

...
...

... 0
. . . 0

0 0 CkT 0 0 −Sk(−τK)



















,

C0 :=A0P+τK

K
∑

i=1

(AiQi(−τi)T+
1

2
Si(0)),

Ci := τKAiSi(−τi), i ∈ [K]

E1i(s) :=
[

0 0 Bi(s)
T 0 · · · 0

]T
, i ∈ [K]

Bi(s) := A0Qi(s) + Q̇i(s) +

K
∑

j=1

AjRji(−τj , s), i ∈ [K]

Gij(s, θ) :=
∂

∂s
Rij(s, θ) +

∂

∂θ
Rji(s, θ)

T , i, j ∈ [K].
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Having already dealt with the most difficult terms, we now
start with the easiest. Using the definitions of B1 and D1, it
is relatively easy to show that 〈z,B1w〉Z = τKz

T
1 B1w and

hence

〈z,B1w〉
Z
+ 〈B1w, z〉

Z
− γwTw + vTD1w + (D1w)T v − γvT v

=

〈[
h
z2i

]

,P{D0,0,0,0}

[
h
z2i

]〉

Zm0,n,K

where

D0 =
1

τK



















−γI D1 0 0 . . . 0
DT

1 −γI τKB
T
1 0 . . . 0

0 τKB1 0 0 . . . 0
0 0 0 0 . . . 0
...

...
...

...
. . .

...
0 0 0 0 . . . 0



















Next we have that

2vT (CPz)

= 2vTτK
[
(

1

τK
C0P+

∑

i

CiQi(−τi)
T

)

z1+
∑

i

CiSi(−τi)z2i(−τi)

+
1

τK

K∑

i=1

∫ 0

−τi

(

C0Qi(s) +
∑

j

CjRji(−τj , s)

)

z2i(s)ds
]

= τKhT 1

τK

[
0q+m Π2

ΠT
2 0n(K+1)

]

︸ ︷︷ ︸

D2

h

+ 2τK

K∑

i=1

∫ 0

−τi

hT 1

τK

[
C0Qi(s) +

∑

j
CjRji(−τj , s)

0n×(q+N(K+1))

]

︸ ︷︷ ︸

E2i(s)

z2i(s)ds.

where

Π1 = C0P +
∑

i

τKCiQi(−τi)
T

Π2 =
[
Π1 τKC1S1(−τ1) · · · τKCKSK(−τK)

]

We therefore conclude that

vT (CPz) + (CPz)T v =

〈[
h
z2i

]

,P{D2,E2i,0,0}

[
h
z2i

]〉

Zm0,n,K

.

Finally, we have

2 〈z,B2Zz〉Z + 2vT (D2Zz)

= 2τKz
T
1

[

B2Z0z1 +
∑

i

B2Z1iz2i(−τi)

+
∑

i

∫ 0

−τi

B2Z2i(s)z2i(s)ds
]

+ 2vT
[

D2Z0z1 +
∑

i

D2Z1iz2i(−τi)

+
∑

i

∫ 0

−τi

D2Z2i(s)z2i(s)ds
]

=

〈[

h

z2i

]

,P{D3,E3i,0,0}

[

h

z2i

]〉

Zm0,n,K

where

D3 =













0 ∗T ∗T ∗T . . . ∗T

0 0 ∗T ∗T . . . ∗T

( 1
τK

D2Z0)
T 0 B2Z0 + ZT

0 BT
2 ∗T . . . ∗T

( 1
τK

D2Z11)
T 0 (B2Z11)

T 0 . . . ∗T

...
...

...
...

. . .
...

( 1
τK

D2Z1K)T 0 (B2Z1K)T 0 . . . 0













E3i(s) =
1

τK

[
(D2Z2i(s))

T 0 (τKB2Z2i(s))
T 0 · · · 0

]T
.

Summing all the terms we have

D = D0 +D1 +D2 +D3

and

Ei(s) = E1i(s) + E2i(s) + E3i(s).

We conclude, therefore, that for any z ∈ X ,

〈APz, z〉Z + 〈z,APz〉Z + 〈B2Zz, z〉Z + 〈z,B2Zz〉Z
+〈z,B1w〉Z + 〈B1w, z〉Z−γwTw + vT (CPz) + (CPz)T v

+vT (D2Zz)+(D2Zz)T v+vT (D1w) + (D1w)
T v − γvT v

=

〈[

h

z2i

]

,P{D,Ei,Ṡi,Gij}

[

h

z2i

]〉

Zm0,n,K

≤ −ǫ
∥

∥

∥

∥

[

z1

z2i

]∥

∥

∥

∥

2

Zn,K

= −ǫ ‖z‖2Zn,K
.

Thus, by Lemma 3 and Theorem 2, we have that for any
w ∈ L2, if x(t) and y(t) satisfy Eqn. (1), ‖y‖L2

≤ γ ‖w‖L2
.

Theorem 4 provides a convex formulation of the controller
synthesis problem for systems with multiple delays. How-
ever, the theorem does not provide a way to enforce the
operator inequalities or reconstruct the optimal controller.
In Section IV we will review how the operator inequalities
can be represented using LMIs. In Sections V and VI, we
discuss how to invert operators of the P{P,Qi,Si,Rij} class
and reconstruct the controller gains in a numerically reliable
manner.

IV. ENFORCING OPERATOR INEQUALITIES IN THE

P{P,Qi,Si,Rij} FRAMEWORK

The problem of enforcing operator positivity on Zm,n,K

in the P{P,Qi,Si,Rij} framework was solved in [10] by
using a two-step approach. First, we construct an operator
P{P̃ ,Q̃,S̃,R̃} whose positivity on Zm,nK,1 is equivalent to
positivity of the original operator on Zm,n,K . Then, assuming
that Q̃, R̃, S̃ are polynomials, we give an LMI condition on
P̃ and the coefficients of Q̃, R̃, S̃ which ensures positivity
of P{P̃ ,Q̃,S̃,R̃} on Zm,nK,1. Because the transformation from

{P,Qi, Si, Rij} to {P̃ , Q̃, S̃, R̃} is linear, if Qi, Rij , Si

are polynomials, the result is an LMI constraint on the
coefficients of these original polynomials. For ease of imple-
mentation, these two results are combined in single Matlab
function which is described in Section VIII.
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First, we give the following transformation. Specifically,
we say that

{P̃ , Q̃, S̃, R̃} := L1(P,Qi, Si, Rij) (8)
if ai = τi

τK
, P̃ = P and

Q̃(s) :=
[√
a1Q1(a1s) · · · √

aKQK(aKs)
]

S̃(s) :=







S1(a1s) 0 0

0
. . . 0

0 0 SK(aKs)







R̃(s, θ) :=






√
a1a1R11 (sa1, θa1) · · · √

a1aKR1K (sa1, θaK)
... · · ·

...√
aKa1RK1 (saK , θa1) · · · √

aKaKRKK (saK , θaK)






.

Then we have the following result [10].
Lemma 5: Let {P̃ , Q̃, S̃, R̃} := L1(P,Qi, Si, Rij). Then
〈[

x

φi

]

,P{P,Qi,Si,Rij}

[

x

φi

]〉

Zm,n,K

≥ α

∥

∥

∥

∥

[

x

φi

]
∥

∥

∥

∥

Zm,n,K

for all

[

x

φi

]

∈ Zm,n,K if and only if
〈[

x

φ̃

]

,P{P̃ ,Q̃,R̃,S̃}

[

x

φ̃

]〉

Zm,nK,1

≥ α

∥

∥

∥

∥

[

x̃

φ̃

]∥

∥

∥

∥

Zm,nK,1

for all

[

x̃

φ̃

]

∈ Zm,nK,1.

To enforce positivity of P{P̃ ,Q̃,S̃,R̃} on Zm,nK,1 as an
LMI, we use the following result [10].

Theorem 6: For any functions Y1 : [−τK , 0] → Rm1×n

and Y2 : TK ×TK → Rm2×n, square integrable on TK with
g(s) ≥ 0 for s ∈ TK , suppose that

P =M11 ·
1

τK

∫ 0

−τK

g(s)ds

Q(s) =
1

τK

(

g(s)M12Y1(s) +

∫ 0

−τK

g(η)M13Y2(η, s)dη

)

S(s) =
1

τK
g(s)Y1(s)

TM22Y1(s)

R(s, θ) = g(s)Y1(s)
TM23Y2(s, θ) + g(θ)Y2(θ, s)

TM32Y1(θ)

+

∫ 0

−τK

g(η)Y2(η, s)
TM33Y2(η, θ)dη

where M11 ∈ Rm×m, M22 ∈ Rm1×m1 , M33 ∈ Rm2×m2

and

M =





M11 M12 M13

M21 M22 M23

M31 M32 M33



 ≥ 0.

Then
〈

x,P{P,Q,S,R}x
〉

Zm,n,1
≥ 0 for all x ∈ Zm,n,1.

For notational convenience, we use {P,Q, S,R} ∈ Ξd,m,n

to denote the LMI constraints associated with Theorem 6 as

Ξd,m,n :=
{

{P,Q,R, S} :
{P,Q,S,R}={P1,Q1,S1,R1}+{P2,Q2,S2,R2},

where {P1, Q1, S1, R1} and {P2, Q2, S2, R2} satisfy
Thm. 6 with g = 1 and g = −s(s + τK), respectively.

}

We now have the single unified result:

Corollary 7: Suppose there exist d ∈ N, constant ǫ > 0,
matrix P ∈ R

m×m, polynomials Qi, Si, Rij for i, j ∈ [K]
such that

L1(P,Qi, Si, Rij) ∈ Ξd,m,nK .

Then
〈

x,P{P,Qi,Si,Rij}x
〉

Zm,n,K
≥ 0 for all x ∈ Zm,n,K .

A more detailed discussion of these LMI-based methods
can be found in [10].

V. AN ANALYTIC INVERSE OF P{P,Qi,Si,Rij}

Having taken Qi, Rij , Si to be polynomials and having
given an LMI which enforces strict positivity of the operator
P{P,Qi,Si,Rij}, we now give an analytical representation
of the inverse of operators of this class. The inverse of
P{P,Qi,Si,Rij} is also of the form P{P̂ ,Q̂i,Ŝi,R̂ij}

where

expressions for the matrix P̂ and functions Q̂i, R̂ij , Ŝi are
given in the following theorem, which is a generalization of
the result in [11] to the case of multiple delays. In this result,
we first extract the coefficients of the polynomialsQi andRij

as Qi(s) = HiZ(s) and Rij(s, θ) = Z(s)TΓijZ(θ) where
Z(s) is a vector of bases for vector-valued polynomials
(typically a monomial basis). The theorem then gives an
expression for the coefficients of Q̂i and R̂ij using a similar
representation. Note that the results of the theorem are still
valid even if the basis functions in Z(s) are not monomials
or even polynomials.

Theorem 8: Suppose that Qi(s) = HiZ(s) and
Rij(s, θ) = Z(s)TΓijZ(θ) and P := P{P,Qi,Si,Rij} is a
coercive operator where P : X → X and P = P∗. Define

H =
[

H1 . . . HK

]

and Γ =







Γ11 . . . Γ1K

...
...

ΓK,1 . . . ΓK,K






.

Now let Ki =
∫ 0

−τi
Z(s)Si(s)

−1Z(s)Tds,

K = diag(K1, · · · ,KK)

Ĥ = P−1H
(

KHTP−1H − I −KΓ
)−1

Γ̂ = −(ĤTH + Γ)(I +KΓ)−1

[

Ĥ1 . . . ĤK

]

= Ĥ,







Γ̂11 . . . Γ̂1K

...
...

Γ̂K,1 . . . Γ̂K,K






= Γ̂.

Then if we define

P̂ =
(

I − ĤKHT
)

P−1, Q̂i(s) = ĤiZ(s)Si(s)
−1

Ŝi(s) = Si(s)
−1, R̂ij(s, θ) = Ŝi(s)Z(s)

T Γ̂ijZ(θ)Ŝj(θ),

then for P̂ := P{

P̂ , 1
τK

Q̂i,
1

τ2
K

Ŝi,
1

τK
R̂ij

}, we have P̂ = P̂∗,

P̂ : X → X , and P̂Px = PP̂x = x for any x ∈ Zm,n,K .
Proof: See the extended version [12] of this paper for

the proof.
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VI. CONTROLLER RECONSTRUCTION AND NUMERICAL

IMPLEMENTATION

In this section, we reconstruct the controller using Z and
P−1 and explain how this can be implemented numerically.
First, we have the following obvious result.

Lemma 9: Suppose that Z is as defined in Theorem 4 and
P̂ is as defined in Theorem 8. Then if u(t) = ZP̂x(t),

u(t) = K0x(t)+
∑

i

K1ix(t−τi)+
∑

i

∫ 0

−τi

K2i(s)x(t+s)ds

where

K0 = Z0P̂ +
∑

j

(

Z1jQ̂j(−τj)T +

∫ 0

−τj

Z2j(s)Q̂j(s)
T ds

)

K1i =
1

τK
Z1iŜi(−τi)

K2i(s) =
1

τK

(

Z0Q̂i(s) + Z2i(s)Ŝi(s)

+

K
∑

j=1

(

Z1jR̂ji(−τj , s) +
∫ 0

θ=−τj

Z2j(θ)R̂ji(θ, s)dθ
)

)

Proof: The proof follows directly from the definitions.

We conclude that given P̂ , Q̂i, Ŝi and R̂ij , it is possible to
compute the controller gains K0, K1i and K2i. In practice,
however, if S is polynomial, then Ŝi(s) = S(s)−1 will
be a rational matrix-valued function. This implies that Q̂i

and R̂ij are likewise rational. Numerically, this step can be
avoided, however, by using the reduced expressions found in
the extended version of this paper [12].

VII. AN LMI FORMULATION OF THE H∞-OPTIMAL

CONTROLLER SYNTHESIS PROBLEM FOR MULTI-DELAY

SYSTEMS

In this section, we combine all previous results to give a
concise formulation of the controller synthesis problem in
the LMI framework.

Theorem 10: For any γ > 0, suppose there exist d ∈ N,
constant ǫ > 0, matrix P ∈ Rn×n, polynomials Si, Qi ∈
Wn×n

2 [Ti], Rij ∈ Wn×n
2 [Ti × Tj] for i, j ∈ [K], matrices

Z0, Z1i ∈ R
p×n and polynomials Z2i ∈ W

p×n
2 [Ti] for i ∈

[K] such that
L1(P − ǫIn, Qi, Si − ǫIn, Rij) ∈ Ξd,n,nK

−L1(D+ǫÎ, Ei, Ṡi + ǫIn, Gij) ∈ Ξd,q+m+n(K+1),nK ,

where D, Ei, Gij are as defined in Theorem 4, Î =
diag(0q+m, In, 0nK), and L1 is as defined in Eqn. (8).
Furthermore, suppose P,Qi, Si, Rij satisfy the conditions
of Lemma 3. Let u(t) be as defined in Lemma 9 where
P̂ , Q̂i, Ŝi and R̂ij are as defined in Theorem 8. Then
for any w ∈ L2, if y(t) and x(t) satisfy Equation (1),
‖y‖L2

≤ γ ‖w‖L2
.

Proof: Define P := P{P,Qi,Si,Rij}. By assumption, P
satisfies the conditions of Lemma 3. By Corollary 7, we have

〈

x,P{P−ǫIn,Qi,Si−ǫIn,Rij}x
〉

Zn,K

=
〈

x,P{P,Qi,Si,Rij}x
〉

Zn,K
− ǫ ‖x‖2Zn,K

≥ 0

for all x ∈ Zn,K . Similarly, we have
〈[

h

z2i

]

,P{D+ǫÎ,Ei,Ṡi+ǫIn,Gij}

[

h

z2i

]〉

Zq+m+n(K+1),n,K

=

〈[

h

z2i

]

,P{D,Ei,Ṡi,Gij}

[

h

z2i

]〉

Zq+m+n(K+1),n,K

+ ǫ

∥

∥

∥

∥

[

z1

z2i

]∥

∥

∥

∥

2

Zn,K

≤ 0.
for all z1 ∈ Rn and

[

h

z2i

]

∈ Zq+m+n(K+1),n,K where h =
[

v w z1 f
]

.
Furthermore, by Theorem 8 and Lemma 9, u(t) =

ZP−1

[

x(t)
x(t+ s)

]

where Z is as defined in Eqn. (5). There-

fore, by Theorem 4, if y(t) and x(t) satisfy Equation (1),
‖y‖L2

≤ γ ‖w‖L2

VIII. NUMERICAL TESTING, VALIDATION AND

PRACTICAL IMPLEMENTATION

The algorithms described in this paper have been imple-
mented in Matlab within the DelayTOOLs framework, which
is based on SOSTOOLS and the pvar framework. Several
supporting functions were described in [10] and these are
sufficient to enforce the conditions of Theorem 10. For all
examples, the computation time is in CPU seconds on an
Intel i7-5960X 3.0GHz processor. This time corresponds
to the interior-point (IPM) iteration in SeDuMi and does
not account for preprocessing, postprocessing, or for the
time spent on polynomial manipulations formulating the
SDP using SOSTOOLS. Such polynomial manipulations
can significantly exceed SDP computation time for small
problems.

For simulation and practical use, some additional func-
tionality has been added to facilitate calculation of con-
troller gains and real-time implementation. The most
significant new function introduced in this paper is
P_PQRS_Inverse_joint_sep_ndelay, which takes
the matrix P and polynomials Qi, Si, and Rij and computes
P̂ , Ĥi, and Γ̂ij as described in Theorem 8. In addition,
the script solver_ndelay_opt_control combines all
aspects of this paper and simulates the resulting controller in
closed loop. For simulation, a fixed-step forward difference
method is used, with a different set of states representing
each delay channel. In the simulation results given below,
200 spatial discretization points are used for each delay
channel. All these tools are available online for validation
or download on Code Ocean [3].

A. Validation of H∞ optimal controller synthesis

We now apply the controller synthesis algorithm to several
problems. Unfortunately, there are very few challenging
example problems in the literature. When these examples do
exist, they are often trivial in the sense that the dynamics can
be entirely eliminated by the controller - meaning only the
control effort is to be minimized and the achievable norms do
not change significantly with delay or other parameters. The
problems listed below were found to be the most challenging
as measured by either significant variation of the closed-loop
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Fig. 1. Closed-loop system response to a sinc disturbance for Ex. B.3

norm with delay or the requirement for a degree of more
than 1 to achieve optimal performance. In each case, the
results are compared to existing results in the literature (when
available) and to an H∞ optimal controller designed for the
ODE obtained by using a 10th order Padé approximation of
the delay terms.

a) Example B.1:

ẋ(t) =

[
0 0
0 1

]

x(t) +

[
−1 −1
0 −.9

]

x(t− τ )

+

[
1
1

]

w(t) +

[
0
1

]

u(t)

y(t) =

[
1 0
0 0

]

x(t) +

[
0
.1

]

u(t)

γmin d = 1 d = 2 d = 3 Padé [7] [8]
τ = .99 .10001 .10001 .10001 .1000 .228 1.88
τ = 2 1.438 1.353 1.332 1.339 ∞ ∞

CPU sec .478 .879 2.48 2.78 N/A N/A

b) Example B.3: This modified version is taken
from [9] where B2 was altered to make the problem more
difficult and inputs/outputs were added). In [9], a stabilizing
controller was found for maximum delays of τ1 = .1934 and
τ2 = .2387. We found a controller for any τ1 and τ2 and the
results listed are for τ1 = 1 and τ2 = 2. The closed-loop
system response is illustrated in Fig. 1.

ẋ(t) =

[
−1 2
0 1

]

x(t) +

[
.6 −.4
0 0

]

x(t− τ1)

+

[
0 0
0 −.5

]

x(t− τ2) +

[
1
1

]

w(t) +

[
0
1

]

u(t)

y(t) =





1 0
0 1
0 0



x(t) +





0
0
.1



u(t)

γmin d = 1 d = 2 d = 3 Padé
τ1 = 1, τ2 = 2 .6104 .6104 .6104 .6104

CPU sec 2.07 7.25 25.81 N/A

c) Example B.4:

ẋ(t) =−
K∑

i=1

x(t− i/K)

K
+ 1w(t) + 1u(t)

y(t) =

[

1
T

0

]

x(t) +

[
0
1

]

u(t)

K ↓ n → 1 2 3 5 10

1 .438 .172 .266 1.24 17.2
2 .269 .643 2.932 17.1 647.2
3 .627 2.634 10.736 91.43 5170.2
5 1.294 13.12 84.77.7 1877 65281
10 11.41 469.86 4439 57894 NA

TABLE I

CPU SEC INDEXED BY # OF STATES (n) AND # OF DELAYS (K )

In this example, we examine the computational complexity
of the proposed algorithm. We use a n-D system with K
delays, a single disturbance w(t) and a single input u(t).
Here 1 ∈ Rn is the vector of ones. The computation time
is listed in Table I. As expected, these results indicate the
synthesis problem is not significantly more complex that the
stability test. The complexity scales as a function of nK and
is possible on desktop computers when nK < 50.

IX. CONCLUSION

In this paper, we have shown how the problem of H∞-
optimal control of multi-delay systems can be reformulated
as a convex optimization problem with operator variables.
We have proposed a parametrization of positive operators
using positive matrices and verified the resulting LMIs are
accurate to several decimal places when measured by the
minimal achievable closed-loop H∞ norm bound. We have
developed an analytic formula for the inverse of the proposed
parameterized class of positive operators. Finally, we have
demonstrated effective methods for real-time computation of
the control inputs.
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[4] P. Mäkilä and J. Partington, “Shift operator induced approximations of
delay systems,” SIAM Journal on Control and Optimization, vol. 37,
no. 6, pp. 1897–1912, 1999.

[5] J. Lam, “Convergence of a class of padé approximations for delay
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