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Abstract

We characterize the asymptotic performance
of nonparametric goodness of fit testing. The
exponential decay rate of the type-II error
probability is used as the asymptotic per-
formance metric, and a test is optimal if it
achieves the maximum rate subject to a con-
stant level constraint on the type-I error prob-
ability. We show that two classes of Maximum
Mean Discrepancy (MMD) based tests attain
this optimality on R?, while the quadratic-
time Kernel Stein Discrepancy (KSD) based
tests achieve the maximum exponential decay
rate under a relaxed level constraint. Under
the same performance metric, we proceed to
show that the quadratic-time MMD based
two-sample tests are also optimal for general
two-sample problems, provided that kernels
are bounded continuous and characteristic.
Key to our approach are Sanov’s theorem from
large deviation theory and the weak metriz-
able properties of the MMD and KSD.

1 Introduction

Goodness-of-fit tests play an important role in machine
learning and statistical analysis. Given a model distri-
bution P and sample z" := {z;}}'_; originating from an
unknown distribution @, the goal is to decide whether
to accept the null hypothesis that ) matches P, or
the alternative hypothesis that Q and P are different.
Traditional (parametric) approaches may require space
partitioning or closed-form integrals [6, 7, 9, 27]. They
become computationally intractable to machine learn-
ing applications that involve high dimensional data and
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complicated models [30, 39, 46].

Recently, several efficient tests have been proposed
based on Reproducing Kernel Hilbert Space (RKHS)
embedding [36, 43]. One is to conduct a Maximum
Mean Discrepancy (MMD) based two-sample test by
drawing samples from the model distribution P [35].
A difficulty with this approach is to determine the
number of samples drawn from P relative to n, the
sample number of the test sequence. Other tests are
based on classes of Stein transformed RKHS functions
[12, 22, 23, 34, 37|, where the test statistic is the norm
of the smoothness-constrained function with the largest
expectation under @ and is referred to as the Kernel
Stein Discrepancy (KSD). The KSD based tests only
require knowing the density function of P up to the
normalization constant, and do not need to compute
integrals or draw samples. Additionally, constructing
explicit features of distributions results in a linear-time
goodness-of-fit test that is also more interpretable [29].

Motivated by their good performance in practice, this
paper investigates the statistical optimality of these
kernel based goodness-of-fit tests, a long-standing open
problem in information theory and statistics [15, 17, 28].
Given distribution P, the hypothesis testing between
Hy: 2™ ~ P and Hy : 2" ~ () can be extremely hard
when @ is arbitrary but unknown, as opposed to the
simple case when @ is known. With independent sam-
ple and a known @, the type-II error probability of
an optimal test vanishes exponentially fast w.r.t. the
sample size n, and the exponential decay rate coincides
with the Kullback-Leibler Divergence (KLD) between P
and @ (cf. Lemma 1). This motivates the so-called uni-
versal hypothesis testing problem, originally proposed
by Hoeffding [28]: does there exist a nonparametric
goodness-of-fit test that achieves the same optimal ez-
ponential decay rate as in the simple hypothesis testing
problem where Q) is known? Over the years, universally
optimal tests only exist when the sample space is fi-
nite, i.e., when P and @ are both multinomial [28, 49].
For a more general sample space, attempts have been
largely fruitless with the only exception of [53, 51].
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Their results, however, were obtained at the cost of a
weaker optimality and the proposed tests are rather
complicated due to use of Lévy-Prokhorov metric. We
remark that even the existence of such a test remains
unknown when the sample space is non-finite.

Contributions. We first show a simple kernel test,
comparing the MMD between the target distribution
and the sample empirical distribution with a proper
threshold, as an optimal approach to the universal
hypothesis testing problem when the sample space is
Polish, locally compact Hausdorff, e.g., R%. To the
best of our knowledge, this is the first result on the
universal optimality for a general, non-finite sample
space. Taking into account the difficulty of obtaining
closed-form integrals for non-Gaussian distributions,
we then follow [35] to cast the original problem into
a two-sample problem. We establish the same opti-
mality for the quadratic-time kernel two-sample tests
proposed in [25], provided that w(n) independent sam-
ples are drawn from P. For the KSD based tests, the
constant level constraint on the type-I error probability
is difficult to satisfy for all possible sample sizes. By
relaxing the constraint to an asymptotic one and as-
suming additional conditions, we establish the optimal
exponential decay rate of the type-II error probability
for the quadratic-time KSD based tests proposed in
[12, 34].

As another contribution, we proceed to investigate
the quadratic-time kernel two-sample tests in a more
general setting where the sample sizes scale in the same
order, e.g., when the two sets of samples have the same
size. We show that the type-II error probability also
vanishes exponentially fast. The obtained exponential
decay rate is further shown to be optimal among all
two-sample tests under the same level constraint, and
is independent of particular kernels provided that they
are bounded continuous and characteristic.

Key to our approach are Sanov’s theorem from large
deviation theory [19] and the weak metrizable prop-
erties of the MMD [42, 44] and the KSD [23], which
enable us to directly investigate the acceptance region
defined by the test, rather than using the test statistic
as an intermediate.

Paper Outline. Section 2 introduces the asymptotic
statistical criterion used in this paper and formally
states the problem of universal hypothesis testing. Sec-
tion 3 reviews related works. In Section 4, we present
two classes of MMD based tests that are optimal for
universal hypothesis testing and discuss their implica-
tions to goodness of fit testing. Section 5 considers the
KSD based goodness-of-fit tests and Section 6 estab-
lishes the universal optimality of the quadratic-time
MMD based two-sample tests in a more general setting.

We conclude this paper in Section 7.

2 Problem

Throughout this paper, let X be a Polish space (i.e.,
a separable completely metrizable topological space)
and P the set of Borel probability measures defined on
X. Given a distribution P € P and sample z™ from
an unknown distribution @) € P, we want to determine
whether to accept Hy: P=Q or Hy : P # Q. A test
Q(n) = {Q(n), Q21 (n)} partitions X™ into two disjoint
sets with Qp(n)UQq(n) = X" If 2™ € Q;(n),i = 0,1, a
decision is made in favor of hypothesis H;. We say that
Qo(n) is an acceptance region for the null hypothesis
Hy and Q;(n) the rejection region. A type-I error
is made when P = @Q is rejected while Hy is true,
and a type-II error occurs when P = @ is accepted
despite H; being true. The two error probabilities are
P((n)) = Ponop (2" € Q(n)) and Q(Q(n)) =
Pynog (2™ € Qo(n)) with @ # P, respectively.

In general, the two error probabilities can not be mini-
mized simultaneously. A commonly used approach, the
so-called Neyman-Pearson approach [11], is to set an
upper bound « on the type-I error probability and con-
siders only level « tests, i.e., tests with P(Q1(n)) < a.
However, similar to the two-sample problem [25], it
is not possible to distinguish distributions with high
probability at a given, fixed sample, without prior as-
sumptions on the difference between P and @. We
therefore consider an asymptotic statistical criterion
as the performance metric.

A level « test is said to be consistent if the type-II error
probability vanishes in the large sample limit. Such a
test is exponentially consistent when the error proba-
bility additionally vanishes exponentially fast w.r.t. the
sample size, that is, when

lim inf ! log Q(20(n)) > 0.
n— oo n
The above limit is also referred to as the type-II error
exponent in information theory. Clearly, the larger
the error exponent, the faster the error probability
decreases in the sample limit. Under this criterion, an
optimal test would achieve the maximum type-II error
exponent while satisfying the level constraint. Error
exponent is a widely used metric in source coding and
channel coding [15], and is closely related to two other
asymptotic statistical criteria [41]. In particular, the
Chernoff index equals the minimum of the type-I and
type-II error exponents, and the exact Bahadur slope
is equivalent to twice of the type-I error exponent with
a constant constraint on the type-II error probability.

We present a useful lemma which gives the optimal
type-II error exponent of any level « test for simple
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hypothesis testing between two known distributions.
Let D(P||Q) denote the KLD between P and ). That
is, D(P]|Q) = Eplog(dP/dQ) where dP/d(Q stands for
the Radon-Nikodym derivative of P w.r.t. ¢ when it
exists, and D(P||Q) = oo otherwise [19].

Lemma 1 (Chernoff-Stein Lemma [15, 19]). Let z™
i.i.d. ~ R. Consider simple hypothesis testing between
Hy:R=PePand H : R=Q € P, with 0 <
D(P||Q) < 0. Given 0 < a < 1, let Q*(n, P,Q) =
{Q§(n, P,Q), 2 (n, P,Q)} be the optimal level o test
with which the type-II error probability is minimized
for each n. It follows that

lim - log Q(O%5(n, P, Q) = D(P|Q).

n—roo

Problem Statement. Let Q(n) = {Q(n), 21(n)} be
a nonparametric goodness-of-fit test of level a. With
z" ii.d. ~ @ under the alternative hypothesis, the
corresponding type-II error probability Q(€y(n)) can
not be lower than Q(25(n, P,Q)). As such, Chernoff-
Stein lemma indicates that its type-1I error exponent is
bounded by D(P||Q). For any given P, the problem is
to find a goodness-of-fit test Q(n), if it exists, so that

1. under Hy: P=Q, P (Q1(n)) < a,
2. under Hy : P # Q,

n—oo

lim inf . logP,»(Q(n)) = D(P||Q),
n
for arbitrary Q with 0 < D(P|Q) < oo,

giving rise to the name universal hypothesis testing.

3 Related Work

The decay rate of the type-1I error probability has been
widely investigated for existing kernel based tests. For
the simple kernel tests in [1, 47, 48] and the kernel
two-sample tests in [14, 21, 24, 26, 46, 52], analysis is
based on the test statistics, through their asymptotic
distributions or some probabilistic bounds on their con-
vergence to the population statistics. The resulting
characterizations depend on kernels and are loose in
general. For the KSD based tests, current statistical
characterization is limited to consistency; the asymp-
totic distributions of the test statistics either have no
closed form [12] or are hard to analyze [29, 34].

Other asymptotic statistical criteria have also been
used for comparing nonparametric goodness-of-fit tests.
Jitkrittum et al. [29] used the approximate Bahadur
slope and showed that their linear-time test has greater
relative efficiency than the linear-time test proposed in
[34], assuming a mean-shift alternative. However, it is

not clear whether such a result holds for a more general
alternative. Balasubramanian et al. [5] investigated the
detection boundary and showed that the simple kernel
test is suboptimal under this criterion. A minimax
optimal test was then proposed for a composite al-
ternative, where the worst-case performance w.r.t. a
set of probability measures is optimized. In contrast,
our optimality criterion is much stronger in that the
optimality must hold for any distribution defining the
alternative hypothesis; specifically, the nonparametric
test must achieve the maximum type-II error exponent
D(P||Q) for any @ satisfying 0 < D(P||Q) < oo.

4 Maximum Mean Discrepancy Based
Goodness-of-Fit Tests

This section studies two classes of MMD based tests
for universal hypothesis testing, followed by discussions
on related aspects. We begin with a brief review of the
MMD and of Sanov’s theorem.

Let Hj, be an RKHS defined on X with reproducing
kernel k. The mean embedding of P € P in Hy, is a
unique element pi(P) € Hy such that E . pf(y) =
(f, ik (P))p, for all f € Hy [8]. We assume that k is
bounded continuous, hence the existence of u(P) is
guaranteed by the Riesz representation theorem. The
MMD between two probability measures P and @ is
defined as the RKHS-distance between their mean em-
beddings, which can be expressed as

de(P, Q)
=[x (P) = pr(Q) 2,
— (Eyyk(y,y) + Bawrk(z, 2') — 2By, k(y, 2))"/*
where y,1’ i.i.d. ~ P and z, 2’ i.i.d. ~ Q.

If the mean embedding py, is an injective map, then the
kernel k is said to be characteristic and the MMD d;. be-
comes a metric on P [45]. A weak metrizable property
of dj has also been established recently. Consider the
weak topology on P induced by the weak convergence:
a sequence of probability measures P, — P weakly if
and only if E,p, f(y) = Ey~pf(y) for every bounded
continuous function f : X — R. The following theorem
states when dj, metrizes this weak convergence.!

Theorem 1 ([42, Theorem 55|, [44, Theorem 3.2]).
If X is Polish, locally compact Hausdorff, and k is
continuous and characteristic, then d metrizes the
weak convergence on P.

We note that the weak metrizable property is also
favored for training deep generative models [3, 4, 32].

'Indeed, Simon-Gabriel and Scholkopf [42] show that X
only needs to be locally compact Hausdorff. We require X
be Polish in order to utilize Sanov’s theorem.
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An example of Polish, locally compact Hausdorff space
is R?, and both Gaussian and Laplacian kernels defined
on it are bounded continuous and characteristic [44].

We next introduce Sanov’s theorem from large devia-
tion theory, which, together with the weak metrizable
property of the MMD, is critical to establish our main
results in this section. Denote by Q.. the empirical
measure of 2", i.e., Q, = LS | 8, with 0, being the
Dirac measure at x.

Theorem 2 (Sanov’s Theorem [40, 19]). Let z"
i.i.d. ~Q € P. For a setI' C P, it holds that
1 ~
li —ZlogPu(Qnel) < inf D(R
busup = 08 Pan(@n € 1) < 1ol DIRIR)-
. 1 A
hnnigolf - logPn(Qn €T) > Rlen{FD(RHQ)

where int ' and clT' are the interior and closure of T
w.r.t. the weak topology on P, respectively.

Sanov’s theorem states that if the underlying distribu-
tion @ is not in clT', the closure of a set I' of distribu-
tions, then the probability of its empirical distribution
Qn lying in clT" goes to 0 at least exponentially fast.
This enables us to directly investigate type-II error
exponent through the empirical distribution and the
acceptance region, rather than through the limiting
performance of the test statistics. Moreover, the lower
bound on the error exponent would establish the uni-
versal optimality if it is no lower than D(P||Q) for a
goodness-of-fit test.

We now state the two classes of MMD based goodness-
of-fit tests that are universally optimal.

4.1 Simple Kernel Tests

The first test directly computes the MMD between the
target distribution P and the empirical distribution
of sample z". Though having been investigated in
[1, 5, 47, 48], its optimality for the universal hypothesis
testing problem remains unknown.

Let also Qn be the empirical measure of z". We have
a simple kernel test with acceptance region
Qo(n) = {2" : d(P,Qu) <7 } .

where 7, represents a threshold and di (P, Qn) equals

%ZZ k(zi, x;) +Eyy’kyy —fZEk’xl,y

with y, 4y’ i.i.d. ~ P. On the one hand, we want the
threshold ~,, to be small so that the test type-II error
probability is low; on the other hand, the threshold

cannot be too small in order to meet the level constraint
on the type-I error probability. The balance between
the two error probabilities is attained with a threshold
that diminishes at an appropriate rate.

Theorem 3. Let X be Polish, locally compact Haus-
dorff. For P € P and z" i.i.d. ~ Q € P, assume
0 < D(P||Q) < oo under the alternative hypothe-
sis Hy. Further assume that kernel k is bounded
continuous and characteristic, with 0 < k(-,) < K
for some K > 0. For a given a, 0 < o« < 1, set
= 2K/n (1 + v/ —log a) . Then the simple kernel
test dy (P, Qn) < v 15 an optimal level a test for the
universal hypothesis testing problem, that is,

1. under Hy: P =Q, P,

.P#Q,

o (P, Qu) > 70) < 0,

2. under H,

hmmfff log o (dk(P, On) < %) — D(P||Q).

n—oo

Proof. That dy (P, Qn) < 7n has level « can be directly
verified by [48, Eq. (24)] (see Lemma 2 in Appendix A).
Let 8 = liminf, —% log P, (di (P, Qn) < 9,) un-
der Hy. According to Chernoff-Stein lemma, we only
need to show 8 > D(P||Q).

To apply Sanov’s theorem, we notice that deciding if
" € {z" : di(P,Q,) < 7,} is equivalent to deciding
if its empirical measure Q,, € {P' : di(P,P') < 7y}
Since 7, — 0 as n — oo, for any constant v > 0, there
exists an integer ng such that v, < v for all n > ny.
Hence, {P’ : di(P,P') < v,} C {P’ : dp(P,P’') <~}
for large enough n. It follows that for any v > 0,

1 N
B > liminf —— log P (dk (P,Qn) < 'y)
n—oo n
inf D(P'|Q), (1)

T {(PrePidn(P,P)<y}
where the last inequality is from Sanov’s theorem
and that {P" € P : dp(P,P') < ~} is closed
w.r.t. the weak topology (cf. Theorem 1). Then for
any given e > 0, there exists some v > 0 such that
inf{p/ep:dk(pﬁp/)g,y} D(P/HQ) > D(PHQ)—G, using the
lower semi-continuity of the KLD [50] (Lemma 3 in Ap-
pendix A) and the assumption that 0 < D(P]|Q) < oo
under H;. This further implies 5 > D(P||Q). O

It is worth noting that we simply select one threshold
~n, in the above theorem. Indeed, any vanishing thresh-
old v/, > 0 with 7], > 7, leads to the same optimality
w.r.t. the type-II error exponent, an asymptotic statis-
tical criterion. A larger threshold, however, may result
in a higher type-II error probability in the finite sample
regime. A further discussion on the threshold choice
will be given in Section 4.3.
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The test statistic di (P, Qn) is a biased estimator of
di(P,Q). By replacing -5 331, Y0 k(wi, ;) with
ﬁZ?:l > jzik(zi,x;), we obtain an unbiased

statistic denoted as d2(P, Qn) We comment that
d%(P,(Q),) is not a squared quantity and can be neg-
ative, due to the unbiasedness. The following result
shows that d2(P,(Q) can also be used to construct a
universally optimal test.

Corollary 1. Under the same conditions of Theorem 3,
the test d2(P,Qn) <72 + K/n is a level o asymptoti-
cally optimal test for universal hypothesis testing.

Proof (sketch). As 0 < k(-,-) < K, we get {z"

di(P,Qn) < 7} C{a™ + di(P,Qn) < 7 + K/n} C
{z" : &2(P,Q,) < 2 + 2K/n}. The level constraint
and the type-II error exponent can then be verified
using the subset and superset, respectively. See Ap-
pendix A for details. O

The tests in this section still require closed-form inte-
grals, namely, E,k(z;,y) and E,, k(y,y’). Our purpose
here is to show that the universally optimal type-II
error exponent is indeed achievable, giving a meaning-
ful optimality criterion for goodness-of-fit tests. In the
next section, we consider another class of MMD based
tests without the need of closed-form integrals.

4.2 Kernel Two-Sample Tests

In the context of model criticism, Lloyd and Ghahra-
mani [35] cast goodness of fit testing into a two-sample
problem, where one draws sample y™ from distribution
P and then decide if y™ and z™ are from the same
distribution. A question that arises is the choice of
number of samples, which is not obvious due to the lack
of an explicit criterion. In light of universal hypothesis
testing, we could ask how many samples would suf-
fice for a two-sample test to attain the error exponent

D(P[Q).

Denote by B, the empirical measure of y™. Notice
that the type-I and type-II error probabilities of a two-
sample test depend on both P and ). We consider the
following two-sample test with acceptance region

{(y™,2") : di(Prn, Qn) < Yimon}s

where K is a finite bound on k(-, ),

d2 Pm,Qn :ZZ (x4, x5)

Qo(m,n) =

n:( K/m+ K/n) (2+\/W>.

The statistic d%(lsn“@n) for estimating the squared
MMD was originally proposed in [25]. Although addi-
tional randomness is introduced due to the use of Pm,
it does not hurt the type-II error exponent provided
that m is large enough, as stated below.

Theorem 4. Assume the same conditions as in Theo-
rem 3, and that y™ i.i.d. ~ P and " i.i.d. ~ Q. Let
Q1(m,n) = X"\ Qo(m,n) be the rejection region.
If m is such that m/n — 0o as n — oo, then we have

1. under Hy : P=Q, P

P #Q,

yman (Ql(m,n)) S «,

2. under H,

lim inf . logP mgn (Qo(m,n)) =

im in D(P|Q). (2)
The level « constraint can be verified by [25, Theo-
rem 7). We decompose the type-II error probability
into two components and show that each decays at
least exponentially at a rate of D(P||Q). A complete
proof is provided in Appendix B.

We may also replace the first two terms in
dz (Pm7 Qn) with ﬁ Doic1 > jzi k(wisxy)  and
m > ie1 2 jzi k(yis y;), which results in an unbi-

ased statistic denoted as d2(P,,, Q,) [25]. The follow-
ing corollary can be shown in a similar manner to Corol-
lary 1 by noting that |d2(Pm,Qn) — d2(Pm,Qn)| <
K/m + K/n; details are omitted.

Corollary 2. Under the same assumptions of Theo-
rem 4, the test d2(Pp,, Q,) < V2. + K/m+ K/n has
its type-1 error probability below o and type-II error
exponent being D(P||Q), when m/n — oo as n — 0.

4.3 Remarks

Threshold Choice. The distribution-free thresholds
used in the MMD based tests are generally too conser-
vative, as the actual distribution P is not taken into
account. Alternatively, we may use Monte Carlo or
bootstrap methods to empirically estimate the accep-
tance threshold [12, 25, 29], making the tests asymp-
totically level a. These methods, however, introduce
additional randomness on the threshold choice and fur-
ther on the type-II error probability. As a result, it
becomes difficult to characterize the type-II error expo-
nent. A simple fix is to take the minimum of the Monte
Carlo or bootstrap threshold and the distribution-free
one, guaranteeing a vanishing threshold and hence the
optimal type-II error exponent. In our experiments,
the bootstrap threshold is always smaller than the
distribution-free threshold.
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Finite vs. Asymptotic Regimes. A finitely pos-
itive error exponent D(P||@Q) implies that the er-
ror probability decays with O (2_”(D(P”Q)_E)) where
e € (0,D(P)|Q)) can be arbitrarily small. It further
implies that kernels affect only the sub-exponential
term in the type-II error probability, as long as they
are bounded continuous and characteristic. When n
is small, the sub-exponential term may dominate and
the test performance does depend on the specific ker-
nel. Selecting a proper kernel is an ongoing research
topic and we refer the reader to related works such as
[29, 26, 46].

Non-i.i.d. Sample. We notice that Chwialkowski
et al. [12] considered non-i.i.d. sample by use of wild
bootstrap. In general, statistical optimality with non-
i.i.d. sample is difficult to establish even for simple
hypothesis testing.

General Two-Sample Problem. Studied in Sec-
tion 4.2 can be seen as a special case of the two-
sample problem where sample sizes scale in different
orders, i.e., m/n — oo as n — oo. A direct exten-
sion is to consider the more common setting where
0 < limy, 00 m/n < co. For example, an equal number
of real and fake samples is typically used for training
generative models where the MMD acts as a critic to
distinguish between them [33, 20, 32]. However, the
current approach is not readily applicable, for lacking
an extended version of Sanov’s theorem that works with
two sample sequences. A naive way may try decompos-
ing the acceptance region Qo(m,n) into Qf(m) x Q4 (n)
with Qf(m) and Qf(n) being respectively decided by
y™ and x™, and then apply Sanov’s theorem to each set.
Unfortunately, such a decomposition is not possible
for the MMD based two-sample tests. We postpone a
further investigation until Section 6, after studying the
KSD based goodness-of-fit tests in the next section.

5 Kernel Stein Discrepancy Based
Goodness-of-Fit Tests

In this section, we investigate the KSD based goodness-
of-fit tests recently proposed in [12, 29, 34].

Let X = R?%. Denote by p and ¢ the density functions
(w.r.t. Lebesgue measure) of P and @, respectively. In
[12, 34], the KSD is defined as

dS(PvQ) =

= max
[1f 11, <1

E.q [sp(@)f(z) + Vo f(2)],

where || f]|2, < 1 denotes the unit ball in the RKHS
Hi, and sp(z) = Vs logp(x) is the score function of
p(z). An equivalent expression of the KSD is given by

dQS(P7 Q) = EacNQEw’NQ h’p(xv ,I/),

where hy(2,y) = s (x)sp(y)k(z,y) + s (y) Vak(z, y) +
sT(x)Vyk(z,y) + trace(Vy yk(z,y)). Given Asample
z", we may estimate d%(P,Q) by d%(P,Q,) =
7 Diy 2y hp(wi,x;), which is a degenerate V-
statistic under the null hypothesis Hy : P = Q [12].

With E,q||V.logp(z) — V,logg(z)]|? < co and a
Co-universal kernel [10], dg(P,Q) = 0 if and only if
P = @ [12, Theorem 2.2]. A nice property of the
KSD is that this result requires only the knowledge
of p(x) up to the normalization constant. The KSD
has also been shown to be lower bounded in terms of
the MMD or the bounded Lipschitz metric (involving
some unknown constants) under suitable conditions
[23]. This indicates that dg(P, P;) — 0 only if P, — P
weakly, which is important to applying Sanov’s theorem
in our approach.

Unlike the MMD based test statistics, there does not
exist a uniform or distribution-free probabilistic bound
on d%(P,Q,). As a result, it is difficult to find a test
threshold to meet the fixed level constraint for all sam-
ple sizes. To proceed, we relax the level constraint to
an asymptotic one, and use the result of [12, Proposi-
tion 3.2] which shows that nd% (P, Qn) converges weakly
to some distribution under Hy.2 We assume a fixed
a-quantile 7y, of the limiting cumulative distribution
function, so that lim, .o P(d3(P,Qn) > va/n) = «.
Then if ~,, is such that ~,, — 0 and lim,,_, o, N7y, — o0,
e.g., W =+1/n (1 + \/floga), we get Y, > Yo /n in
the limit and thus lim,,_, P(d%(P, Qn) > v,) < a.
Similarly, this threshold choice may be poor in the
finite sample regime and we can take the minimum of
this threshold and a bootstrap one [2, 13, 31]. Together
with the weak convergence properties of the KSD, we
have the following result.

Theorem 5. Let P and Q be distributions defined
on R, with 0 < D(P||Q) < oo under the alter-
native hypothesis. Assume x™ i.i.d. ~ @Q and set

T = /1/n (1+/=loga). It follows that

1. if hy is Lipschitz continuous and Eyqhy(z, ) <
o0, then under Hy : P = Q,

lim Py (dg(P, 0,) > %) <a.

2.4f 1) d = 1, k(z,y) = P(x — y) for some
® € C? (twice continuous differentiable) with a
non-vanishing generalized Fourier transform; 2)
k(z,y) = ®(x —y) for some ® € C? with a non-
vanishing generalized Fourier transform, and the

2Chwialkowski et al. [12] assume 7-mixing as the no-
tion of dependence within the observations, which holds
in the i.i.d. case. They also assume a technical condition

Yoo, 1?4/ 7(t) < 0o on T-mixing. See details in [12, 18].



Shengyu Zhu, Biao Chen, Pengfei Yang, Zhitang Chen

sequence {Qn}nZl is uniformly tight; 3) k(z,y) =
(2 + ||z —y||3)" for ¢ >0 and —1 < n < 0, then
under Hy : P # @,

1 A
liminf—glogPIn (d?g(Pa Qn) < ’Yn) = D(PHQ)

n—oo

Proof (sketch). The condition for the asymptotic level
constraint is taken from [12, Proposition 3.2]. To
establish the type-II error exponent, let dy denote
the MMD or the bounded Lipschitz metric, which
metrize the weak convergence on P. Under each of
the three conditions from [23, Theorems 5, 7, and 8],
dw (P, Q) < g(ds(P,Q,,)) where g(dg) — 0as dg — 0.
Then there exists 7/, such that {z" : d3(P,Q,) <
Yo} C {2 s dZ (P, Q) <~} and 7/, — 0 as n — oo.
Thus, the type-II error exponent is lower bounded by
D(P||Q), following the same argument of Theorem 3.
The upper bound is from Chernoff-Stein lemma which
also holds for an asymptotic level constraint. O

Liu et al. [34] proposed an unbiased U-statistic
A3y (P, Qn) = ﬁzgl > i hp(@iy zj) for esti-
mating d% (P, Q). A similar result holds under an addi-
tional assumption on the boundedness of A, (-, ), using
the same argument of Corollary 1.

Corollary 3. Assume the same conditions as in Theo-
rem 5 and further that hy(-,-) < H, for some H, € R".
Then the test d?g(u)(P, Qn) < yn + Hy/n is asymptot-
ically level o and achieves the optimal type-1I error
exponent D(P||Q).

The Weak Convergence Property. To use Sanov’s
theorem, we find a superset of probability measures
for the equivalent acceptance region, which is required
to be closed and to converge (in terms of weak con-
vergence) to P in the large sample limit. Without
the weak convergence property, the equivalent accep-
tance region may contain probability measures that
are not close to P, and the minimum KLD over the
superset would be hard to obtain. An example can be
found in [23, Theorem 6] where the KSDs are driven
to zero by sequences of probability measures not con-
verging to P. Consequently, our approach does not
establish the optimal type-II error exponent for the
linear-time KSD based tests in [29, 34], the linear-time
kernel two-sample test in [25], the B-test in [52], and
a pseudometric based two-sample test in [14], due to
lack of the weak convergence property.

6 General Two-Sample Problem

In this section, we investigate the kernel two-sample
tests in a more general setting. As discussed in Sec-
tion 4.3, the key is to establish an extended Sanov’s
theorem that is able to handle two sample sequences.

6.1 Extended Sanov’s Theorem

We define pairwise weak convergence for probability
measures: we say (P, Q;) — (P, Q) weakly if and only
if both P, — P and @; — @ weakly. We consider
P x P endowed with the topology induced by this
pairwise weak convergence. It can be verified that this
topology is equivalent to the product topology on P x P
where each P is endowed with the topology of weak
convergence. An extended version of Sanov’s theorem
is stated below.

Theorem 6 (Extended Sanov’s Theorem). Let X' be a
Polish space, y™ i.i.d. ~ P, and x™ i.i.d. ~ Q. Assume
0 < limy, nsoo mi_’_n =c < 1. Then forasetl’ C PxP,
it holds that

inf  ¢D(R||P)+ (1 —¢)D(S]|Q)

(R,S)€int T
> i — log Pymyn (P, Q) €T
2 lmoup = og Py (Bos Q) € )
> liminf — mgn (P, O
> inf ceD(R|P)+(1-¢)D(5(Q),

(R,S)eclT

where int I' and clT' denote the interior and closure of
T w.r.t. the pairwise weak convergence, respectively.

We comment that this extension is not apparent as ex-
isting tools, e.g., Cramér theorem [19], used for proving
Sanov’s theorem can only deal with a single distribu-
tion. In Appendix C, we first prove the above result
in finite sample space and then extend it to general
Polish space, with two simple combinatorial lemmas as
prerequisites.

6.2 Exact and Optimal Error Exponent

With the extended Sanov’s theorem and a vanishing
threshold v, », we are ready to establish the exponen-
tial decay of the type-II error probability. A proof is
provided in Appendix D.

Theorem 7. Assume the same conditions as in The-
orem 4, and limy, 500 755 = € € (0,1). Under the
alternative hypothesis Hy : P # @, further assume that

0< D" := érelg? ¢D(R||P) + (1 —¢)D(R||Q) < .
Given 0 < o < 1, the test dy, (Pma Qn) < Ym,n with TYm.,n

defined in Section 4.2 is level o and also exponentially
consistent with the type-II error exponent being

liminf — log Pymgn (Q0(m,n)) = D*.

mn—o00 M -+n

Here we consider the error exponent w.r.t. m—+mn, the to-
tal number of observations for testing. Therefore, when
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0 < ¢ < 1, the type-II error probability vanishes as
O(2~(m+m)(D"=)) "where € € (0, D*) is fixed and can
be arbitrarily small. Similarly, this result only requires
kernels be bounded continuous and characteristic.

Our next theorem provides an upper bound on the
type-1I error exponent of any (asymptotically) level «
two-sample test. This further shows that the kernel
test di (P, Qn) < Ym.n is asymptotically optimal, by
choosing the type-1I error exponent as the performance
metric. See Appendix E for a proof.

Theorem 8. Assume the same conditions as in Theo-
rem 7. For a nonparametric two-sample test Q' (m,n) =
{Q4(m,n), Q) (m,n)} which is (asymptotically) level
a,0 < a <1, its type-1I error exponent is bounded by
D*, that is,

lim inf — log P ymyn (Q(m,n)) < D*.

m,n—o0 M -—+n

We can use Theorems 7 and 8 to identify more asymp-
totically optimal two-sample tests:

e Assuming n = m, the unbiased test d2(P,,, Q,) <
(4K /v/n)+/log(a~1), with a tighter threshold, is
also level v [25]. As k(-, -) is finitely bounded by K,
its type-II error probability vanishes exponentially
at a rate of infgep 2 D(R||P) + $D(R||Q), which
can be shown by the same argument of Corollary 1.

e It is also possible to consider a family of kernels
for the test statistic [21, 44]. For a given family x,
the test statistic is supye,, d(Pm, Qn) which also
metrizes weak convergence under suitable condi-
tions, e.g., when x consists of finitely many Gaus-
sian kernels [44, Theorem 3.2]. If K remains to
be an upper bound for all £ € k, then comparing
SUDLc dk(Pm, Qn) with v, », in Section 4.2 results
in an asymptotically optimal level a test.

Fair Alternative. In [38], a notion of fair alterna-
tive is proposed when investigating how a two-sample
test performs as dimension increases. The idea is to
fix D(P||Q) under the alternative hypothesis for all
dimensions, guided by the fact that the KLD is a fun-
damental information-theoretic quantity determining
the hardness of hypothesis testing problems. This ap-
proach, however, does not take into account the impact
of sample sizes. In light of our results, perhaps a better
choice is to fix D* defined in Theorem 7 when the
sample sizes grow in the same order. In practice, D*
may be hard to compute, so fixing its upper bound
(1 = ¢)D(P||Q) and hence D(P||Q) is reasonable.

Other Discrepancy Measures. Other discrepancy
measures between distributions may also metrize the

weak convergence on P, including Lévy-Prokhorov met-
ric, the bounded Lipschitz metric, and Wasserstein dis-
tance. We may directly compute such a discrepancy
between the empirical measures and then compare it
with a decreasing threshold. However, there also does
not exist a uniform or distribution-free threshold such
that the level constraint is satisfied for all sample sizes.
A possible remedy, as in Section 5, is to relax the level
constraint to an asymptotic one. We will not expand
into this direction, as computing such discrepancy mea-
sures from samples is generally more costly than the
MMD and KSD based statistics.

7 Concluding Remarks

In this paper, we established the statistical optimality
of the MMD and KSD based goodness-of-fit tests in
the spirit of universal hypothesis testing. The KSD
based tests are more computationally efficient, as there
is no need to draw samples or compute integrals. In
comparison, the MMD based tests are statistically fa-
vorable, as they require weaker assumptions and can
meet the level constraint for any sample size. The
quadratic-time MMD based two-sample tests are also
shown to be optimal when sample sizes scale in the
same order. Our findings not only solve a long-standing
open problem in statistics, but also provide meaningful
optimality criteria for nonparametric goodness-of-fit
and two-sample testing.

While the optimality criterion is defined in the asymp-
totic sense, we also conduct experiments of these kernel
based goodness-of-fit tests in the finite sample regime,
with results given in Appendix F due to space limit.
Whereas we cannot tell much statistical difference in
our experiments, some experiments in the literature
showed that the MMD based tests performed better
than the KSD based tests and others showed the op-
posite [12, 23, 34, 29]. The finite sample performance
depends on kernel choice as well as specific distribu-
tions. Under the universal setting, no test is known
to be optimal in terms of the type-II error probability
subject to a given level constraint. Statistical optimal-
ity can only be established in the large sample limit,
as the one considered in the present work.
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