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Abstract—Security is a huge challenge in vehicular networks
due to the large size of the network, high mobility of nodes, and
continuous change of network topology. These challenges are
also applicable to the vehicular fog, which is a new computing
paradigm in the context of vehicular networks. In vehicular fog
computing, the vehicles serve as fog nodes. This is a promising
model for latency-sensitive and location-aware services, which
also incurs some unique security and privacy issues. However,
there is a lack of a systematic approach to design security
solutions of the vehicular fog using a comprehensive threat
model. Threat modeling is a step-by-step process to analyze,
identify, and prioritize all the potential threats and vulnerabilities
of a system and solve them with known security solutions. A
well-designed threat model can help to understand the security
and privacy threats, vulnerabilities, requirements, and challenges
along with the attacker model, the attack motives, and attacker
capabilities. Threat model analysis in vehicular fog computing
is critical because only brainstorming and threat models of
other vehicular network paradigms will not provide a complete
scenario of potential threats and vulnerabilities. In this paper,
we have explored the threat model of vehicular fog computing
and identified the threats and vulnerabilities using STRIDE and
CIAA threat modeling processes. We posit that this initiative
will help to improve the security and privacy system design of
vehicular fog computing.

Index Terms—vehicular fog, threat model, threat, attack, ad-
versary, security

I. INTRODUCTION

Over the past few years, various vehicular network paradigms
have been proposed to enhance road safety, driving assistance,
and situational awareness on the road such as Vehicular Ad-hoc
Networks (VANET) [1], Internet of Vehicles (IoV) [2], and
Vehicular Cloud (VC) [3]. Vehicles are becoming smart with the
ability to communicate with other entities through the Internet
and wireless networks. Business Insider has predicted in a
report that there will be 380 million connected cars on the road
by 2021 [4]. Tech giant Google has launched their self-driving
car project [5]. All of these demonstrate the improvements
in vehicle intelligence. With the anticipated improvement of
vehicle capabilities in the near future, these resources can be
organized into pervasive networks for numerous applications
related to road safety and driving assistance while on the move.
Vehicular fog [6] is the latest vehicular networking paradigm
which provides location-aware and latency-sensitive services

to the vehicles in close proximity. Security and privacy of
this paradigm are important because security breaches and
attacks on this architecture may cause adverse incidents such
as road accidents. To design a better security system, we must
understand the threats and vulnerabilities of vehicular fog
architecture. A complete threat model provides details about
the security of this paradigm.

Threat modeling refers to a proactive and systematic ap-
proach to analyze all the aspects of security, threats, and
vulnerabilities of a system regardless of their severity and
chance of occurrence [7]. This helps to understand the attack
vector, profile of the attacker, valuable assets of the system,
and the potential mitigation strategies based on the known
security solutions. Understanding the threat model is important
before designing a security solution because there can be
some trade-offs in performance and security requirements in
vehicular fog computing. Hence, the security solution must
consider the design and architecture of the system and meet
the security requirements to avoid random usage of security
technologies [8]. To design the threat model, we need to think
from the perspective of an attacker to figure out what are the
valuable assets and potentially vulnerable points of the system
[9]. Moreover, the motives behind the attack make the threat
modeling problem more interesting. Security and privacy issues
of vehicular fog architecture have not been explored widely yet.
Hence, the security definition and requirements are not clear
in this context. Most often, the solution to a security problem
is designed based on intuition, brainstorming, or recent attack
incidents which are not systematic approaches to address the
security flaws. The security solution must be compatible with
system architecture and requirements after proper identification
of security requirements of that particular system. The threat
model will help to validate the assumptions from brainstorming
and justify the countermeasures implemented in the security
solution. Hence, the vehicular fog architecture requires a
complete threat model for designing security solutions.

In this paper, we have analyzed all the components of a
complete threat model of vehicular fogs. We have also examined
the threat models of other vehicular network paradigms and
designed the threat model for vehicular fog, considering its
unique security issues. We expect that this threat model will
help researchers to design better security solutions in the future.
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Contribution: The contributions of this paper are as follows:
1) We have analyzed the challenges and requirements for

protecting vehicular fogs.
2) We have provided a complete threat model for vehicular

fog computing.
3) We have identified the potential threats and vulnerabilities

based on two popular threat modeling processes.
Organization: The rest of the paper is organized as follows:
Section II provides the background of threat modeling and
vehicular fog computing. Sections III and IV identify the assets
and entry points respectively. Section V defines the attacker
model. Section VI presents the threats and vulnerabilities of
vehicular fog using two threat modeling processes. Section VII
identifies the mitigation strategies. Section VIII contains the
related works and we finish with conclusions in Section IX.

II. BACKGROUND

In this section, we provide background information on threat
modeling and vehicular fogs. Before starting threat modeling,
it is crucial to explore the system thoroughly. This will help to
understand the component details, identify related dependencies
among them, and make necessary assumptions.
A. Threat Modeling

A proper threat model refers to a systematic process of
identifying and prioritizing the potential threats and vulnera-
bilities of a system from the attacker’s point of view [9]. It is
a continuous process to enhance the system security according
to the threat model analyzed by both the security experts and
developers. Threat modeling helps to assess the risk of an
attack and decide whether to solve it immediately or ignore
safely. Threat modeling consists of five steps or components
where each of them are important and complement each other
to provide a complete security assessment of the system [7].
The components of threat modeling are as follows:
Assets: The attacker always targets some assets of a system
to gain which she is interested in. Before designing a security
solution, it is important to understand what are the valuable
assets of the system, which may attract the attacker.
Entry points: Entry points refer to the vulnerable or untrusted
points through which the attackers can enter into the system.
Attacker model: The attacker model explains the character-
istics of the attackers. It defines who the attackers are, their
attack motives, and capabilities.
Threats and vulnerabilities: The most important part of
threat modeling is to identify the threats and vulnerabilities of
the system. There are several popular threat modeling processes
which make the analysis structured by categorizing the threats
and vulnerabilities.
Mitigation strategies: Mitigation strategies refer to techniques
to prevent potential attacks and solve the vulnerabilities with
known security solutions to enhance the security of the system.

B. Vehicular Fog Conceptual Overview
In vehicular fog architecture, interested vehicles can serve

as fog nodes to share their resources with other vehicles in
close proximity. Both parked and moving vehicles can serve
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Fig. 1: Vehicular Fog Architecture

as vehicular fog nodes. The whole architecture is controlled
by one or more Road Side Units (RSUs) who are responsible
for managing and allocating the available resources among the
users. Fog nodes are required to communicate with the RSUs
and other vehicles in that vehicular fog network through the
wireless communication channel. The vehicles communicate
with each other by vehicle-to-vehicle (V2V) communication
through Dedicated Short Range Communication (DSRC) which
is based on IEEE 802.11p standard [10]. Vehicles communicate
with RSUs by vehicle-to-infrastructure (V2I) communication.
Figure 1 gives an overview of vehicular fog architecture.

III. ASSETS OF VEHICULAR FOG ARCHITECTURE

Assets are closely related to threats because the attackers
always target to gain unauthorized access of some assets
while launching an attack. Hence, determination of valuable
and important assets of the system is the first step of threat
modeling. The assets of vehicular fog computing architecture
can be tangible (e.g., roadside units) or abstract (e.g., system
availability). Potential valuable assets of vehicular fog are:

• Messages
• Vehicle information
• Driver information
• Vehicle health information
• Sensor and GPS data
• Low latency services
• Road side units
• Log files
• Outsourced data for storage or computation
• Storage and memory of RSU
• Vehicular fog node storage and memory
Different security properties are important for different assets.

Table I provides the important security properties based on
confidentiality, integrity, availability, and authentication.

IV. ENTRY POINTS OF ATTACKERS IN VEHICULAR FOG
To perform an attack, the attacker needs to get inside the

system. Entry points are the vulnerable points where an attacker
can enter the system and gain access to the valuable assets.



TABLE I: Important security properties of assets based on
Confidentiality, Integrity, Availability, and Authentication

Asset C I A A
Messages � � × ×
Vehicle information � � × �
User information � � × �
Vehicle health information � � × ×
Location information � � × �
Sensor and GPS data � � × �
Low latency services × × � �
Road side units × × � �
Log files � � � ×
Outsourced data for storage or com-
putation

� � � �

Storage and memory of RSU � � � �
Storage and memory of vehicular
fog nodes

� � � �
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Fig. 2: Attacker Entry Points in Vehicular Fog Architecture
Entry points are also important to define the trust boundary [8]
because anything outside the trust boundary is not trusted and
the attackers attempt to exploit the entry points situated there.
Implementation of a proper security mechanism is required
for the outside of the trusted zone to prevent security attacks.
Figure 2 shows the potential entry points.
Vehicular fog node: One of the most common ways to enter
the vehicular fog network is as the vehicular fog nodes. The
attacker pretends to be a legitimate fog node or user node and
gets inside the system to acess the desired assets.
Road side unit: Road side units work as the controller nodes
of a vehicular fog architecture which can also serve as fog
nodes. Attackers can use RSUs to get inside the system.
Cloud data center: The vehicular fog networks send periodic
update or summary to the remote cloud server. The attacker
can get inside the cloud data center to launch attacks.
Communication channel: The vehicular fog nodes commu-
nicates with other fog nodes by V2V communication and
road side units by V2I communication. The attacker can use
these communication channels as the potential entry points for
launching attacks.

V. ATTACKER MODEL

Characterizing the attacker model is important to think from
the attacker’s point of view. The attacker model identifies
attacker entities, attack motives, and their capabilities.
A. Attackers

Attackers are the person or entities who directly launch
attacks on the system to achieve any goal. There can be different

classification of attacker such as insiders vs outsiders, malicious
vs rational, and active vs passive attackers. Potential attackers
of vehicular fog architecture are identified and listed as follows:
Road side unit attacker : Road side unit attacker attempts
to access the storage and memory of the road side units. She
can attack using a laptop by exploiting the communication
protocol and read the unprotected texts and data of RSUs.
Vehicle driver: Vehicle drivers usually gets inside the network
as vehicular fog node or user. A malicious user can let his
vehicle join the network as a legitimate fog node and later
exploit this to lauch different attacks. Similarly, an adversary
can join the network to exploit the facilities as an user.
Remote cloud attacker: The controller nodes communicate
with remote cloud to send periodic updates or summary. An
adversary can attack the remote cloud to exploit the system.
B. Attack Motives

All the attacks performed on a system have some motives
behind them which are closely related to the assets of the
system. The potential attack motives can be:
Financial and personal gain: An attacker can perform the
attack on behalf of any other person in exchange of money to
achieve financial gain. Again, the attacker may want to increase
the usage of her resources by manipulating the scheduling
mechanism to gain more incentives. Moreover, the attacker
can perform attacks in order to achieve personal gain such
as sending forged cword-sourced message to make the other
vehicles to take alternate routes who have the same destination.
Retrieve sensitive information: Vehicular fog architecture
exploits the storage sharing with other vehicles in close prox-
imity. An attacker may target the storage of nearby vehicular
fog nodes and RSUs to retrieve any sensitive information about
the storage users.
C. Capabilities

Capabilities are the actions an attacker is able to perform
from inside or outside of the architecture. Attacker capabilities
depend on many factors such as access and privilege of the
attacker, known inside information, resource availability to
launch the attacks, etc. Potential attacker capabilities are:
Access into the network: Attacker has the capability to get
into the vehicular fog network in different ways such as user,
vehicular fog node, or system admin. She also has the ability to
send and receive data inside the vehicular fog network. Thus,
she can steal valuable information from the users.
Eavesdropping the network: An attacker has the ability to
eavesdrop on any ongoing communication in a vehicular fog
network. If the message is unprotected, then she can easily
learn the messages. However, if the messages are encrypted,
the attacker still can perform different cryptographic attacks
such as known plain-text attack, known cipher-text attack, etc.
Sniffing data: The attacker may have the ability to sniff the
messages of an ongoing communication.
Collusion: Several vehicular fog nodes can collude with any
malicious entity inside the vehicular fog network such as rouge
fog nodes or RSUs. They can also collude with entities related
to integrity analysis framework such as dishonest trusted third
party or investigator.



VI. THREATS AND VULNERABILITIES

We will identify the threats and vulnerabilities of vehicular
fog architecture from the perspective of two popular threat mod-
eling processes. One of them is the Confidentiality, Integrity,
Availability, and Authentication model which is known as the
CIAA model [7]. The other one is the STRIDE security model
which means Spoofing, Tempering, Repudiation, Information
disclosure, Denial of service, and Elevation of privilege [11].
A. The CIAA Threat Modeling Process

A secure system must ensure four properties to make it
secure which are confidentiality, integrity, availability, and
authentication (CIAA) [7]. In this section, we have identified
and categorized the attacks based on these four security
properties. Figure 3 provides an overview of the attack
taxonomy according to the CIAA threat modeling process.

1) Confidentiality Attacks: Confidentiality is ensuring that
the data is secret to everyone except the user. Confidentiality
attacks are trying to retrieve explicit and implicit information
from the vehicular fog architecture. We have identified the
following confidentiality attacks on vehicular fog:
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Fig. 3: Attack Taxonomy Based on CIAA
Network Profiling: An attacker can profile the vehicular
fog network to get idea about the current network topology,
movement of the vehicles, size of the network, capability of
the network, current occupancy of available resources, etc.
Eavesdropping: Eavesdropping is unauthorized listening to
the ongoing messages between two parties. This type of attack
does not directly harm the system, but the attacker can learn
the ongoing communication if the messages are not encrypted.
Snooping on cache and storage: Vehicular fog nodes have
virtual machines in their OBUs to perform the offloaded
computation tasks. They can also share the on-board storage to
serve as ad-hoc storage for the users. If an attacker can gain the
unauthorized access to the OBU of a fog node, then she can
snoop on the cache and storage to learn the computation tasks
and the data that has been outsourced to that node. Additionally,
the attacker can also snoop on the cache and storage of other
entities such as RSU, remote cloud, and trusted third party.

2) Integrity Attacks: Integrity ensures that nobody can
tamper or modify the data which is inside the vehicular fog
network. Potential integrity on vehicular fog can be:
Message Sniffing: Message sniffing refers to capturing and
tampering the ongoing communication messages between two

entities. The attacker can use unprotected communication
channel to sniff the message in vehicular fog environment.
Message suspension: Message suspension is an integrity
attack where the malicious fog node drops some packets or
hold them before forwarding it. Intention behind message
suspension is to prevent other entities from learning about any
incidents or sensitive information about the user herself [12].
Message alteration attack: In message alteration attack, an
entity provides wrong information or modifies the information
when the message is passed through the entity.
Modifying logs and storage data: RSUs can store the event
logs of the vehicular fog network. If the attacker can access the
logs, she can modify or delete it to provoke wrong decisions
in any future investigations performed by law enforcement
agency. She can also perform integrity attacks on the storage
by intentionally inserting, modifying, or replicating data.

3) Availability Attacks: A system must be available all the
time to provide service seamlessly. Availability attacks make the
system unavailable for a period of time. Potential availability
attacks on vehicular fog networks are as follows:
Network jamming: The attacker may intend to jam the
vehicular fog network by overloading the communication
channels so that the messages cannot pass among the entities.
Obstacles: Attacker can put some obstacles between two
vehicular fog entities which are communicating with each
other for trust establishment by observing the behavior. Such
obstacles may create a No Line of Sight situation which may
hamper the usual workflow [13].
Exhausting storage, computation, and networking re-
sources: Vehicular fog nodes can share their unused stor-
age, computation, and networking resources to the resource
constraint vehicles for performing different tasks using these
resources. The RSUs also may have these resources to share
with the users. A malicious greedy user may request and occupy
all the available resources for her own usage by letting the
legitimate users strive for resources.

4) Authentication Attacks: In authentication attack, the
attacker masquarades with a legitimate user identity or vehicular
fog identity to gain unauthorized access to the system. Potential
authentication attacks can be:
Impersonation attacks: In impersonation attack, the mali-
cious user pretends to be authenticated and performs action
according to this. A malicious vehicular fog node can bypass
the authentication protocol to gain unauthorized access to the
system and perform malicious activity.
Identity spoofing: Identity spoofing is pretending to be
another user by spoofing the identity and getting authenticated
to enter the system. Wahiduzzaman et al. [14] have analyzed
identity spoofing attacks in the context of vehicular networks .
Vehicular fog node masquarading: An attacker may masqua-
rade the identity of a legitimate vehicular fog node to share its
resources to the user vehicles. Later, the attacker may snoop on
the data outsourced from the user to learn sensitive information.
B. The STRIDE Threat Modeling Process

The STRIDE threat modeling process was first proposed
by Microsoft to identify the security threats of a system [11].



The term STRIDE refers to Spoofing, Tampering, Repudiation,
Information disclosure, Denial of service, and Elevation of
previlege. Each section of STRIDE model corresponds to a
desirable security property which are authenticity, integrity,
non-repudiability, confidentiality, availability, and authorization.
Figure 4 provides an overview of the attack taxonomy according
to this threat modeling process.

1) Spoofing Attacks: Spoofing means falsifying data to make
a system fool to gain any kind of unauthorized access. It
ruins authenticity which is one of the most important security
properties. Some possible spoofing attacks are:
Bogus information attack: The vehicular fog nodes share
their sensor, video, and location information to gain situational
awareness. However, an attacker can send bogus information
to mar the whole crowd-sourcing application which may lead
to erroneous conclusions.
False resource requests: An attacker can send a lot of false
resource requests to the vehicular fog network which will not
eventually be used by the attacker. These false requests can
eventually make the system run out of resources.
Sybil attack: In Sybil attack, the attacker broadcasts messages
from multiple node identities which pretends to be from
multiple vehicles [14]. The controller node and other vehicles
think that all the messages are coming from different vehicles.

2) Tampering Attacks: Tampering attacks are performing
unauthorized updates or alteration to any contents in the
vehicular fog network. These are the attacks on integrity of
the system. Example of tampering attacks are:
Tampering storage data: Storage constrained vehicles can
outsource their data to nearest vehicular fog nodes. An attacker
can get access to the data and erase or insert data blocks.
Tampering messages: The most important asset of vehicular
for architecture is the messages passed among the entities. A
malicious entity may catch and tamper the message before it
reaches to the destination.
Tampering logs: The RSUs or remote central cloud server
may store the logs of everything that happened in the vehicular
fog architecture. The attacker can gain unauthorized access to
the logs and modify those for various purposes such as trying
to fool the investigator after performing malicious activities.

3) Repudiation Attacks: Repudiation attacks occur when an
attacker repudiates performing an action intentionally.
Liability avoidance: From the perspective of vehicular fog
nodes, the attacker may deny after performing an incident
such as road accident, providing wrong information, deleting
outsourced storage data, etc. User fog nodes can also perform
these type of attacks, such as denying after taking services.
False presence: The attacker may claim to be present in a
place in a particular time without actually being present there.
These attacks are very severe in vehicular fog architecture
because the applications are mostly highly location sensitive.
Activity hiding: While performing an attack, the attacker may
try to hide the activity by not letting those event to be logged
so that she cannot be convicted in future investigation.

4) Information Disclosure Attacks: In the information dis-
closure attacks, the attacker can hide the identity to acquire
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Fig. 4: Attack Taxonomy Based on STRIDE
specific sensitive information about an user or vehicle and later
use or disclose those information outside. For example:
Vehicle and driver information disclosure: The attacker may
capture and disclose confidential information about vehicle and
driver such as sensor data, location, registration information,
mileage, driving license, driving history, insurance, etc.
Storage information disclosure: The user vehicles may
outsource their data to the storage of nearest vehicular fog
nodes. However, these data may contain sensitive information
about the users. An attacker or a dishonest vehicular fog node
may reveal this information to outside entities.

5) Denial of Service Attacks: The denial of service attacks
can be performed to disrupt the service availability, perfor-
mance, and efficiency of the system.
Denial of service: In the denial of service attack, the attacker
consumes available resources through spoofing or greedy usage,
which makes the legitimate users strive for the resources. As
this attack is usually performed by one attacker, too many
messages or resource requests can be turned down to prevent
the attack and ensure logical resource sharing among the users.
Distributed denial of service: Distributed denial of service
attack is performed by multiple malicious fog nodes to jam the
communication channel by flooding meaningless messages or
resource requests to exhaust the resources. These are harder to
detect because multiple vehicular fog nodes perform the attack
from different vehicles.

6) Elevation of privilege attacks: Elevation of privilege
refers to gaining unauthorized privileges after getting inside
the system which the attacker does not suppose to have. These
attacks ruin authorization, which is a critical security property.
Unauthorized admin privilege: The attacker can elevate her
privilege to gain the admin level access of vehicular fog system
to control different components of the architecture, such as
RSUs and remote cloud data centers.
Improper resource sharing: The vehicular fog nodes share
their resources for financial gain. These resources are required
to be distributed among users optimally to ensure fairness.
However, the attacker may elevate the privilege to increase the
usage of her resources more than other vehicular fog nodes.
Improper resource allocation: The available heterogeneous
resources are allocated optimally according to the requirements.
All the user vehicles expect to get a fair share of available
resources. However, the attacker can elevate her privilege to
gain more storage, computation, or networking resources.



C. Physical Attacks
Both the CIAA and STRIDE model do not consider the

physical attacks in threat model processing. In the physical
attacks, the attacker has physical access to the components of
vehicular fog and has the capability to harm those physically.
Possible physical attacks on vehicular fog architecture include
power incision, hardware tampering, RSU component theft,
network disruption, storage theft, etc.

VII. MITIGATION STRATEGIES
Defining the mitigation strategies is the final step of threat

modeling. Table II provides overview of the complete threat
model. Based on all the previous sections, mitigation strategies
are defined to prevent the attacks and mitigate the threats and
vulnerabilities as they provide a relation between identified
threats and possible standard solutions to them. Potential
mitigation strategies are:
Secure authentication and authorization: Vehicular fog
nodes need to provide identification information for joining
the network. Several research works have proposed anonymous
identity-based authentication such as public key infrastructure
[15], symmetric key, group signature [16], and identity-based
signature [17]. Along the journey to the destination, a vehicle
may be required to be authenticated for multiple times.
There should be proper protocols for entering and leaving
each vehicular fog networks which will ensure secure cross
data center authentication. To make the process faster, the
cryptographic solutions should not be too computation-heavy.
The key size used in signature or encryption should not be
too long, and it also needs to provide enough security so that
an adversary cannot figure out the key. Blockchain can be a
possible solution to reduce communication and computation
overhead because it eliminates the security issues related to the
central authority and reduces the communication overhead with
multiple entities. Researchers have proposed several blockchain-
based authentication mechanisms for vehicular fog architecture.
Yao et al. [18] and Kaur et al. [19] proposed blockchain-based
authentication mechanism for vehicular fog architecture.
Secure and optimized resource allocation: In vehicular fog
architecture, the fog node coordinator allocates the available
heterogeneous resources among the users based on the re-
quirements. The attacker may try to occupy more resources
than it should have been granted. Several research works
have proposed solutions for secure and optimized resource
allocation in vehicular fog computing such as latency and
quality optimized task allocation [20], optimized bandwidth
allocation [21], contract-based resource allocation [22], and
latency and quality balanced task allocation [23].
Encryption for confidentiality and integrity: All commu-
nication among vehicular fog entities should be encrypted
using symmetric or asymmetric key encryption to ensure
confidentiality and integrity. The data dissemination is im-
portant for several crowdsourcing applications of vehicular fog.
These crowdsourcing and data dissemination process should be
protected by encryption. Ensuring the security of outsourced
data through encryption is also important because those may
contain sensitive information.

Integrity analysis mechanism: The vehicular fog architecture
should contain the mechanism for auditability of data and
logs. No entity of the architecture should be able to repudiate
after performing an action. For any future investigation, the
investigator should be able to perform proper integrity analysis
of an incident from the logs.

VIII. RELATED WORKS

Though this is the first attempt of domain-specific threat
modeling in vehicular fog computing, there are several security
enhancement research works which analyzed specific security
issues in this context. Researchers have also explored the attack
spaces for other vehicular networking paradigms. Engoulou et
al. [24] provided a security survey of VANET, which consists
of all the components of threat modeling analysis. Leinmuller
et al. [25] modeled the roadside attacker behaviors in vehicular
ad-hoc networks. There are several other research works on
exploring the threats and vulnerabilities of VANETs. Al-kahtani
et al. [26] identified and categorized potential attacks on
VANETs. Zeadally et al. [27] explored the security challenges,
attacks, and mitigation strategies of vehicular ad hoc networks.
Besides the VANETs, there are some other research works
in the context of threat modeling of vehicular clouds. Yan et
al. [28] analyzed the security challenges in vehicular cloud
computing. Wahiduzzaman et al. [14] explored the potential
threats and vulnerabilities of vehicular cloud along with the
architectural designs and security requirements. Huang et al.
[29] analyzed the architecture, use case, security, and forensic
challenges in vehicular fog computing.

In this paper, we have analyzed the threat model of vehicular
fog based on CIAA and STRIDE threat modeling processes.
Several research works have proposed different approaches for
threat modeling. Oladimeji et al. [30] proposed a goal-oriented
approach for security threat modeling and analysis. Saini et
al. [31] explored attack tree based threat modeling approach,
which was first introduced by Schneier [32]. Steffan et al. [33]
introduced collaborative attack modeling process.

IX. CONCLUSION

Vehicular fog computing architecture presents unique secu-
rity challenges. In this paper, we have presented a complete
threat model of vehicular fog computing by analyzing the
threats and vulnerabilities with two popular threat modeling
processes which are CIAA and STRIDE. Along with the
identification of potential attacks, we have also presented
the mitigation strategies and illustrated the attacker model
of vehicular fog. However, new attacks will be introduced in
future days and they will be required to be classified using
threat modeling processes. We posit that this initial domain-
specific threat model will help the researchers to design better
security solutions for vehicular fog computing.
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TABLE II: Overview of Vehicular Fog Threat Model
Assets Entry Points Attacker Model Threats and Vulnerabilities Mitigation StrategiesCIAA STRIDE

• Messages
• Vehicle information
• Driver information
• Vehicle health informa-
tion

• Location information
• Sensor and GPS data
• Low latency services
• Road side units
• Log files
• Outsourced data for stor-
age or computation

• Storage and memory of
RSU

• Storage and memory of
vehicular fog nodes

• Vehicular fog
node

• Road side unit
• Cloud data center
• Communication
channel

Attackers
• Road side unit at-
tacker

• Vehicle driver
• Remote cloud attacker
Attack motives

• Financial gain
• Personal gain
• Greedy usage of re-
sources

• Retrieve sensitive in-
formation
Attacker capabilities

• Access into the net-
work

• Eavesdropping the
network

• Physical Access
• Sniffing data
• Affiliation

Confidentiality attacks
• Network profiling
• Eavesdropping
• Snooping on cache
• Snooping on storage
Integrity attacks

• Message sniffing
• Message suspension
• Message alteration
• Modifying logs
• Modifying storage data
Availability attacks

• Network jamming
• Obstacles
• Exhausting storage
resources

• Exhausting computation
resources

• Exhausting networking re-
sources
Authentication attacks

• Vehicular fog node mas-
querading

• Impersonation attack
• Identity spoofing

Spoofing attacks
• Bogus information
• False resource request
• Sybil attack
• Impersonation attack
Tampering attacks

• Tampering storage data
• Tampering messages
• Tampering logs
Repudiation attacks

• Liability avoidance
• False evidance
• False presence
• Activity hiding
Information disclosure attacks

• Vehicle information
• Driver information
• Storage information
Denial of service attacks

• Denial of service
• Distributed denial of service
Elevation of privilege attacks

• Unauthorized admin privilege
• Improper resource sharing
• Impropar resource allocation

• Secure authentication
and authorization

• Secure and optimized
resource allocation

• Encryption for confi-
dentiality and integrity

• Integrity analysis
mechanism

• Using virtualization
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