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Abstract

This paper studies Dictionary Learning problems wherein the learning task is distributed
over a multi-agent network, modeled as a time-varying directed graph. This formulation
is relevant, for instance, in Big Data scenarios where massive amounts of data are col-
lected/stored in different locations (e.g., sensors, clouds) and aggregating and/or process-
ing all data in a fusion center might be inefficient or unfeasible, due to resource limitations,
communication overheads or privacy issues. We develop a unified decentralized algorithmic
framework for this class of nonconvezr problems, which is proved to converge to stationary
solutions at a sublinear rate. The new method hinges on Successive Convex Approximation
techniques, coupled with a decentralized tracking mechanism aiming at locally estimating
the gradient of the smooth part of the sum-utility. To the best of our knowledge, this is
the first provably convergent decentralized algorithm for Dictionary Learning and, more
generally, bi-convex problems over (time-varying) (di)graphs.

Keywords: Decentralized algorithms, dictionary learning, directed graph, non-convex
optimization, time-varying network

1. Introduction and Motivation

This paper introduces, analyzes, and tests numerically the first provably convergent dis-
tributed method for a fairly general class of Dictionary Learning (DL) problems. More
specifically, we study the problem of finding a matrix D € RM*K (ak.a. the dictionary),
by which the data matrix S € RM*¥ can be represented through a matrix X € RE*N | with
a favorable structure on D and X (e.g., sparsity). We target scenarios where computational
resources and data are not centrally available, but distributed over a group of I agents,
which can communicate through a (possibly) time-varying, directed network; see Fig. 1.
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Figure 1: Directed network topology

Each agent i € {1,2,...,1} owns one block S; € RM*"i of the data S £ [Sy,...,S;], with
ZiI:1 n; = N. Partitioning the representation matrix X = [Xy,...,X;] according to S,
with X; € REX"i_the class of distributed DL problems we aim at studying reads

I I
min UMD, V) 2> fi(D,X;) + Y 6:(Xi) + GD)
D{X:}_, i=1 i=1

(P)

£F(D,X)
s.t. DeD X;ed;, i=1,...,1,

where f; : D x A; — R is the fidelity function of agent ¢, which measures the mismatch
between the data S; and the (local) model; this function is assumed to be smooth and
biconvex (i.e., convex in D for fixed X;, and vice versa); G : D — R and g; : X; — R are
(possibly non-smooth) convex functions, which are generally used to impose extra structure
on the solution (e.g., low-rank or sparsity); and D C RM*K and X; C RE*™ are some closed
convex sets. To avoid scaling ambiguity in the model, D is assumed to be bounded, without
loss of generality. Since all f;’s share the common variable D, we call it a shared variable
and, by the same token, X;’s are termed private variables. Note that, in this distributed
setting, agent ¢ knows only its own functions f; (and g;) but not > ki fj- Hence, agents aim
to cooperatively solve Problem P leveraging local communications with their neighbors.
Problem P encompasses several DL-based formulations of practical interest, correspond-
ing to different choices of the fidelity functions, regularizers, and feasible sets; examples
include the elastic net (Zou and Hastie, 2005) sparse DL, sparse PCA (Shen and Huang,
2008), non-negative matrix factorization and low-rank approximation (Hastie et al., 2015),
supervised DL (Mairal et al., 2008), sparse singular value decomposition (Lee et al., 2010),
non-negative sparse coding (Hoyer, 2004), principal component pursuit (Candes et al., 2011),
robust non-negative sparse matrix factorization, and discriminative label consistent learning
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(Jiang et al., 2011). More details on explicit customizations of the general model P can be
found in Sec. 2.

Our distributed setting is motivated by several data-intensive applications in several
fields, including signal processing and machine learning, and network systems (such as
clouds, cluster computers, networks of sensor vehicles, or autonomous robots) wherein the
sheer volume and spatial /temporal disparity of scattered data, energy constraints, and/or
privacy issues, render centralized processing and storage infeasible or inefficient. Also,
time-varying communications arise, for instance, in mobile wireless networks (e.g., ad-hoc
networks), wherein nodes are mobile and/or communicate through fading channels. More-
over, since nodes generally transmit at different power and/or communication channels are
not symmetric, directed links are a natural assumption.

Our goal is to design a provably convergent decentralized method for Problem P, over
time-varying and directed graphs. To the best of our knowledge this is an open problem,
as documented next.

1.1. Challenges and related works
The design of distributed algorithms for P faces the following challenges:

(i) Problem P is non-conver and non-separable in the optimization variables;
(ii) Each agent i owns exclusively S; and thus can only compute its own function f;;

(iii) Each f; depends on a common set of variables—the dictionary D—shared among all
the agents, as well as the private variables X;. Shared and private variables need to be
treated differently. In fact, in several applications, the size of private variables is much
larger than that of the shared ones; hence, broadcasting agents’ private variables over
the network would result in an unaffordable communication overhead;

(iv) The gradient of each f; is in general neither bounded nor globally Lipschitz on the
feasible region. This represents a challenge in the design of provably convergent dis-
tributed algorithms, as boundedness and Lipschitzianity of the gradient are standard
assumptions in the analysis of most distributed schemes for nonconvex problems;

(v) G and g;’s are nonsmooth;

(vi) The graph is directed, time-varying; no other structure is assumed (such as star or
ring topology, etc.), but some long term connectivity properties (cf. Assumption B).

Centralized methods for the solution of Problem P (or some closely related variants) have
been extensively studied and prominent examples are (Aharon et al., 2006; Mairal et al.,
2010; Razaviyayn et al., 2014b). However, we are not aware of any distributed algorithm
that can address challenges i)-vi) (even some subsets of them), as documented next.

Ad-hoc heuristics: Several attempts have been made to extend centralized approaches
for DL problems to a distributed setting (undirected, static graphs), under more or less
restrictive assumptions; examples include primal methods (Raja and Bajwa, 2013; Chainais
and Richard, 2013; Wai et al., 2015) and (primal/)dual-based ones (Chen et al., 2015; Liang
et al., 2014; Chouvardas et al., 2015). While these schemes represent good heuristics, their
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theoretical convergence remains an open question, and numerical results are contradictory.
For instance, some schemes are shown not to converge while some others fail to reach
asymptotic agreement among the local copies of the dictionary; see, e.g. (Chainais and
Richard, 2013).

Recently and independently from our conference work (Daneshmand et al., 2016), Zhao
et al. (2016) proposed a distributed primal-dual-based method for a class of dictionary learn-
ing problems related, but different from Problem P. Specifically, they considered: quadratic
loss functions f;, with a quadratic regularization on the dictionary (i.e., G = 0), and norm
ball constraints on the private variables. The network is modeled as a fixed undirected
graph. Asymptotic convergence of the scheme to stationary solutions is proved, but no rate
analysis is reported. We remark that the scheme in (Zhao et al., 2016), in order to establish
convergence, requires some penalty parameters to go to infinity, which makes the method
numerically not attractive.

Distributed nonconvex optimization: Since the DL problem P is an instance of non-
convex optimization problems, we briefly discuss here the few works in the literature on
distributed methods for non-convex optimization (Bianchi and Jakubowicz, 2013; Tatarenko
and Touri, 2017; Wai et al., 2017; Di Lorenzo and Scutari, 2016; Sun et al., 2016; Hong et al.,
2017; Scutari and Sun, 2019); we group these papers as follows. The schemes in (Bianchi
and Jakubowicz, 2013; Tatarenko and Touri, 2017; Wai et al., 2017; Hong et al., 2017),
while substantially different, are all applicable to smooth, unconstrained optimization, with
(Bianchi and Jakubowicz, 2013; Wai et al., 2017) handling also compact constraints and
(Tatarenko and Touri, 2017) implementable on (time-varying) digraphs. The distributed
algorithms in (Di Lorenzo and Scutari, 2016; Sun et al., 2016; Scutari and Sun, 2019) can
handle objectives with additive nonsmooth convex functions, with (Sun et al., 2016; Scutari
and Sun, 2019) applicable to (time-varying) digraphs.

All the above schemes cannot adequately deal with private (i.e., X;’s) and shared vari-
ables (i.e., D), which are a key feature of Problem P. Furthermore, convergence therein
is proved under the assumption that the gradient of (the smooth part of) the objective
function is globally Lipschitz continuous, a property that we do not assume and that is
not satisfied in many of the applications we consider. The design of provably convergent
distributed algorithms for P remains an open problem, let alone rate guarantees.

1.2. Major contributions

In this paper, we propose the first provably convergent distributed algorithm for the gen-
eral class of DL problems P, addressing all challenges i)-vi). The proposed approach uses
a general convexification-decomposition technique that hinges on recent (centralized) Suc-
cessive Convex Approximation methods (Scutari et al., 2014; Facchinei et al., 2015). This
technique is coupled with a perturbed push-sum consensus scheme preserving the feasibility
of the iterates and a tracking mechanism aiming at estimating locally the gradient of ), f;.
Both communication and tracking protocols are implementable on time-varying undirected
or directed graphs (B-strongly connected). The scheme is proved to converge to stationary
solutions of Problem P, under mild assumptions on the step-size employed by the algorithm;
a sublinear convergence rate is also established. On the technical side, we contribute to the
literature of distributed algorithms for bi-convex (nonsmooth) constrained optimization by
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putting forth a new non-trivial convergence analysis that, for the first time, i) avoids the as-
sumption that the gradients V f; are globally Lipschitz; and ii) deals with private and shared
optimization variables. Numerical experiments show that the proposed schemes compare
favorably with ad-hoc algorithms, proposed for special instances of Problem P.

1.3. Paper Organization

The rest of the paper is organized as follows. The problem and network setting are intro-
duced in Sec. 2, along with some motivating applications. Sec. 3 presents the algorithm
and its convergence properties; the proofs of our results are given in the Appendix, Sec. A.
Extensive numerical experiments showing the effectiveness of the proposed scheme are dis-
cussed in Sec. 5 whereas Sec. 6 draws some conclusions.

1.4. Notation

Throughout the paper we use the following notation. We denote by R’} and N the non-
negative orthant and the set of non-negative integers, respectively. Given z € R, [z]
(resp. |z]) denotes the smallest (resp. the largest) integer greater (resp. smaller) than
or equal to x. Vectors are denoted by bold lower-case letters (e.g., x) whereas matrices
are denoted by bold capital letters (e.g., A). The k-th canonical vector is denoted by ey.
The inner product between two real matrices, A and B, is denoted by (A, B) = tr(ATB),
where tr(e) is the trace operator; A ® B denotes the Kronecker product. Given the real
matrix A, with ij-entries denoted by A;;, we will use the following matrix norms: the

Frobenius norm ||A||p £ \/2_ij [4ijl?; the L1y norm [|Af[11 = >_ij |Aijl; the Lo o norm

|A 2,00 £ max; /3°; AZ; the Log oo n0rm [|A||oo 00 = max; j |Ajjl; and the spectral norm
[|All2 £ omax(A), where oyax(A) denotes the maximum singular value of A. The matrix
quantities Vp fi(D,X;) and Vx, fi(D,X;) are the gradients of f; with respect to D and
X, evaluated at (D, X;), respectively, with the partial derivatives arranged according to
the patterns of D and Xj, respectively. The same convention is adopted for subgradients
of g; and G, that are therefore written as matrices of the same dimensions of X; and D,
respectively. Table 1 summarizes the main notation and symbols used in the paper.

Because of the nonconvexity of Problem P, we aim at computing stationary solutions of
P, defined as follows: a tuple (D*, X*), with X* £ [X},..., X}] is a stationarity solution of
P if the following holds: D* € D, X¥ € X}, i =1,...,I, and

<vDF(D*,X*),D - D*> +G(D) — G(D*) > 0, ¥D € D,
<VX1fZ(D*,X:),XZ — X:> + gZ(X,) — gl(X;k) >0, VX;ed;,i=1,...,1.

(2)

2. Problem Setup and Motivating Examples

In this section, we first discuss the assumptions underlying our model and then provide
several examples of possible applications.



DANESHMAND, SUN, SCUTARI, FACCHINEI, SADLER

’ Symbol H Definition ‘ Member of ‘ Reference ‘
F(D,X) S f(D,X)) RMXE  REXN R (P)
U(D,X) F(D,X)+ >, ¢:(X:) + G(D) RMXE  REXN 4 R (P)

S Local data matrix RM>n:

S [S1,S2,...,S1] RMXN

D Dictionary matrix variable D C RMxE

D) Local copy of D of agent 4 D C RMXK

D{;, D, at iteration v D C RMxK

D D, DF,- -, DT RM>KI (25)
0 Solution of subproblem (8) D C RM*K (8)

D’ (/) >, D, D CRK (25)

U{;, Local update of dictionary variable D C RM*KE (10)

X; Local matrix variable X; C RFxm

X X1, Xo,...,X]] X C REXN

XY X,; at iteration v X, C RExm

X X at iteration v : [X¥,X%,..., XY] X C REXN (25)
) Gradient-tracking variable D C RM*XK (13)

AY (aé’j)f,]-zl— consensus weights at time v RIXI Assumption F

Table 1: Table of notation

2.1. Problem Assumptions

We consider Problem P under the following assumptions.

Assumption A (On Problem P)

(A1) Each f; : O x O; — R is C?, lower bounded, and biconvex, where O O D and O; D X;
are convex open sets;

(A2) Given D € D, each Vx, fi(D,e) is Lipschitz continuous on X;, with Lipschitz constant
Lyx, (D). Furthermore, each Lyx, : D — Ry is continuous;

(A3) D is compact and convex; and each X; is closed and convex (not necessarily bounded);
(A4) G: O — R is convex (possibly non-smooth);

(A5) For alli =1,...,1, either i) X; is compact and g; : O; — R is convex; or ii) g; is
wi-strongly conver.

The above assumptions are quite mild and are satisfied by several problems of practical
interest; see Sec. 2.2 for several concrete examples.

Network topology

We study Problem P in the following network setting. Time is slotted and in each time-slot
v the network of the I agents is modeled as a digraph G¥ = (V, ), where V = {1,...,1}
is the set of agents and £” is the set of edges (communication links); we use (i,7) € £ to
indicate that there is a directed link from node ¢ to node j. The in-neighborhood of agent
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Figure 2: Illustration of in-neighborhood set of agent i at time v.

i €V at time v is defined as Ni"[v] = {j € V|(j,i) € E“} U {i} (see Fig. 2) whereas its
out-neighborhood is NP [v] = {j € V|(i,j) € £} U {i}. In words, agent i can receive
information from its in-neighborhood members, and send information to its out-neighbors.
The out-degree of agent i is defined as d¥ = ‘/\/iollt [VH, where |o| denotes the cardinality
of a set. If the graph is undirected, the set of in-neighbors and out-neighbors coincide; in
such a case we just write N; to denote the set of neighbors of agent 7. When the network is
static, all the above quantities do not depend on the iteration index v; hence, we will drop
the superscript “v”. To let information propagate over the network, we assume that the
sequence {G"”}, possesses some “long-term” connectivity property, as stated next.

Assumption B (B-strong connectivity) The graph sequence {G"}, is B-strongly con-
nected, i.e., there exists an (arbitrarily large) integer B > 0 (unknown to the agents) such

that the graph with edge set UEE,;}B,)B_lgt is strongly connected, for all k > 0.

Notice that this condition is quite mild and widely used in the literature to analyze conver-
gence of distributed algorithms over time-varying networks. Generally speaking, it permits
strong connectivity to occur over time windows of length B, so that information can prop-
agate from every node to every other node in the network. Assumption B is satisfied in
several practical scenarios. For instance, commonly used settings in cloud computing infras-
tructures are star, ring, tree, hypercube, or n-dimensional mesh (Torus) topologies, which all
satisfy Assumption B. It is worth mentioning that the multi-hop network topologies of these
structures are migrating towards high-radix mesh and Torus, since they are scalable, low-
energy consuming, and much cheaper than other topologies, like fat-tree topologies (Kim,
2008). These type of connected networks are generally time-invariant and undirected, and
clearly they satisfy Assumption B.

2.2. Motivating examples

We conclude this section discussing some practical instances of Problem P, all satisfying
Assumption A, which show the generality of the proposed model.

Elastic net sparse DL (Tosic and Frossard, 2011; Zou and Hastie, 2005)

Sparse approximation of a signal with an adaptive dictionary is one of the most studied DL
problems (Tosic and Frossard, 2011). When an elastic net sparsity-inducing regularizer is
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used (Zou and Hastie, 2005), the problem can be written as

I

. 1 2 H 2
o, 3 {3 e i

st. DeD, X;eRE™i =12 ...,1,

(3)

where D = {D : ||Degl|l2 < o, k = 1,2,...,K}, and o, A\, 4 > 0 are the tuning param-
cters. Problem (3) is an instance of P, with f;(D,X;) = (1/2) - ||Si — DX;||%, ¢:(X;) =
MXilly 1 +5 1X;]|%, G(D) = 0, and X; = R¥*"_ Tt is not difficult to check that (3) satisfies
Assumption A, and the Lipschitz constant in A2 is given by Ly, (D) = (omax(D))%.

Supervised DL (Mairal et al., 2008)

Consider a classification problem with training set {s,, yn}ff:l, where s, is the feature vector

with associated binary label y,. The discriminative DL problem aims at simultaneously
learning a dictionary DM e RMXK guch that s, = DWx,, for some sparse x,, € RX, and
finding a bilinear classifier Cn(D(Q),xn, Sn) 24TD® X, that best separates the coded data
with distinct labels (Mairal et al., 2008). Assume that each agent ¢ owns {(sp,yn) : n € S;},
with {S;}]_; being a partition of {1,..., N}, then the discriminative DL reads

I
! 1
o BE e 07

st. DWep® D@ ep?® x, eRX, n=1,2,..., N,

Sn — D(l)xn

2
,t gn(xn)} W

where {(z) £ log(1 + e™%) is the logistic loss function; and g, (x,) = X ||xn|; + (1/2) -
Hang is the elastic net regularizer. The dictionary D() and classifier parameter D) are
constrained to belong to the convex compact sets D) and D), respectively. Problem (4)
is an instance of Problem P, with D £ [D(), D®?)], S, £ [Snlpes, and X; = [Xnl,es,- Note
that Assumption A is satisfied, and the Lipschitz constant in A2 is given by Lyx,(D) =
(1/4) - 1y - ST D@3 + (0max(DD))2.

DL for low-rank plus sparse representation (Bouwmans et al., 2017)

The low-rank plus sparse decomposition problems cover many applications in signal pro-
cessing and machine learning (Bouwmans et al., 2017), including matrix completion, image
denoising, deblurring, superresolution, and Principal Component Pursuit (PCP) (Candes
et al., 2011). Consider the bi-linear model S ~ L + HQU: the data matrix S is decom-
posed as the superposition of a low-rank matrix L (capturing the correlations among data)
and HQU, where Q € RM*X is an over-complete dictionary (capturing the representative
modes of the data), U € RE*¥ is a sparse matrix (representing the data parsimoniously),
and H is a given degradation matrix, which accounts for tasks such as denoising, superreso-
lution, and deblurring. To enforce L to be low-rank, we employ the nuclear norm ||L||, reg-
ularizer, which can be equivalently rewritten as ||L||, = inf{% IP||% + : V|5 : L=PV},
where P € RM*L vV ¢ RIXN and L < min(M, N) (Srebro and Shraibman, 2005; Recht



DECENTRALIZED DICTIONARY LEARNING OVER TIME-VARYING DIGRAPHS

et al., 2010). Partitioning V and U according to S, i.e., S; = PV; + HQU;, the problem
reads

Sl v,
min “si—pH i ‘
P.Q,(Vi UL, ; [2 ‘ PHal [UJ F

(5)

¢ %
0 (IPIE + IVl ) + Ml + & 13
s.t. DeD, X;ecREAKxn ;_q9 T

where D is some compact set; ¢ > 0 is a constant used to promote the low-rank structure on
L while sparsity on X is enforced by the elastic net regularization, with constants A, p > 0.
Problem (5) is clearly an instance of Problem P wherein f; is the quadratic loss, and [P, Q]
and [V, U]|T are the shared and private variables (K = L+K), respectively. Assumption A
is satisfied, and the Lipschitz constant in A2 is given by Lyx, (D) = (omax(PHQ))?2.

A variant of this problem, which still is a particular case of Problem (5), is obtained by
replacing the quadratic loss function with the smoothed Huber function to achieve robust-
ness against outliers (Aravkin et al., 2014).

Sparse SVD/PCA (Lee et al., 2010; Udell et al., 2016; Mairal et al., 2010)

Computing the SVD of a set of data with sparse singular vectors (Sparse SVD) is the
foundation of many applications in multivariate analysis, e.g., biclustering (Lee et al., 2010).
As proposed in (Mairal et al., 2010), Problem P can be used to accomplish this task by
imposing sparsity on the factors D and X of S. More specifically, we have

I
- 1 Bx 05
b > {2 I1S; — DXl[7 + Ax [ Xilly; + T8 \Xz‘H%} +Ap Dy + =7 D%
Ridier oy

st. DeD2{DecR™¥E . |D|po <al, X;eRE™ G=12 .1
(6)
where A\p, Ax, up, px, @ > 0 are given constants. Problem (6) is an instance of P, with
fiD,X;) = (1/2) - |IS; — DX[[3; G(D) = AplID|[11 + (up/2) - ||D|[%, and g;(X;) =
Ax |1 Xallig + (px/2) - HXZH% Note that orthonormality of factors are relaxed for sake of
simplicity. A related formulation, termed Sparse PCA, has also been used in (Udell et al.,
2016). It is not difficult to show that Assumption A is satisfied, and the Lipschitz constant

in A2 is given by Lyx,(D) = (omax(D))?2.

Non-negative Sparse Coding (NNSC) (Hoyer, 2004)

Non-negative Matrix Factorization (NMF) was primarily proposed by (Lee and Seung, 1999)
as a better alternative to the classic SVD in learning localized features of image datasets,
such as face images. The formulation enforces non-negativity of the entries of D and X.
This has been shown to empirically lead to sparse solutions; however no explicit control on
sparsity is employed in the model. To overcome this shortcoming, (Hoyer, 2004) proposed a
non-negative sparse coding (NNSC) formulation which extends NMF by adding a sparsity-
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inducing penalty function of X. The problem reads
I

) 1 2 H 2
Y oIS - DXlE 4 A X, Bx,
D7(I§1<1il)1f:1 i=1 {2 | HF+ | Hl’l * 2 | HF}

st.  DeD2{DecRVE||Dlge <a}, X; e REX™ i=1,2,...,1,

for some A, u, @ > 0. Problem (7) is another instance of P, with f;(D,X;) = (1/2) - ||S; —
DXil|%, 6:i(Xi) = A Xill 1 + (#/2) - [ Xl 7 G(D) =0, D = {D € RY*X | [|D||z,00 <},
and X; = fom. Assumption A is satisfied, and the Lipschitz constant in A2 is given by
Lyx,(D) = (0max(D))*.

(7)

3. Algorithmic Design

We introduce now our algorithmic framework. To shed light on the core idea behind the
proposed scheme, we begin introducing an informal and constructive description of the
algorithm, followed by its formal description along with its convergence properties.

Each agent i controls its private variable X; and maintains a local copy of the shared
variables D, denoted by D;), along with an auxiliary variable © ;y; we anticipate that ©;
aims at locally estimating the gradient sum j Vb fj(D(i), X), an information that is not
available at agent i’s side. The value of these variables at iteration v is denoted by XY,
D’(’i), and @‘(’i), respectively. Roughly speaking, the update of these variables is designed
so that asymptotically i) all the D; will be consensual, i.e., D; = Dy;), Vi # j; and ii)
the tuples (D), (Xj)JI-:l) will be a stationary solutions of Problem P. This is accomplished
throughout the following two steps, which are performed iteratively and in parallel across
the agents.

Step 1: Local Optimization

The nonconvexity of f; together with the lack of knowledge of > ki fj in F' prevents agent
i to solve directly Problem P with respect to (D;), X;). Since f; is bi-convez in (D), X;),
a natural approach is then to update D(;) and X; in an alternating fashion by solving a
local approximation of P. Specifically, at iteration v, given the iterates XY D’(’), and G')’(’i),
agent ¢ fixes X; = XY and solves the following strongly convex problem in D :

DY, £ argmin f;(D(y; DYy XY) + (18— Vpfi(D}), X!), Dy = DY) ) +G (Dyy) , (8)
O

where fi(o;D’(’i),Xli’ ) is a suitably chosen strongly convex approximation of f;(e,XY) at

(D’(’.) X?) (cf. Assumption C, Sec. 3.1); and ©(;), as anticipated, is used to track the

gradient of F', with lim, o ||] - o, E] 1 VDf]( (i) X¥)|| = 0; which would lead to

lim (1-@(3.) VDle(),X”) Y Vb fi(DY, XY)| =o. (9)

V—00
J#

This sheds light on the role of the linear term in (8): it can be regarded as a proxy of the
sum-gradient } ., Vp f;(D{}), X7), which is not available at agent i’s side. In Step 2 below

we show how to update 9(” ) using only local information, so that (9) holds.

10
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v

Given ﬁl(i), a step-size is employed in the update of D(;), generating the iterate U(i):
Ui = Dg) +17(D() — D), (10)

where 7" is the step-size, to be properly chosen (see Assumption E, Sec. 3.1).
Let us now consider the update of the private variables X;. Fixing D(; = U’(’i), agent

i computes the new update X;’H by solving the following strongly convex optimization
problem: .
X;’+1 £ a)r(gn;(in h@(Xz, U(VZ),XZV) + gi(Xz')a (11)
€&

v

where Bi(o;U’(’i),XiV ) is a strongly convex function of X;, approximating fi(U(i),o) at
(U’(’i), X?); see Assumption C (cf. Sec. 3.1) for specific instances of hi.

Step 2: Local Communications

Let us design now a local communication mechanism ensuring asymptotic consensus over
the local copies D(;)’s and property (9). To do so, we build on the (perturbed) push-sum
protocol proposed in (Sun et al., 2016) (see also Kempe et al. (2003)). Specifically, an extra
scalar variable ¢; is introduced at each agent’s side to deal with the directed nature of the
graph; given ¢f and Ul(’j) from its in-neighbors j € N;, each agent ¢ updates its own local
estimate D’(’i) and ¢} according to:

+1 v v +1 _
¢ = Z a;; ¢j and Dl(ji) e

JEN V] bjeNY]

where a7)’s are some weights (to be properly chosen, see Assumption F, Sec. 3.1); and
) =1, foralli=1,...,1I.

Note that the updates in (12) can be implemented locally: all agents only need to (i)
send their local variable U and the scalar weight a7; ¢ to their neighbors; and (ii) collect
locally the information coming from the neighbors.

To update the G)‘(’l.) variables we leverage the gradient tracking mechanism first intro-
duced in (Di Lorenzo and Scutari, 2016), coupled with the push-sum consensus scheme (Sun

et al., 2016), resulting in the following perturbed push-sum scheme:

vV V@V 1 v v v v

@V—i—l o 1
v+1
JEN Y] ¢

() ¢g+1

with @(()Z-) = VDfi(D?Z.),Xg), for all i = 1,...,I. The update (13) follows similar logic
as that of D{; in (12), with the difference that (13) contains a perturbation [the second
term in the RHS of (13)], which employs (—)’(’i) and ensures the desired tracking properties
(otherwise ©(;) would converge to the average of their initial values). Note that (13) can
be performed locally by agent i, following the same procedure as described for (12).

Combining the above steps, we can now formally introduce the proposed distributed al-
gorithm for the DL problems P, as described in Algorithm 1, and termed D*L (Decentralized
Dictionary Learning over Dynamic Digraphs) Algorithm.

11



DANESHMAND, SUN, SCUTARI, FACCHINEI, SADLER

Algorithm 1 : Decentralized Dictionary Learning over Dynamic Digraphs (D*L)

Innmnmnmn;wtu:Oand¢9:1,D%yep,X?eﬁ;(ﬁwthﬁuDgyX%,
foralli=1,2,...,1.

S1. If (D’(’i), XY) satisfies a suitable stopping criterion: STOP;

S2. Local Optimization: Each agent i computes:

(a) D(; and Ui,

(b) X! according to (11);

according to (8) and (10);

S3. Local Communications: Each agent i collects data from its current neighbors and
updates:

(a) ¢¢t! and D'(’;)rl according to (12);
(b) 91(’51 according to (13);

S4. Set v+ 1 — v, and go to S1.

3.1. Algorithmic Assumptions

Before stating the main convergence result for the D*L Algorithm, we discuss the main
assumptions governing the choices of the free parameters of the algorithm, namely: the

surrogate functions f; and h;, the step-size ¥, and the consensus weights (a;’j){ j=1-

3.1.1. ON THE CHOICE OF f; AND h;.

The surrogate functions are chosen to satisfy the following assumption.

Assumption C (On f; and h;) Given D{, and X7, fi(o;Dl(’i),Xi”) in (8) is either

TB,’L v 2
> Dy — Dyl (14)

fi(D@); DYy, XY) = fi(Dgpy, X) +

or v
Th.; .
Sl LJOR o1 [

fi(D); Dy, XY) = <VDfi(DI(/i)7X;'/)aD(i) - D(Vi)> +

where T ; is a positive scalar satisfying Assumption D.

—~

15)

Given U’(’i) and XV, Bi(o; U’(’i),X;’) in (11) is either
7 v vy A v T)U(,i v)2
hi(Xs; U(i)’Xz‘) = fi(U(i)’ Xi) + 9 1Xi = X5 % (16)
or .
T v v v v v TX,Z' vl||2
hi(Xi;U(ini) = <infi(U(i)7Xi)7Xi_Xz’>+ 2 HXZ—XZHF, (17)

where Tx ; is a positive scalar satisfying Assumption D.

12
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: v v v \I v \I
Assumption D (On 7% ; and 7, ;) The parameters (7% ,);—1 and (7 ;)i—y are chosen

such that
(D1) {7} ;}v and {7% ;}, satisfy

0 <infrp,; <sup7p, < 400, (18)
v ’ v )
and
sup, 7% ; < 400,
% 2 sLux,(Uf) +e, Vv 21, (19)
foralli=1,2,...,1, where e > 0 is an arbitrarily small constant, and Lvx, is defined

in Assumption A2.

(D2) Stronger convergence results [cf. Theorem 2] can be obtained if, under Assumption
A5(ii), the sequences {1} ;}v and {7% ;}v, in addition to D1, also satisfy
oo

t+1 t
)TD,i —TD,

< 00, (20)
=0

and
< K (21)

lim sup ‘7’3’(71» T
;) ;
where = min; p; and p; is the strongly convexity constant of f;.

Discussion. Several comments are in order.

e On the choice of fi and h;. Since f; (resp. h;) is convex in D (resp. X;), (14) [resp.
(16)] is a natural choice for the surrogate f; (resp. h;): the structure of f; (resp. hj;) is
preserved while a quadratic term is added to make the overall surrogate strongly convex.
The non-smooth strongly convex subproblems (8) and (11) resulting from (14) and (16) can
be solved using standard solvers, e.g., projected subgradient methods. When dealing with
large-scale instances, effective methods are also (Facchinei et al., 2015; Daneshmand et al.,
2015).

The alternative surrogates f; and h; as given in (15) and (17), respectively, are based
on the the linearization of the original f; and h;. This option is motivated by the fact
that, for specific instances of f; and h;, (15) and (17) lead to subproblems (8) and (11)
whose solution can be computed in closed form. For instance, consider the elastic net
sparse DL problem (3) in Sec. 2.2, where f;(D,X;) = 3||S; — DX;[|3; G(D) = 0; and
9i(Xs) = M|X4|[1 + & [|X4]|%, with A, > 0. By using (15), the resulting subproblem (8)
admits the following closed form solution:

D) = Fo

v I v

52

Referring to the sparse coding subproblem (11), if h; is chosen according to (16), computing
the update X;’H results in solving a LASSO problem. If instead one uses the surrogate in
(17), the solution of (11) can be computed in closed form as

TN 1
XZV+1 =X (X;’— - VXifi(U’(’i),X;-’)>, (23)

- v 5 v
Bt Tx; X X,i

13
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where 7 is the soft-thresholding operator Tp(z) £ max(|z| — 6,0) - sign(z) [with sign(-)
denoting the sign function], applied to the matrix argument component-wise.

e On the choice of 7% ,; and 7} ;. These coefficients must satisfy Assumption D. Roughly

speaking, D1 ensures that (7')”(@)@-1:1 and (7‘57i)£:1 are bounded (both from below and above)

while D2 guarantees that these parameters are asymptotically “stable”. A trivial choice for
7h,; satisfying both (18) and (20) is 77 ; = ¢, for some ¢ > 0; some practical rules for 7% ;
satisfying both (19) and (21) are the following:

(a) Use a constant 7% ,, that is,

Tx; = max [max <amax(V§(ifi(D,Xi”)), €>}

DeD

for some € > 0. The above value can be, however, much larger than any amaX(ngi fi(U’(’i),
X)), which can slow down the practical convergence of the algorithm;

(b) A less conservative choice is to satisfy (19) iteratively, while guaranteeing that 7% ; is
uniformly positive:

7%, = max(Lvx, (U(}), €), (24)
where € is any positive (possibly small) constant;

(c) A generalization of (b) is

% € [max(Lyx,(Uf), &), Ly, (Uf) + )
for some € and ji such that 0 < € < i < p.

Remark 1 While the choices (a)-(c) above clearly satisfy (19), it can be shown that (21)
also holds, as a consequence of the continuity of Lvx,(-) and Proposition 5 (cf. Appendix

A.4).

Note that all the above rules do not require any coordination among the agents, but are
implementable in a fully distributed manner, using only local information.

3.1.2. ON THE CHOICE OF ~”

The step-size can be chosen according to the following assumption.

Assumption E (On +") {y"}, satisfies: v € (0,1], for all v; Y7 ,7" = oo; and
Yoot (7%)? < 0.

The above assumption is the standard diminishing-rule; see, e.g., (Bertsekas and Tsitsiklis,
1997). Here, we only recall one rule, satisfying Assumption E, that we found very effective
in our experiments, namely (Facchinei et al., 2015): v* = "~ }(1 — gy~ !) with 40 € (0,1]
and ¢ € (0,1/9°).

14
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3.1.3. ON THE CHOICE OF THE WEIGH COEFFICIENTS {ay;}.

We denote by AY the matrix whose entries are the weights a
matrix is chosen so that the following conditions are satisfied.

Vs, ie., [AY];; = a¥;. This

1] 7 1]

Assumption F (On the weighting matrix) Given the digraph G¥ = (V,E"), each ma-

triz AV, with [A"];; = af;, satisfies

(F1) a, >k >0 foralli=1,...,1;
(F2) aj; > k>0, if (j,i) € EY; and aj; = 0 otherwise;
(F3) AY is column stochastic, i.e., 1TTAY =1T.

When the graph G¥ is directed, a valid choice of A” is (Kempe et al., 2003): a;’j =1/ d;f
if j € j\/;-in[u], and a;; = 0 otherwise, where d7 is the out-degree of agent j at time v. The
resulting communication protocols (12)—(13) can be easily implemented in a distributed
fashion:each agent i) broadcasts its local variable normalized by its current out-degree; and
ii) collects locally the information coming from its neighbors. When the graph is undirected,
several options are available in the literature, including: the Laplacian, Metropolis-Hastings,
and maximum-degree weights; see, e.g., (Xiao et al., 2005).

4. Convergence of DL

In this section, we provide the main convergence results for the D*L Algorithm. We begin
introducing some definitions, instrumental to state our results. Let

D" £ [D/[, D]

vy
(1) (2),...,D

I
v v v v nY 1 v
(])]Ta X é[ 1 2,"'aXI]’ and D éjZD(z) (25)
i=1

Given the sequence {(D¥,X")}, generated by the D*L Algorithm, convergence is stated

measuring the distance of the sequence {(D”, X"}, from optimality as well as the consensus

disagreement among the local variables D’(’i)’s. Distance from stationarity is measured by

A” 2 max(Ap(D”, X¥), Ax (D", X")) (26)
where
Ap(D",X") 2 |[D(D”,X") = D"[|scces Ax(D",X") 2 || X(D",X") — X"||oc .00, (27)
with the functions f)(o, e) and )A((o, o) defined as:

D(D”,X") £ argmin (VpF(D",X"),D' = D") + %D ID' - D"|* + (D), (28)
D’eD
X(D",X") £ [X;(D",X¥),...,X;(D",X¥)],
with X;(D”, XY) £ argmin (V, f;(D", X¥), X} — X¥) + %X X5 — XY + g:(XY),
X;EXL'
(29)

15
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for some given constants 7p > 0 and 7x > 0. Note that Ap(e,e) and Ax(e,e) are valid

merit functions, in the sense that they are continuous and Ap(D™, X>®) = Ax (D™, X>®) =

0 if and only if (D”°,X) is a stationary solution of Problem (P) (Facchinei et al., 2015).
The consensus error at iteration v is measured by the function

e’ 2 ||ID” =13 D"||0.00- (30)

Asymptotic convergence of D*L to stationary solutions of (P) is stated in Theorem 2 below
while the convergence rate is studied in Theorem 3.

Theorem 2 Given Problem P under Assumption A, let {(D”, X”) }V be the sequence gen-
erated by the D*L Algorithm for a given initial point (DO,XO) and under Assumptions B,
C, D1, E, F. Then,

(a) [Consensus]: All D‘(’i) ’s are asymptotically consensual, i.e., lim,_, € = 0;

(b) [Convergence]: i) {(D”,X")}, is bounded; ii) {U(D",X")}, converges to a finite
value; 4ii) limy, o0 Ax (ﬁy, X") =0; and iv) iminf,_, AD(ﬁV7X”) = 0. Therefore,
{(ﬁy, X"V}, has at least one limit point which is a stationary solution of P.

If, in particular, Assumption A5(ii) holds and D1 is reinforced by D2, then convergence in
(b) can be strengthened as follows:

(b’) Case (b) holds and lim,_,.o AY = 0, implying that all the limit points of {(D”,X")},
are stationary solutions of P.

Proof The proof is quite involved and is given in Appendix A.2. |

The above theorem states two main convergence results under Assumptions B, C, D1, E,
F: i) existence of at least a subsequence of (D", X") converging to a stationary solution of
Problem P; and ii) asymptotic consensus of all D’(’i) to a common value D”. If Assumption
A5(ii) is also assumed and D1 is reinforced by D2 the stronger results in (b’) can be proven,
showing that every limit point is a stationary solution. Note that from a practical point
of view the weaker result guaranteeing existence of at least a subsequence converging to
a stationary solution is perfectly satisfying, since it guarantees that the algorithm can be
terminated after a finite number of iterations with an approximate solution.
Theorem 3 Consider either settings of Theorem 2, with the additional assumption that
the step-size sequence {y"}, is non-increasing. For any given € > 0, let Tp . £ min{v €
N; : Ap(D”, X¥) < ¢} and Tx, 2 min{v € N; : Ax(D",X") < ¢}. Then,

(a) [Rate of consensus error]:
for every 0 € (0,1); e’ =0 (vw”]) , (31)

(b) [Rate of optimization errors]:

Ty, =0 (;) . (32)

Let v* = K /vP with some constant K >0 and p € (1/2,1). Then,
1
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Figure 3: Topology of a simulated (sparse) network

Proof See Appendix A.3 [ |

We remark that, while a convergence rate has been established in the literature (see,
e.g., Razaviyayn et al. (2014a)) for certain centralized algorithms applied to special classes of
DL problems, Theorem 3 represents the first rate result for a distributed algorithm tackling
the class of DL problems P.

5. Numerical Experiments

In this section, we test numerically our algorithmic framework on several classes of problems,
namely: (i) Image denoising, (ii) Biclustering, (iii) Sparse PCA, and (iv) Non-negative
sparse coding. We recall that D*L is the first provably convergent distributed algorithm for
Problem P; comparisons are thus not simple. To give the sense of the performance of DL,
in our experiments,

(i) when available, we implemented, centralized algorithms tailored to the specific prob-
lems under consideration and used the results as benchmarks;

(ii) for undirected graphs, we extended the (distributed) Prox-PDA-IP (Zhao et al.,
2016) algorithm to the simulated instances of Problem P (generalizations of this method to
directed graphs seem not possible);

(iii) for both undirected and directed graphs, we implemented a suitable version of the
Adapt-Then-Combine (ATC) Algorithm (Chainais and Richard, 2013). Note that ATC has
no formal convergence proof, and is originally designed to handle only undirected graphs,
but we managed to make a sensible extension of this method to directed graphs too, by
using some of the ideas developed in this paper.

All codes are written in MATLAB 2016b, and implemented on a computer with Intel
Xeon (E5-1607 v3) quad-core 3.10GHz processor and 16.0 GB of DDR4 main memory.

5.1. Image Denoising

Problem formulations: We consider denoising a 512 x 512 pixels image of a fishing boat
(USC, 1997)—see Fig. 5(a). We simulate a cluster computer network composed of 150 nodes
(computers). Denoting by Fy and F the noise-free and corrupted image, respectively, the
SNR (in dB) is defined as SNR, = 20-log(|[vec(Fp)||2/v"MSE) while the Peak SNR, (in dB) is
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defined as PSNR, £ 20-log(max;(vec(Fy));/vMSE), where MSE is the Mean-Squared-Error
between Fy and F. The fishing boat image is corrupted by additive white Gaussian noise,
so that SNR = 15 dB and PSNR = 20.34 dB.

To perform the denoising task, we consider the elastic net sparse DL formulation (3).
We extract 255,150 square sliding s x s pixel patches (s = 8) and aggregate the vectorized
extracted patches in a single data matrix S of size 64 x 255,150. The size of the dictionary
is 52 x s2 = 64 x 64; the data matrix is equally distributed across the 150 nodes, resulting
in sparse representation matrices X; of size 64 x 1701 (K = 64 and n; = 1701). The total
number of optimization variables is then 16,333,696. The free parameters A, p and « in
(3) are set to A =1/s, u = X and a = 1, respectively.

Algorithms and tuning: We tested: i) two instances of the D*L Algorithm, corresponding
to two alternative choices of the surrogate functions; ii) the Prox-PDA-IP algorithm (Zhao
et al., 2016), adapted to problem (3) (only on undirected networks); iii) the ATC algorithm
(Chainais and Richard, 2013); and iv) the centralized K-SVD algorithm (Elad and Aharon,
2006) (KSVD-Box v13 package), used as a benchmark. More specifically, the two instances
of the DL Algorithm are:

e Plain D'L: h; is chosen as in (16) (the original function) and f; as in (15);

e Linearized D'L: h; is given by (17) (first-order approximation) and f; is given by
(15).

The rest of the parameters in both instances of D*L is set as: 7* = 4*~1(1 — ey? 1), with
7’ =05and e = 1072 75 ; = 10; and 7% ; = max(Lvx, (U{)), 1) [cf. (24)].

Our adaptation of the Prox-PDA-IP algorithm to Problem (3) is summarized in Al-
gorithm 2. The difference with the original version in (Zhao et al., 2016) are: i) the
elastic net penalty is used in the objective function for the X;’s variables, instead of
the ¢1-norm and f>-norm ball constraints; and ii) the variables D;)’s are constrained in
D £ {D : ||Deglls < a, k = 1,2,..., K} rather than using the fy-norm regularization
in the objective function. The other symbols used in Algorithm 2 are: i) the incidence
matrix of G, denoted by M = (Me;).; € REX! with E £ |£]; ii) the matrices QY € RM*K
e =1,..., E, which are the v-th iterate of the dual matrix variables Q. € RM*K  ag intro-
duced in the original Prox-PDA-IP; and iii) {8"},en, is the increasing penalty parameter,
set to /¥ = 0.002v.

All the algorithms are initialized to the same value: D(()Z.)’s coincide with randomly
(uniformly) chosen columns of S;)’s whereas all X’s are set to zero.

While the subproblems solved at each iteration v in Linearized D*L admit a closed-
form—see (23) and (22)—in both Plain D*L and ATC, the update of the dictionary has the
closed form expression (22), but the update of the private variables calls for the solution of
a LASSO problem (cf. Sec. 3.1). For both Plain D*L and ATC, the LASSO subproblems
at iteration v are solved using the (sub)gradient algorithm, with the following tuning. A
diminishing step-size is used, set to 4" = 4" ~}(1 — ey" 1), where 4° = 0.9, ¢ = 1073, and r
denotes the inner iteration index. A warm start is used for the subgradient algorithm: the
initial points are set to XY, where v is the iteration index of the outer loop. We terminate
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Algorithm 2 : Prox-PDA-IP algorithm (Zhao et al., 2016)

Initialization : D(()) €D, X% cux, Q= o;
s1. If (Dz’),X )i satisfies stopping criterion: STOP;

S2. Each agent ¢ computes 67 = HD” XY — S;||% and:

Xyt — (X 5V+10% X;— XY ’BV i D) (X;— XY 2.
(a) X;"" = argmin fi(D{}),X;)+g:(Xq)+ | 17+ =D (Xi = X¥) | I35
XGRKXnZ
(b) D’(’J)rl = argmin f;(D X”H)—i—z o1 Mei (2. Dgiy)
D(l)ED

g (diHD@H% — (D). (di — )DY + Xjen Dl(’j)>>;
(c) QU = QU+ B Y MuDY!, Ve = (i,)) € &;
83. Set v+ 1 — v, and go to S1.

the subgradient algorithm in the inner loop when JI' < 1075, with

Y

) S o (Xfr B (vxifi(Ul(/i)’X;/’r) X (X7 = XY)

¢ 1+s 5

Hoo,oo

where XZ-”’T denotes the value of X; at the r-th inner iteration and outer iteration v; and
To(z) £ max(|z| — 0,0) - sign(z) is the soft-thresholding operator, applied to the matrix
argument componentwise. In all our simulations, we observed that the above accuracy was
reached within 30 (inner) iterations of the subgradient algorithm.

In the Prox-PDA-IP scheme, Step S2 (cf. Algorithm 2) calls for the solution of two sub-
problems, including a LASSO problem. As for Plain D*L and ATC, we used the (projected)
(sub)-gradient algorithm (with the same diminishing step-size rule) to solve the subprob-
lems; we terminated the inner loop when the length between two consecutive iterates of the
(projected) (sub)-gradient algorithm goes for the first time below 1075.

We simulated both undirected and directed static graphs. In the former case, there is no
need of the ¢-variables and, in the second equation of (12) [and (13)], the terms (¢ ay;)/¢; +
reduce to a;j. The weights a;; are chosen according to the Metropolis-Hasting rule (Xiao
et al., 2007); the resulting matrix A” = [a;j];; is thus time-invariant and doubly stochastic.
When the graph is directed, we use the update of the ¢!’s as in (12), with the weights a;»’j
chosen according to the push-sum protocol (Kempe et al., 2003) (cf. Sec. 3.1.3).

Convergence speed and quality of the reconstruction: In the first set of simulations,
we considered an undirected graph composed of 150 nodes, clustered in 6 groups of 25 (see
Fig. 3). Starting from this topology, we kept adding random edges till a connected graph
was obtained. Specifically, an arc is added between two nodes in the same cluster (resp.
different clusters) with probability p; = 0.2 (resp. ps = 2 x 1073).

In Fig. 4 we plot the objective function value [subplot on the left], the consensus dis-
agreement e” as in (30) [subplot in the center|, and the distance from stationarity A" as in
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Figure 4: Denoising problem — D*L, Prox-PDA-IP and ATC algorithms: objective value
[subplot on the left], consensus disagreement [subplot in the center], and distance
from stationarity AY [cf. (26)] [subplot on the right] vs. number of message
exchanges.

(28) [subplot on the right] versus the number of message exchanges, achieved by Plain DL,
Linearized D*L, Prox-PDA-IP, and ATC. Note that the number of messages exchanged in
the ATC algorithm at iteration v coincides with v whereas for Prox-PDA-IP and the D*L
schemes is 2v (recall that the latter schemes employ two steps of communications per itera-
tion). The figures clearly show that both versions of DL are much faster than Prox-PDA-IP
and ATC (or, equivalently, they require fewer information exchanges). Moreover, ATC does
not seem to reach a consensus on the local copies of the dictionary, while Prox-PDA-IP and
D“L schemes reach an agreement quite soon. In Fig. 5, we plot the reconstructed images
along with their PSNR and MSE, obtained by the algorithms, when terminated after 1000
message exchanges. The figures clearly show superior performance of D*L over its com-
petitors. Also, the values of PSNR and MSE achieved by D*L are comparable with those
obtained by (centralized) K-SVD (KSVD-Box v13 package).

A closer look at Fig. 4 shows that a significant decay on the objective function occurs
in the first 200 message exchanges. It is then interesting to check the quality of the re-
constructed images, achieved by the algorithms if terminated then. In Fig. 6, we report
the images and values of PSNR and MSE obtained by terminating the schemes after 200
message exchanges (we also plot the benchmark obtained by K-SVD, run till optimality).
The figure shows that both versions of D*L attain high quality solutions even if terminated
after few message exchanges while ATC and Prox-PDA-IP lag behind. This means that, in
practice, there is no need to run DL till very low values of e and A are achieved.

Since the algorithms do not have the same cost-per-iteration, to get further insights
into the performance of these schemes, we also compare them in terms of running time. In
Table 2, we report the averaged elapsed time to execute one iteration of all algorithms. We
considered the same setting as in the previous figures, but we terminated all algorithms after
273 seconds, which corresponds to the time for the fastest algorithm (i.e. Linearized D*L) to
perform 200 message exchanges [cf. Fig. 6]. The associated reconstructed images are shown
in Fig. 7. Once again, these results clearly show that the linearized D*L scheme significantly
outperforms Prox-PDA-IP and ATC. Also, Linearized D*L performs considerably better
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Corrupted Image Linearized DL Plain DL
PSNR=20.3414db PSNR=27.5386db PSNR=27.6506db

Original Image MSE=601.0881 MSE=114.6092 MSE=111.692 .
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Figure 5: Denoising outcome. (a): original image; (b): corrupted image; (c)-(f): denois-
ing achieved by DL, Prox-PDA-IP and ATC terminated after 1000 message
exchanges; and (g): denoising achieved by centralized K-SVD (KSVD-Box v13).

than Plain DL, when terminated early; the explanation is in Table 2 which shows that the
time of one iteration of the former algorithm is much shorter than that of Plain D*L.

Algorithm  Average Time per Iteration (sec)

Linearized D*L 2.862
Plain DL 11.328
Prox-PDA-IP 30.98
ATC 9.838

Table 2: D*L vs. Prox-PDA-IP and ATC: Average computation time per iteration

Impact of the graph topology and connectivity: We study now the influence of
the topology and graph connectivity on the performance of the algorithms. We consider
directed, static graphs. We generated 5 instances of digraphs, with different connectivity,
according to the following procedure. There are 500 nodes (I = 500), which are clustered
in n. = 50 clusters, each of them containing 10 = I/n. nodes. Each node has an outgoing
arc to another node in the same cluster with probability p; while po is the probability of
an outgoing arc to a node in a different cluster. We chose the values of p; and ps, as in
Table 3; we simulated three scenarios, namely: N1 corresponds to a “highly” connected
network, N3 describes a “poorly” connected scenario, and N2 is an intermediate case. For
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PSNR=25.21db PSNR=26.48db
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Figure 6: Denoising outcome. (a): original image; (b): corrupted image; (c)-(f): denois-
ing achieved by DL, Prox-PDA-IP and ATC terminated after 200 message ex-
changes; and (g): denoising achieved by centralized K-SVD (KSVD-Box v13).

Linearized DL Plain DL Prox-PDA-IP ATC
PSNR=27.2886db PSNR=25.5253db PSNR=23.2592db PSNR=24.4582db

MSE=121.4007 _ MSE=182.2011 MSE=307.0137 MSE=232.9464

(a) (b) (c) (d)

Figure 7: Denoising outcome. (a): Linearized D*L; (b): Plain D*L; (c): Prox-PDA-IP;
(d) ATC; all terminated after after 273 seconds run-time (corresponding to 200
message exchanges of the Linearized D*L).

each scenario, we generated 5 random instances (if a generated graph was not strongly
connected we discarded it and generated a new one) and then ran Plain and Linearized
DL and ATC on the resulting 15 graphs. Recall that ATC was not designed to work on
directed networks. We thus modified it by using our new consensus protocol (but not the
gradient tracking mechanism); we term it Modified ATC.

In Fig. 8 we plot the average value of the objective function [subplot on the left], the
consensus disagreement e” [subplot in the center|, and the distance from stationarity A”
[subplot on the right], achieved by Plain D*L, Linearized D*L, and Modified ATC, versus
the number of message exchanges, for the three scenarios N1 [subplot (a)], N2 [subplot (b)]
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Figure 8: Denoising problem-D“L and Modified ATC algorithms: objective value [subplots

on the left], consensus disagreement [subplots in the center|, and distance from
stationarity AY [cf. (26)] [subplots on the right] vs. number of message ex-
changes. Comparison over three network settings [cf. Table 3]: N1 [subplots (a)],
N2 [subplots (b)], and N3 [subplots (c)].
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Network #2 I n. p1 D2

N1 500 50 0.9 0.9
N2 500 50 0.1 0.01
N3 500 50 0.05 0.01

Table 3: Network setting

and N3 [subplot (c)]. The average is taken over the aforementioned 5 digraph realizations.
While also this batch of tests confirms the better behavior of DL schemes over ATC, it is
interesting to observe that there seems to be little influence of the degree of connectivity on
the behavior of Linearized and Plain D*L. The only aspect for which a reasonable influence
can be seen is on consensus. In fact, with respect to consensus, Linearized DL seems to
improve over Plain DL, when connectivity decreases. This has a natural interpretation.
Plain D*L solves much more accurate subproblems at each iteration and this is, in some
sense useless, especially in early iterations, when information has not spread across the
network. It seems clear that the less connected the graph, the more time information needs
to spread. Therefore, in scenario N1, the two methods are almost equivalent and, looking
at consensus error, we see that initially Linearized D*L is better than Plain D*L, but soon,
as information spreads, Plain D*L becomes, even if slightly, better than Linearized D*L.
The same behavior can be observed for scenario N2, but this time the initial advantage of
Linearized DL is larger and the switching point is reached much later. This is consistent
with the fact that information needs more time to spread and therefore solving the accurate
subproblem is not advantageous. If one passes to N3, where connectivity is very loose, there
is no switching point within the first 1000 message exchanges.

5.2. Biclustering

Biclustering has been shown to be useful in several applications, including biology, infor-
mation retrieval, and data mining; see, e.g., (Madeira and Oliveira, 2004).

Problem Formulation: We consider a Biclustering problem in the form (6), applied
to genetic information. We solved the problem simulating a networked computer cluster
composed of 500 nodes (see Table 3). The genetic data is borrowed from (Lee et al.,
2010) (centered and normalized): the data matrix S of size 56 x 12,625 (M = 56 and
N = 12,625) contains microarray gene expressions of 56 patients (rows); each patient is
either identified to be normal (Normal) or belonging to one of the following three types
of lung cancer: pulmonary carcinoid tumors (Carcinoid), colon metastases (Colon), and
small cell carcinoma (SmallCell). We considered the unsupervised instance of the problem,
meaning that none of the a-priori information about the type of patients’ cancer is used
to perform biclustering. Following the numerical experiments of (Lee et al., 2010), we seek
rank-3 sparse matrices X;, and the data matrix S is equally distributed across the 500
nodes, resulting thus in K = 3 and n; = 26. The total number of variables is then 39, 168.
The other parameters are set as follows: a =1, Ax = ux = 0.1, and A\p = up = 0.1.

Algorithms and tuning: We tested the instance of DL where f; and h; are chosen
according to (14) and (16), respectively. The rationale behind this choice is to exploit the
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extra structure of the original function f;, plus, in case of f;, there is no certain benefit
in using the linear approximation (15) as it does not lead to any closed form solution of
the subproblem (8). Note that the Prox-PDA-IP scheme is not applicable here since the
network is directed.

The other parameters of the algorithm are set to: 7* = v*~1(1 — ey¥~1), with 4% = 0.2
and € = 107%; and Tp; = 100 and 7%, = max(LVXi(U’(’i)), 100). We term such an instance
of DL Plain D*L. We compared Plain D*L with the following algorithms: i) (a modi-
fied version of) the distributed ATC algorithm (Chainais and Richard, 2013), where the
optimization of D is adjusted to solve (6) (the elastic-net penalty is added), and the con-
sensus mechanism is modified with our new consensus protocol to handle directed network
topologies; we termed this instance Modified ATC'; and ii) the centralized SSVD algorithm
proposed in Lee et al. (2010) (implemented using the MATLAB code provided by the au-
thors), to benchmark the results obtained by the distributed algorithms. All the distributed
algorithm are initialized setting each X? = 0, and each D(()i) equal to some randomly chosen
columns of S;.

In DL, the subproblems (8) and (11) at iteration v do not have a closed form solution;
they are solved using the projected (sub)gradient algorithm, with diminishing step-size
7" =" 1 - ey" 1), where 4° = 0.9, € = 1073, and r denotes the inner iteration index.
A warm start is used for the projected subgradient algorithm; the initial points are set to
D{;) and X7 in problems (8) and (11), respectively, where v is the iteration index of the
outer loop. We terminate the projected subgradient algorithm solving (8) and (11) when

Jhi & HD'(/; — D'(jl;] soco <1070 and J% ; = [ X} — X" |0 00, < 1076, respectively, where

D = 3]‘;%)12%1 <VDfi(D(V£)T7 XY) +10() = Vpfi(D(;),X7) + 75,:(D{;y = D{;)). Dy — Dl(/z?;>

100
o D _DV,’I"
3 H @)

2
ol +6G D),

P,

vr & arglgin <VX,~ fi(UGy, X7T) 4 R (XY - X)X — X;’”‘>
X ER® XM

100
t 5 X — X?’THQ + i (X4),

with DZ(Z; and X" denoting the value of D(; and X; at the v-th outer and r-th inner

iteration, respectively. In all our simulations, the above accuracy was reached within 50
(inner) iterations of the projected subgradient algorithm.

Convergence speed and quality of the reconstruction: We simulated 3 directed static
network topologies, namely: N1-N3, as given in Table 3. In Fig. 9 we plot he average value
of the objective function [subplot on the left], the consensus disagreement e” [subplot in
the center], and the distance from stationarity A” [subplot on the right], achieved by Plain
D*L and Modified ATC, versus the number of message exchanges, for the three scenarios
N1 [subplot (a)], N2 [subplot (b)] and N3 [subplot (c)]. The average is taken over 5 digraph
realizations. Fig. 9 shows that Plain D*L algorithm attains satisfactory merit values in
all network scenarios, while Modified ATC fails to reach consensus/convergence, even in
highly connected networks. The poor performance of Modified ATC seem mainly due to
the incapability of locking the consensus.
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Figure 9: Biclustering problem-Plain D*L and Modified ATC algorithms: objective value
[subplots on the left], consensus disagreement [subplots in the center|, and dis-
tance from stationarity A” [cf. (26)] [subplots on the right] vs. number of message
exchanges. Comparison over three network settings [cf. Table 3]: N1 [subplots
(a)], N2 [subplots (b)], and N3 [subplots (c)].
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In order to assess the quality of the solutions achieved by the three algorithms, we
employ the following procedure. Given the limit point (up to the fixed accuracy) D> of
the algorithm under consideration, patients’ information is in form of (unlabeled clusters
of) data points {Dj . 56, where D7, . denotes the m-th row of D° and represents an
individual patient. In order to compare D with the labeled ground truth, we need to tag
labels to the clustered points of D*°. To do so, we run the K-means clustering algorithm
on {Dﬁ:}i?zl. Specifically, we first run K-means 100 times and, in each run, we perform
a preliminary clustering using 10% of the points (randomly chosen). Then, among the
100 obtained clustering configurations, we picked the one with the smallest “within-cluster
sum of point-to-centroid distances”.! Finally, we assign to each cluster the label associated
with the most populated type of cancer in the cluster. Denoting the ground truth classes
by {C;}}_; (recall that there are 4 classes/types of cancer), where each C; consists of the
group of patients with the same type of cancer, and by {(Z};‘Zl the clustering obtained by
the procedure described above applied to the outcome D> of the simulated algorithms, we
measure the quality of the clustering by the Jaccard index, defined as

" e
- Y, |CuG '

Clearly 0 < J <1, and the higher the index value, the better the quality of the clustering.

In Table 4, we report the average and Maximum Absolute Deviation (MAD) of the
Jaccard indices from their average, computed over the aforementioned 5 realizations of the
three graph topologies, as in Table 3 (see also Fig. 9). The values in the table clearly show
that Plain D*L achieves better results than those produced by Modified ATC or centralized
methods. Moreover, the value of the Jaccard index from Plain D*L does not depend on the
specific network topology. which is not the case for Modified ATC.

J

Network # Plain D'L Modified ATC Lee et al. (2010)

N1 0.8983/0 0.7778/0 -

N2 0.8983/0 0.7045/0.3218 -

N3 0.8983/0 0.7892/0.0172 -
Centralized - - 0.7231/-

Table 4: Biclustering problem—Average/MAD of Jaccard indices over 5 realizations of di-
graphs.

5.3. Non-negative Sparse Coding (NNSC) and Sparse PCA (SPCA)

Problem Formulation: We consider the Non-negative Sparse Coding (NSC) formula-
tion (7) (Hoyer, 2004) and the Sparse PCA problem (6) (Mairal et al., 2010). For both
formulations, we run experiments using the following two datasets:

e MIT-CBCL face database #1 (Sung, 1996): a pool of N = 2,429 vectorized face
images of size 19 x 19 pixels each (i.e. M = 361);

1. Given a clustering partition {Ci};l:l, the “within-cluster sum of point-to-centroid distances” mea-
sures the quality of the k-means clustering, and is defined as ), >iec, D5 — Dzj||2, where

D, 2 \Cflll > jec, Djv and [Ci| denotes the cardinality of the set C;.
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e The VOC 2006 database (Everingham et al., 2010): a pool of N = 10,000 vectorized
natural image patches of size 16 x 16 pixels each (i.e. M = 256).

Consistently with (Mairal et al., 2010), the free parameters are set as:
e NNSC (7): K =49, A\=pu=1/vM, and a = 1;
e Sparse PCA (6): K =49, A\ox = ux =1/vVM, A\p = up =1/vVM, and a = 1.

The total number of variables for the above optimization problems are 136,710 for the
MIT-CBCL dataset, and 502,544 for the VOC 2006 dataset.

We simulated the communication network as static directed graphs of size I, clustered
in n, groups, where each node has an outgoing arc to another node in the same cluster with
probability pi, while ps is the probability of an outgoing arc to a node in a different cluster.
We run our tests over 6 different network scenarios, with various size I and probability pair
(p1,p2), as given in Table 5. Note that if N/I is not an integer, we pad zero columns to
the data matrix S so that all the agents own equal-size partitions S;’s, thus n; = [N/I] in
both problems (6) and (7).

Network ## I n. p1  p2

N4 10 2 09 0.3
N5 10 2 02 01
N6 50 5 09 03
N7 50 5 0.2 0.1
N8 250 10 0.9 0.3
N9 250 10 0.2 0.1

Table 5: Network setting for the NNSC and Sparse PCA problems.

5.3.1. NON-NEGATIVE SPARSE CODING

Algorithms and tuning: We test the Plain D*L, with ﬁ and h; chosen according to (15)
and (16), respectively. The other parameters of the algorithm are set to: v = v*~1(1 —
ey’~1), with 4% = 0.2 and € = 1072%; and Th; = 10 and 7% ; = max(LVXZ.(U’(’Z.)), 10). We
compare the proposed scheme with a modified version of ATC, equipped with our new
consensus protocol, implementable on directed networks. All the distributed algorithm are
initialized setting X? = 0and D(()i) equal to some randomly chosen columns of S;. Both Plain
DL and Modified ATC call for solving a LASSO problem in updating the private variables
(cf. Sec. 3.1); the update of the dictionary has instead a closed form expression, see (22). For
both Plain D*L and Modified ATC, the LASSO subproblems at iteration v are solved using
the projected (sub)gradient algorithm with diminishing step-size v" = 4" 1(1 — ey 1)
where 7% = 0.9, ¢ = 1073, and r denoting the inner iteration index. We terminate the
projected subgradient algorithm in the inner loop when J% ; £ X7 = XY [lso00 < 1074,
where

)

< U,T . v v,r v v,r v v,r 1 v,r
;" = argmin <sz‘fi(U(z')7Xi7 )+ 7x (X7 = XE), X = X7 >+§ X = XP7 [P +g: (X)),
X, EX;
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and X;”T denotes the value of X; at the v-th outer and r-th inner iteration. In all our
simulations, the above accuracy was reached within 30 (inner) iterations of the projected
subgradient algorithm.

Convergence speed and quality of the reconstruction: We run the Plain D*L and
Modified ATC algorithms over different network settings, as listed in Table 5, and we
terminated them after 1500 message exchanges. We replicated the tests for 5 independent
realizations and we reported the average of the final values of the objective function, the
consensus disagreement, and the distance from stationarity in Table 6 and Table 7, for the
MIT-CBCL and VOC 2006 datasets, respectively. In Fig. 10 and Fig. 11 (for MIT-CBCL
and VOC 2006 datasets, respectively), we plot the average value (over the aforementioned 5
graph realizations) of the objective function [subplot on the left], the consensus disagreement
e’ [subplot in the center], and the distance from stationarity A” [subplot on the right],
versus number of message exchanges, for the two extreme network scenarios N4 [subplot
(a)] and N9 [subplot (b)]. These results show that the proposed Plain DL significantly
outperforms the Modified ATC algorithm. They also show a remarkable stability of Plain
DAL with respect to the simulated network graphs, which is not observed for the Modified
ATC, whose performance deteriorates significantly going from N4 to N9.

Network # objective value consensus disagreement distance from stationarity

N4 169.8/171.9 9.17¢-7/2.9¢-4 4.7¢-4/8 8¢-2
N5 169.9/172.2 4.5¢-6/6.7e-4 5.3e-4/9.8¢-2
N6 169.8/177.2 2.4e-7/1.9e-4 5.1e-4/6.3-2
N7 169.9/177.3 1.1e-6/6.3e-4 5.56-4/6.1e-2
N8 169.8/191.0 2.1e-7/1.2¢-4 5.1e-4/2.2e-2
N9 169.8/190.9 5.8¢-7/3.1e-4 6.6e-4/1.1e-2

Table 6: NNSC problem (MIT-CBCL dataset)-Plain D*L/Modified ATC algorithms: ob-
jective value, consensus disagreement, and distance from stationarity obtained
after 1500 message exchanges.

Network # objective value consensus disagreement distance from stationarity

N4 845.2/848.8 2.9¢-6/1.3¢-4 1.le-3/4.1e-3
N5 845.9/850.1 1.5¢-5/5.3¢-4 1.5¢-3/6.1¢-3
N6 844.8/879.5 5.7¢-7/2.2e-4 1.3e-3/4.4e-2
N7 844.5/879.3 1.9¢-6/1.2¢-3 1.3¢-3/3.9¢-2
N8 844.8/941.2 5.60-7/1.5e-4 1.6¢-3/4.8¢-2
N9 845.0/941.8 1.5¢-6/3.6e-4 1.1e-3/5.1e-2

Table 7: NNSC problem (VOC 2006 dataset)—Plain D*L/Modified ATC algorithms: objec-
tive value, consensus disagreement, and distance from stationarity obtained after
1500 message exchanges.
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Figure 10: NNSC problem (MIT-CBCL dataset)-Plain DL and Modified ATC algorithms:
objective value [subplots on the left], consensus disagreement [subplots in the
center|, and distance from stationarity A” [cf. (26)] [subplots on the right]
vs. number of message exchanges. Comparison over the network settings N4
[subplots (a)] and N9 [subplots (b)] (cf. Table 5).

5.3.2. SPARSE PRINCIPAL COMPONENT ANALYSIS (SPCA)

Algorithms and tuning: We test the same D*L version as used in the Biclustering
experiments (cf. Subsec. 5.2), i.e., f; and h; are chosen according to (14) and (16), re-
spectively; we set 7¥ = 477 1(1 — ¥ 1), with /Y = 0.2 and ¢ = 1072; and 7hi = 10 and
7%, = max(Lyx, ( ’(’Z.)), 10). We term it Plain D*L. We compare Plain DL with a modified
version of the ATC algorithm, which has been adapted to solve (6) and equipped with our
new consensus protocol to handle directed network topologies. All the distributed algorithm
are initialized, setting X,? =0 and D(()Z.) equal to some randomly chosen columns of S;. The
subproblems (8) and (11) at iteration v are solved using the projected (sub)gradient algo-
rithm; the setting is the same as that used in the Biclustering problem (cf. Subsec. 5.2).
We terminate the projected subgradient algorithm in the inner loop when Jp, ; < 10~% (in
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Figure 11: NNSC problem (VOC 2006 dataset)-Plain D*L and Modified ATC algorithms:
objective value [subplots on the left], consensus disagreement [subplots in the
center|, and distance from stationarity A” [cf. (26)] [subplots on the right]

vs. number of message exchanges. Comparison over the network settings N4
[subplots (a)] and N9 [subplots (b)] (cf. Table 5).

solving subproblem (8)) and J ; < 10~ (in solving subproblem (11)), where Jp,; and Jy ;
are defined as those in Subsec. 5.2. In all our simulations, the above accuracy was reached
within 30 (inner) iterations of the projected subgradient algorithm.

Convergence speed and quality of the reconstruction: We test the Plain D*L and
the Modified ATC in different network settings, as listed in Table 5. The setting of the
experiments and the averaging procedure of the reported values is the same of those used
for the NNSC problem. The results of our experiments are reported in Table 8 and Figure 12
for the MIT-CBCL dataset; and in Table 9 and Figure 13 for the VOC 2006 dataset. The
behaviors or the algorithms are very similar to those described in the NNSC case and
confirm all previous observations.
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Figure 12: SPCA problem (MIT-CBCL dataset)-Plain D*L, and Modified ATC algorithms:

objective value [subplots on the left], consensus disagreement [subplots in the
center|, and distance from stationarity A¥ [cf. (26)] [subplots on the right]
vs. number of message exchanges. Comparison over the network settings N4
[subplots (a)] and N9 [subplots (b)] (cf. Table 5).

Network # objective value consensus disagreement distance from stationarity
N4 181.9/453.1 3.5e-5/6.1e-4 2.2e-3/21.39
Nb 185.1/446.4 2.6e-5/1.5e-3 1.3e-3/136.2
N6 182.7/517.3 5.2e-6/4.3e-4 1.3e-3/1.2e-1
N7 186.3/512.0 2.3e-5/9.2¢e-4 1.4e-3/1.18
N8 181.9/566.0 4.0e-5/1.7e-4 2.6e-3/1.5e-1
N9 182.6/566.9 1.7e-4/2.9e-4 4.2e-3/1.0e-1

Table 8: SPCA problem (MIT-CBCL dataset)-Plain D*L/Modified ATC algorithms: ob-

jective value, consensus disagreement, and distance from stationarity obtained
after 1500 message exchanges.
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Figure 13: SPCA problem (VOC 2006 dataset)-Plain DL and Modified ATC algorithms:

objective value [subplots on the left], consensus disagreement [subplots in the
center|, and distance from stationarity A” [cf. (26)] [subplots on the right]
vs. number of message exchanges. Comparison over the network settings N4
[subplots (a)] and N9 [subplots (b)] (cf. Table 5).

Network # objective value consensus disagreement distance from stationarity
N4 849.3/2516.0 5.7e-6/1.3e-3 2.3e-3/6532
N5 866.0/2533.6 1.8e-5/3.5e-3 2.0e-3/1.3e+4
N6 864.8/2621.0 7.2e-6/4.3e-4 3.4e-3/1.7e+4
N7 859.1/2624.1 5.3e-5/1.1e-3 2.4e-3/1.6e+4
N8 872.7/2643.2 6.6e-5/2.3e-4 1.1e-2/2.9e+4
N9 869.1/2642.0 2.3e-4/4.6e-4 5.6e-3/3.4e+4

Table 9: SPCA problem (VOC 2006 dataset)-Plain D*L/Modified ATC algorithms: objec-
tive value, consensus disagreement, and distance from stationarity obtained after

1500 message exchanges.
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6. Conclusions

This paper studied a fairly general class of distributed dictionary learning problems over
time-varying multi-agent networks, with arbitrary topologies. We proposed the first de-
centralized algorithmic framework—the DL Algorithm—with provable convergence for this
class of problems. Numerical experiments showed promising performance of our scheme
with respect to state-of-the-art distributed methods.
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Appendix A. Appendix

In this section we prove the major results of the paper, Theorems 2 and 3. We begin
rewriting the D*L Algorithm in an equivalent vector-matrix form (cf. Sec. A.1), which is
more suitable for the analysis. Theorem 2 and Theorem 3 are then proved in Sec. A.2 and
Sec. A.3, respectively. Some miscellanea results supporting the main proofs are collected
in Appendix A.4. Table 10 below summarizes the symbols appearing in the proofs.

’ Symbol H Definition ‘ Member of ‘ Reference ‘
Dy (1/1) 35, ¢% D D CRM*K (41)
Uy (1/1) Yoi, ¢4 UG, D CRM*K (41)
DY [ﬁg), 15(";), e ﬁ(;)r RM*KI (34)
U U UG), - UG RM* KT (34)
eV [©{.073,---, 0] RM* KT (34)
G” Vo iDL, X1)T, ..., Vo fi(D{p, X)T]" RM* KT (34)
W (wi)ij=1 = (af; ¢% /87 )i j1 = (7)) AV S R (35)
wvil WY Wl owl o u > R7I (44)
W W’ @ Ly RMIxMI (36)
Wil W @Iy, v>1 RMIxMI (44)
" (07, P53, ..., P7]T R’ (34)
v diag (¢") R (34)
:I\)z/ @V ®IM RMIX]WI (36)
Jov (1/1)1¢"T RI*T (45)
Ky Jor 1y RMIXMT (45)

Table 10: Table of notation (appendix)
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A.1. DL in vector-matrix form

We rewrite Algorithm 1 in a more convenient vector-matrix form. To do so, we introduce
the following notation. Recalling the definitions of D{;) [cf. (8)], Ul [cf. (10)], ¢¥ [ct.
(12)], and ©(;, [cf. (13)], define the corresponding aggregate quantities

D” £ D), D), ... DT,

U”é[U’(’T) U’(’QT),...,U’(’IT)],

O 2B, 05, ST, @2 diag(e”), (34)
0 £ (01,0, ... 0,

G £ [Wp (DY), X7, Vp oDy, XE)T, .., Vo fr(DE, X507

where diag(x) is a diagonal matrix whose diagonal entries are the components of the vector
x. Combining the weights aj; and the variables ¢ in the update of D{; [cf. (12)] in the

single coefficient
v 14

v o %%
Y Yk and;
we define the weight matrix W, whose entries are [W"]; ; = = wy;. Note that W* has the
same zero-pattern of AY, and the following properties hold (the latter under Assumption
F)

WY = (&"71)T'AY®Y, and WY1 =1. (35)

Finally, we define the following “augmented” matrices

WY 2 WY@Iy and @ 2 & @Iy, (36)
where I, is the M-by-M identity matrix.
Using the above notation, the main iterates of the D*L Algorithm, i.e., (10), (12), and
(13), can be rewritten in compact form as

UY = DY ++%(D" — DY), (37)

¢ = AV, (38)

D" = WrU?, (39)

@ —wre 4+ (@) (e - @), (40)

Instrumental to the analysis of the consensus disagreement are the following weighted
average quantities:

I I

™ 1 v v IT 1 v v
Dy & - Z@ D{), Uy 2 - Zqﬁi Uy, (41)

=1 =1

Using (12), (41) and the column stochasticity of A” (cf. Assumption F3), it is not difficult
to check that

D, = Uy, (42)
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which, together with (10), leads to the following dynamics for D v:

Y i) ’YV Y v
Dyt =Dy + > ot (DY~ Df) (43)
i=1
A.2. Proof of Theorem 2
We prove Theorem 2 in the following order (consistent with the statements in the theorem):

Step 1-Asymptotic consensus & related properties: We prove that consensus is asymp-
totically achieved, that is, lim,_,~, €” = 0 [statement (a)], along with some properties
on related quantities, which will be used in the other steps—see Sec. A.2.1;

Step 2—-Boundedness of the iterates and Lipschitz continuity of Vf;: We prove that
the sequence {(D” , XY )}y generated by the algorithm is bounded [statement (b-i)],

and, as a consequence, V f;, Vpf;, and Vi, h; are Lipschitz continuous on a (suitably
defined) compact set containing {(D” , X” ) }V [Remarks 8 and 9]-see Sec. A.2.2;

Step 3—Decrease of {U(D”,X")},: By leveraging the Lipschitz continuity of the gra-
dients as in Step 2, we study the decrease properties of {U (DV,X” )}, [statement
(b-ii)]-see Sec. A.2.3;

Step 4—Vanishing X-stationarity: We prove that lim, ., A X(ﬁy, X") = 0 [statement
(b-iii)]-see Sec. A.2.4;

Step 5—Vanishing liminf D-stationarity: We prove liminf, o, Ap(D”, X”) = 0 [state-
ment (b-iv)]-see Sec. A.2.5;

Step 6—Vanishing D-stationarity: Finally, we prove lim, AD(ﬁy,X” ) = 0 [state-
ment (b’)]-see Sec. A.2.6.
A.2.1. STEP 1-ASYMPTOTIC CONSENSUS AND RELATED PROPERTIES

1) Preliminaries: To analyze the dynamics of the consensus disagreement, we first in-
troduce the following product matrices and their augmented counterparts: Given W? [cf.
(35)], and v,1 € N4, let

WV~WV_1-~'WZ, 1/>l7
wvil & WY, v=1 and WVZI L2 Wl g I (44)
0y, v<l,

Define also the weight-average matrices
1 ~
Jgr & 7107, Jgr £ Jp @1y (45)

For notational simplicity, when ¢” = 1, we use J instead of J4 and J2Je I5s. Using
(35) and (41), it is not difficult to check that the following hold:

JgD’ =19 Dy, (46)
~ =, ~ ] ~
Ty W =J& =7 . (47)
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The dynamics of the consensus disagreement e” boils down to studying the decay of
[W¥it —J o' ll2 (this will be clear in the proof of Proposition 5 below). The following lemma

shows that W¥ converges geometrically to J pls B8V —> 00,

Lemma 4 (Scutari and Sun (2018)-Lemma 4.13, Ch. 3.4.2.5) Let {G"}, be a se-
quence of digraphs satisfying Assumption B; let {A"}, be a sequence of matrices satisfying
Assumption F; and let {W"}, be the sequence of matrices defined in (35). Then, there
holds

HWV:Z _ J¢l

,Sew ()™ Wl vl eNy,

where cyy > 0 is a (proper) constant, and p € (0,1) is defined as
1
p= (1 - ;?;—(f—UB) PO o, (48)

with & = k!PH1/1; and k is defined in Assumption F.
Furthermore, the sequence {¢?}, satisfies

N - B _ A 1B
€= ulerg+ (11%1% gb;’) > K7, and €= Vseul\lp+ <1I£?SXI qbf) <I—-({I-1)k"". (49)

If all the matrices A" are doubly-stochastic, then €, = €, = 1.
2) Proof of lim,_,~ ¥ = 0. Using (30), we can write

, @ —y ® —
e/ <K|D"-19D"|, < K|D”-18Dg

(<) -
< 2K ||D” —1® Dy

»+EKVI|D”"—Dy

(50

F

where (a) follows from the equivalence of norms; (b) is due to the triangle inequality; and
in (c) we used Ei[zl ai < VI|a||, with a = (a;)_, € RL.

The following proposition concludes the proof of statement (a), proving that | D — 1 ®
ﬁ(p'/ |7 is square summable, along with some additional properties on related quantities.

Proposition 5 In the above setting, there hold:

: v o_ D.. —0-
Vlggo ||[D¥ —1® Dgv||r = 0; (51)
v
: t D 12 )
Vlggog ID! = 1 @D |3 < o0; (52)
v
: t 7 .12
VILH;O; JU" = 1@ U u|p < oco. (53)

Proof To prove (51), let us first expand DY —1® ﬁd)u as follows: for any v > 1,

DY (3:9) Wuflqul —_ Wuleyfl + {7\\71/71 (qul o Dufl)
. v—1 e (54)
:WV—IZOD() + Z WV—I:t (Ut _ Dt) ’
t=0
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where the last equality follows from induction and the definition of W [cf. (44)]. Similarly,
we expand the subtrahend as

v—1
1 ﬁd)“ (46) 3¢VDV (54) qu" (V/\\f”_LODO i Z{;\Vy—lzt (Ut _ Dt)>
t=0

v—1 (55)
D3 (DO +3 8 (Ut - Dt)> .
t=0
Subtracting (55) from (54) and using (37), yields
v—1
v D) wvr—10 _ 7J 0 tlwv—-1t _ 3§ Nt t
v = [ o S [,

(56)

()
+0227 "_t—>0

vV—00

for some finite constants c1,c2 > 0, where (a) is due to Lemma 4 and the boundedness of
{||D¥ — D¥||},; and (b) follows from Lemma 13(a) in Appendix A.4.
Let us now proceed to prove (52). Using (56), we have

2
9 v t—1
IS9P (qw te ) o <p>“)
t=

— 1=0
(@ 2¢] Vt_lt_IZk t—ky \t—I
< +2¢3 lim Y (p) ()
1= (p)? V_m;;k —0
(b) v t—1 v t—1 t—1
Pyt —k Pyt -
S Srte 3 S
=1 1= 0 =1 e 0 1=0
262 22 v (0)
< L4 2 lim t ! < 00,
1= (p)*  1—prvooe & 112

where in (a) and (b) we used (a + b)? < 2(a? + b%) and ab < (a? + b?)/2, respectively, and
(c) is due to Lemma 13(b) (cf. Appendix A.4).
We prove now (53). Using (41) and (37), we get
I
- 1 - —
t(Dt Y t t
~ (D —1®I;¢iD(i)) +(1—4) (D —1®D¢t)

2

— 2
|ut-12T,
F

F(eT)
2

)

2 _
+2HDt—1®D¢t
a

I
2 ||\t 1 t Nt
HD LR 1¢,~D(i)
1=

where in the last inequality we used Jensen’s inequality and (1 — +*) < 1. Therefore,

v o 9 v v o 2 (a)
. t < 1 £\ 2 . H t
Tim ;1 Ut —16Ty | < lim 26 ;1 (+) +V15202t§1 D'-1eDy| <,
where c3 is a positive finite constant, and (a) follows from Assumption E and (52). [ |
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Remark 6 (On Lyx,(Ug) and Lyx, (U’(’Z))) Recall that Vx, fi(Ugv, ) is Lipschitz con-
tinuous on X;, with constant Ly x,(Ugr) (cf. Assumption A2). Since ||U(”i) —Ugl|p 2 0
[¢f. (53), Proposition 5] and Lyx,(D) is continuous, we have

’vai (Ugr) — Lyx, (U;)

— 0, i=12,...1 (58)

V—00
A.2.2. STEP 2-BOUNDEDNESS OF THE ITERATES

We show that the sequence {(D” ,X”)}V generated by the D*L Algorithm is bounded

[statement (b-i)]. We prove the result only for h; given by (17); the proof can be easily
tailored to the other choice of h;. If the sets X; are bounded [Assumption A5(i)], the result
follows readily. Therefore, we consider next the setting under A5(ii).

Throughout the proof, we will use the following properties of f; and h;.

Remark 7 The surrogate functions f; and h; as in Assumption C have the following prop-
erties: foralli=1,2,...,1,

(a) fi(o; D, X;) is strongly convex on D, uniformly with respect to (D, X;) € D x &Xj, with
constant Tf, ; > 0; and Vpfi(D;D,X;) = Vpfi(D,X;), for all (D,X;) € D x Aj.

(b) hi(e:D,X;) is strongly conver on X;, uniformly with respect to (D, X;) € D x A;, with
constant 7% ; > 0; and Vx,hi(Xi; D, X;) = Vx, fi(D, X;), for all (D,X;) € D x ;.

By the optimality of X/ in (11), there exist EY € dx,g:(X?) and /1! € 9, :(XY 1)
such that

0< <VX h; (Xu+1 U(z)’ XY) + EI;H, X? B X;.’H>
— (B - B 4+ 7% (XU - X0), X0 — XUt
<VX fz( (i)’ XY) = Vx, fz(UV 0), X9 _X?+1>
— (T} (XY = X0), X0 — XV
* <infi(Ul(j¢)a X 4+ 29, X9 — XZ{/+1> '

Using Remark 7(b) and the u;-strongly convexity of g;’s, we obtain

2 14
(P + ) X5 = XV < (7%,X7 = Vi £i(U3), X9), X0 - XY)

— (7% X0 = Vi fi(U), X0), X0+ - XD

(59)
Vx, fi(Ufy, XP) + B9, X7+ - X0>
éZfeain( (Z),XO)
Define T (X;) = 7%, X; — Vx, fi(U(;), X;) and rewrite (59) as
(% + ) 11X = XP e < || T7(XF) = YYXD)] o+ 127 ] (60)
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Since D is compact and X! is given, we have ||Z?||r < By, for all i, v > 1, and some
finite Bz > 0. Let us bound next ||T?(X?) — TY(X)||p. We write

HTZV(XzV TV XO HF ,z‘)Q HXZV - 1HF

Vi, fi(U(, XY) = Vx. fi(U, X“)

—27X2<foz( XY) = Vi, iU, X0, XY - X7)

a

< (%) Xy - XY

—~
Na

2
’F’
(61)
where in (a) we used the 1/Lyx, (U’(’i))—co—coercivity of Vx, fi(U(”i), e) [due to the convexity
of f;(U Z),o) and the vai(U’(’i))—LipSChitianity of Vx;, fz-(U'(’i),o) (Rockafellar and Wets,
1998, Prop.12.60)], i.e

2Xz
(1 o ) [Pty X0 - O )

(Vx FilUG), X0) = Vi filUg) Y0), X = Yo ) >

1
- ||V, fi(Uf,y, Xi) = Vx, fi(U7,,Y;
Lyx,(U7,) Vi Ji(Ufy. X0) = Vi fi(U}). Y0)

2
, VX,,YI € X;.
F

Note that || TY(XY) — TY(X9)||r < T}’“HX;’ — XY as long as TR 2 %vai(U’(’i)), which
is satisfied under D1. Therefore, we can bound (60) as

(% + 1) [ X7 = Xl < 7% XY = X7 + Bz (62)

We can now prove that, starting from X?, the iterates X stays in the ball B;(R;, X?) =
{X; € RExni . ||X; — XV < Ry}, for all v > 1, where R; > Bz/u;. Let us prove it by
induction. Evidently X9 € B;(R;, X?). Let X¥ € B;(R;, X?); by (62), we get

X y 0 By
ot X7 = Xillp + —— < Ri,

X X0 <
I =Xl < T <

where the second inequality is due to X¥ € B;(R,X?) and R > Byz/u. Hence X1 ¢
Bi(R;, XY). Therefore, X¥ € B;(R;, X?), for all v > 0. Since D is bounded (cf. Assumption
A3), it follows that (Dl(’i),X;’) € D x Bi(R;, XY), for all v > 0. O

Remark 8 (On the Lipschitz continuity of Vf;’s) Since f; is C2, a direct consequence
of the boundedness of {(D”,X”)}V is that V f; [the gradient of f; with respect to (D,X;)]
is Lipschitz continuous on D x B;(R;, X?), that is, there exists some positive finite constant
Ly ; such that

IVfi(D,X;) = V(D' X)||[r < Ly, [|[(D, X;) — (D', X)) ]| p, (63)
for all (D,X;), (D', X!) € D x Bi(R;,XY), and i =1,2,...,1. We define Ly £ max; Ly ;.

The above result also implies that VpF : D x (Xy X -+ x X1) — D [cf. (P)] is Lipschitz
continuous on D x (By(Ry,XY) x - x Br(Rr,X9)), with constant Ly, =1 - Ly.
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Remark 9 (On the Lipschitz continuity of Vpf; and Vx, h; i) Vpfi : D x RExnm
RExni _y RMXK ;4 Vx, h; : REXni 5 D x REXni _y REXni gpe Lipschitz continuous on
D x D x Bi(R;, XV) and B;(R;, X?) x D x B;(R;,XY?), respectively, with constants L%Z and

- <A ~ S A -
Lé,i‘ Let us denote Lg = max; Lg}i and L%( = max; L)éﬂ..

A.2.3. STEP 3-DECREASE OF {U(D",X")},

We study here the properties of {U (ﬁ”, X"}, showing, in particular, that it is convergent
[statement (b-ii)].
We begin with the following intermediate result.

Proposition 10 Consider the setting of Theorem 2(b); there exist positive constants sx,
D, ¢7,¢8, and a sufficiently large v € Ny such that the following holds: for all v > U,

U(D o1, X)) <UDy, X7) ZYZ+ZWZ+E”” (64)
where
Zl 2 = ~ I 2
V2 sy (XX - 52} T (1B Dl - ) L (o)
23X I
Z équyt(p)t*leLXHUl -1 Ulr, (66)
I% I 1 !
wia 7<T> b (Z) + Lo HD—1®D (67)
4TD 4 SXx
& Ce - C7BX
Ey,l/ é vo_ v+1 . t
0= o ] (). (63)
{T"}, is such that Z (T")? < o0, (69)
v=1
with p € (0,1) and €y defined in (48) and (49), respectively.
Proof See Appendix A.4.3 |
Note that the sequences {Z'};, {W'};, and {E*"}, ; above satisfy
. 1\2 )
lim ;(Z) < 00; (70)
. l .
VlirrgoZ;W < 00; (71)
lim (lim E”’”) —0, (72)
V—00 \V—00

LE> 7 <00
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where (70) follows from (53) [cf. Prop. 5], Assumption E, and Lemma 13(b) [cf. (107)] in
Appendix A.4.1; (71) is a consequence of lim, 00 Y ), AHT? < oo [due to (69)], (52) [cf.
Prop. 5], and (70); and eq. (72) is proved by inspection.

It follows from (64), (70)-(72) and the lower-boundedness of U (due to Assumption Al)
that {U(D",X")}, is convergent. Indeed, taking the limsup of the LHS of (64) and using
(71) and (72), we get

o
—00 < limsup U(ﬁ¢y+1,X”+1) <UDy, X") + Zwl + B < 0.
V—00 —

Taking now the liminf of the RHS of the above inequality with respect to 7 while using (72)
and limy_,00 > 10 W= 0, yields

—oo < lim sup U(ﬁ¢u+1,XV+1) < lim inf U(ﬁd,a,X’j) < 00,

V—00 v—hoo

which implies the convergence of {U(Dg,X")}, to a finite value, and

v Zl 2
: I+1 _ ~1 _
i 3 (It = Xl - 52 ) <o, (73)
lim i’yl |\ﬁl—Dl|\F—IﬁTl 2 < oo0. (74)
V—00 — 27_'D

Finally, we deduce that {U(D", X¥)}, converges to the same limit point of {U(Dg»,X")},,
due to i) v/T Hﬁy — Dy < HD” —1® Dy P @ 0; ii) the continuity of U; and iii) the
V—r00
boundedness of { (DY, X") }V [cf. Sec. A.2.2]. This concludes the proof. O

A.2.4. STEP 4—VANISHING X-STATIONARITY
Building on the results in the previous step, we prove here lim, oo Ax (D" , X") =0 [state-
ment (b-iii)]. For notational simplicity, we will use the shorthand X¥ £ X;(D",X") and
X" £ X(D",X"), with X;(D”,X¥) and X(D",X") defined in (29).
Using the equivalence of norms and the triangle inequality, we have
Ax(D",X") < Kx|[X” = X"||p < Kx||X*™ = X¥||p + Kx|| X" = X|p,
— —
termI termIT

for some Kx > 0. The rest of the proof consists in showing that term I and term II above
are asymptotically vanishing.
e On term I: Term I can be bounded as

1 Z"\* (2" \?
I =X < (I =Xl - 50 ) 4 () (75)

2sx 2sx
for all v € N, where the inequality follows from %aQ < (a — b)? + b?, with a,b € R. This,
together with (70) and (73), yields
o0
S OXA XV <00 = lim [[X*" = XY|[p = 0. (76)
V—00

v=0
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e On term II: Invoking the optimality of X;’ [cf. (29)] and XY [cf. (11)], yields

(Vi fi(D"X0) + #x (XY = X0, XY =R ) 4+ (XU = (XY) > 0,

(Vxha(X U7 X0) XY = XU )+ gi(XE) — (X0 > 0.
Summing the two inequalities above and using Remark 7(b), lead to

AlIXYT = XY < (P (XY= XY) + Vi fi(DY,XY) = Vi, fi(U), X7), XU = XY

+ (Vo h(XY5 UG, XY) = Vi ha(XE 5 UG, X, X0 - XY
(77)
Using the I?v(i—Lipschitz continuity of Viji [cf. Remark 9] and the Ly ;-Lipschitz
continuity of V f;, and (10), it is not difficult to show that (77) implies

X7 = X[

LE 4+ 7x Lo, Lo,  ll~
Vi v+1 v Vi v v Vi v v v
LE +7x Lo |l— Lo,
) v+l xv Vi Y DY Vi _v
= Xyt = XY+ = |2 D+ 5" Bo

for some Bp > 0, where in the last inequality we used the boundedness of {|[D” — D”||z},.
Eq. (78) together with (76), Theorem 2(a), and 4* =3 0 (cf. Assumption E), yield

Tim XY - K| = 0. (79)
This concludes the proof of statement (b-iiii). O

A.2.5. STEP 5—VANISHING LIMINF D-STATIONARITY

We prove liminf, o Ap(D”, X¥) = 0 [statement (b-iv)] and {(D”,X")}, has at least one
limit point which is a stationary solution of P. For notational simplicity, we will use the
shorthand D¥ 2 D(D"”,X"), with D(D”, X¥) defined in (28).

We begin bounding Ap (D", X") as

Ap(D”,X") < Kp|D*~D"| ¢ < Kp||DY;, — D) | r+Ep| DYy — D”||p+Kp|Df;,—D"||r,
—_——— ————
termI termII

for some Kp >0. Note that [[D, —D"||r —0 [Theorem 2(a)]. We show next that lim inf,

||f)(uz) - D'(/i)HF =0 and ||I~)’(’Z) — DY||p — 0, which proves liminf,_. Ap(D”,X") = 0.

e On term I: Similarly to the derivations of (75), there holds
ol 2 0 € ’ Ie \? 2
—||D¥ = D”||% <AV | ||IDY — DY||p — =—T" — v(rr 80
i - D <o (157 =DVl — g2 r) 4 (F2) e o
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for all v € N;. By eq. (74) and Y.°° (T¥)? < oo [cf. (69)], we have
S DY - DY|fh < oo SEEENE lim inf |[D* — D*|| = 0. (81)
v=0
e On term II: Using the optimality of D [cf. (28)] and f)l(’l) [cf. (8)], yields
(VoF (D", X¥) + #p(D* ~ D), BY, ~ D) + G(BY,) ~ G(D) > 0,
<vai(15(Vi); DY), XY) +1-©! — Vpfi(D}),Xy), D" — 15(3.)> +G(D") — G(DY) > 0.
Summing the two inequalities above and using Remark 7(a), yields
7p||Df;) — D[
< <+D(15(Vi) — DY) + 7p(DY, ~ D) + VpF(D",X") - VpF(Dgv,X"), DY) — 13”>
n <VDF(ﬁ¢u, X")~1-©Y,DY, — f)V>
- <VDfi(Dl(/¢)?Dl(¢)7X?) = Vp fi(D(); Dy, X5), DGy — Dy> :
(82)

Using the Egvi—LipSChitZ continuity of Vpf; [cf. Remark 9] and the Ly, -Lipschitz
continuity of VpF [cf. Remark 8], it is not difficult to check that (82) implies

<L€,i+%D
F ™
I

™D

|pt; - D

I
F+W)‘Dm

NV v LVD v N

)

1 _
O/ — ~VpF(Dy,X")
I F

N (83)
for all i = 1,...,I. Since liminf, o DY) — DY)|lr = 0 [ef. (81)], [D” = Df|r — 0
[Theorem 2(a)], and ||D” — 1 ® Dgv|| — 0 [cf. (51)], to prove liminf,_,o Hf)l(’z) ~D"||p =0,
it is sufficient to show that the last term on the RHS of the above inequality is asymptotically
vanishing, which is done in the lemma below.

Lemma 11 (Vanishing gradient-tracking error) In the setting above, there holds:
00 1 - 9
ZH@”—1®fVDF(D¢u,X”)H < . (84)
v=0 F

Proof See Sec. A.4.4. |

By liminf, .., Ap(D”,X¥) = 0, it follows that there exists an infinte subset N’ C N
such that limprs, 0o Ap(D”,X¥) = 0. Since {(D”,X")}, is bounded [cf. Sec. A.2.2],
it has a convergent subsequence {(D",X")},en, with N C N; let (D>, X>) denote its
limit point. Then, it must be limprs, oo A D(ﬁy,X”) = 0. Combining this result with
lim, 00 Ax (D, X”) = 0 (cf. Sec. A.2.4), one can conclude limrs, 00 A” = 0; hence,
(D™, X*) is a stationary solution of Problem P.
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A.2.6. STEP 6—VANISHING D-STATIONARITY

Finally, we prove lim, o, Ap(D”,X") = 0 [statement (b”)]. In view of the results already
proved in Step 5, it is sufficient to show that limsup,,_, . ||[D¥ — D”||r = 0.
1) Preliminaries: We begin introducing the following preliminary results.

Proposition 12 In the setting of Theorem 2(a), the following hold for DY [cf. (8)] and
XY [ef. (11)]:

(a) There exists some constant Lp > 0 and sequence {T”}V, with limy,_eo T" = 0, such
that, for any v1,vy € Ny,

1B% B[l < Lp(|Dges — D [l + X" — X[} + T + 5% (85)

(b) There exist some constants 0 < px < 1 and qx > 0, and a sufficiently large vx € Ny
such that, for all v > vx,

X = XY p < px||XY = X[ F + gx]|UY = U p. (86)

Proof See Appendix A.4.5 [ ]

2) Proof of limsup,_, ., ID¥ — D¥||r = 0. For notational simplicity, let us define AD” £
D”—D". Suppose by contradiction that lim sup,,_, HAD"HF > 0; since lim inf, _, o HAD”HF
= 0 [cf. (81)], there exists § > 0 such that ||AD”||p > 26 and ||ADY'|| < § for infinitely
many v, € Ny. Therefore, one can find an infinite subset of indices, denoted by K, having
the following properties: for any v € K, there exists an index ¢, > v such that

|ADY|[p <4, ||AD™||p > 24, (87)
§<[[AD||p <26, v <j<i,. (88)

Let 15 be a sufficiently large integer such that (64) holds and T" < 2%56, for all v > vy

[such v exists, due to (69)]. Note that there exists a § > 0 such that § — %T” > 4, for all
v > vy, Choose K 5 v > 1y; using (64), with v =i, and v = v + 1, yields

U(D¢zu+l Xt <U(D¢u+1 XUt — g Z A+ Z Wl 4+ v+t (89)
I=v+1 l=v+1

for some finite constant cg > 0. Using the convergence of {U(Dgv,X")}y, Doy W! < 00
[cf. (71)], and limgs, 0o BV =0 [cf. (72)], inequality (89) implies
lim )" 4' =0 (90)

K3v—o0
l=v+1

We show next that (90) leads to a contradiction.
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It follows from (87) and (88) that, for all £ > v > s,
5 <||AD™ || — ||AD"||F
(@ . ~ .y L
SJADY — AD | = |[B D - B+ ||
®) ~ < — —
<|ID* —D"||+ |[[D"+1®Dg £1®D

(85) _ _ _
< (LD+ \ﬁ) D giv — Degr[|lr + E*",

v D™||p

with
EwY & Lp||X" — X"||p + [[D¥ = 1@ Dgr||p + [[D* =1 @Dyl + T¥ + T,

where in (a) we used the reverse triangle inequality (i.e. ||A||r—||B||r < ||A—B||r,VA,B €
RMIXKY): and in (b) we add/subtracted some dummy terms and used the triangle inequality.
We prove next that lim,_, Eivv = 0. Clearly, if lim, o || X% — X¥||p = 0, then (51)
[cf. Proposition 5] and 7% “=3° 0 [cf. Proposition 12(a)] imply lim, .o E®* = 0. It is
then sufficient to show lim, . || X% — X¥||r = 0.
First, we bound ||X% — X||r properly.

Summing (86) from v > vy to i, — 1, yields

-1 i1 -1
DIXF =X e <px Y X =X lp4ax Y |IU - U |p, (92)
t=v t=v t=v
implying
' iv—1 iy—1
X" = XY||lp < ) IXF =X |p < X" Y|p+ U
t=v

Since lim, o0 [|X¥ — X¥ 7| = 0 [cf. (76)], it follows from the above inequality that
limisy, oo || X% — XY||F = 0, if limxsy o Zi;;l ||[Ut — UY|r = 0, which is proved
next. Rewrite first ||U? — UY||r as

U = U |p <|[U' = 1@ Uyllp + U — 1®ﬁ¢t71\lF+ﬁHﬁ¢t ~Ugi|lr

Z¢z ( (i) ~ Dfi))

=1

t
“2)- 43)||Ut 1®U¢tHF+||Ut 1_1®U¢f 1||F+ﬁ

F

Since || Zile oy (IN)IEZ) - DEZ))HF is bounded (due to ¢! < €, [cf. (49)] and compactness of D)

and limys, o0 S0, 7" = 0 [cf. (90)], there holds limys, 00 S0, 7| SO0, 15@) ~DY, |l =
0. Therefore, to prove limys, oo >0 1 [|UY — Ut|p = 0, it is sufficient to show that
limysy—00 Zt LU -1 ® U¢tHF = 0 [which implies also limxs, 00 Zt LU —1 @
Ugye-1||p = 0, due to lim, o0 [[U” = 1@ Ugr||r = 0, see (53)]. By (57), the boundedness
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of {D"},, and (90), it is sufficient to show that limxs, 0o S |[|D* — 1 @Dyl = 0. We
have

iy o (56) 24 -
li D'-19D < i ! Ep)t
dim | @D yllr < im ci(p) +c2 Z 7" (p)
=v =v t=0
iy 1—1 1,—1
o S e 55
l=v t=0 t=0 |=max(t+1,v)
v—1 Z,, iu_l iu
1 -t li
=2 dim 3 D A 0T re dm 3 )
=0 1=y t=v |=t+1
v—1 1, c ip,—1
| 2 i t
e lm 32 M0 T, dm )
= v =
—_————
=0 by (90)
(104)
< I ="0.
- 1- ’CBII/IEOO Z'Y

This proves lim, . || X% — X¥||r = 0 and thus lim, Eivv = 0.

We can now prove that (90) leads to a contradiction. Since Eivv "2 0, there exists a
sufficiently large integer v3 € K, such that v3 > v, and Evv < d, for all v > v3. Define ¢’
such that 0 < 8’ < § — E*. Using (43) and 17¢" = I, (91) implies

(5, i,—1 —(88) iy,—1
7' [|AD! F S 20 ) (93)
(LD 4 1)\/> Z H H Z
for all K 5 v > v3. Equation (93) contradicts (90). Hence, it must be limsup,,_, , |ADY || =
0, and thus lim,_, |[D¥ — D"||r = 0. O

A.3. Proof of Theorem 3

(a) Rate of consensus error. Fix § € (0,1). Combining (50) and (56), we obtain

[(1-0)v

’ ]
¢ <es Y V= Y T W s D, )
=1 =1 = +1

[(1-0)v] v
Ses MM () sy > (o),
1=0 1= (1-0)v|+1 (94)
L(1—-6)v )41 1 — (p)[6v]
(Pl) s A0 (p)L OO+ 1(0)
—p —p

o () 2 (11 (7)) 0 o)

for some positive constants cg and ¢y, where in (a) we used v— | (1—0)v| = [0v]; (b) follows
from z > [z] — 1, x € R; and in (c) we used (p)” = o(~"), for any p € (0,1). This proves
statement (a).

a 1-—
(@) cg 711
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(b) Rate of optimization errors. In the following we will use the shorthand: X? £
X;(D",X") and X” £ X(D",X"), with X;(D",X") and X(D",X") defined in (29); and
D & f)(D ,X¥), with D(D"”,X") defined in (28).

1) Proof of (32): We begin bounding Ax (D", X") as

1 — (@) K1, & .
S(Ax(D”, X)) £ TR =XV < KX = XU+ KX - X, (95)

where (a) holds by equivalence of the norms with Kj being a proper positive constant.
By squaring both sides of (78) and using (37 a;)? < Y1 a?,Va; € R (by Jensen
inequality), the first term on the RHS of (95) can be bounded as

a1 X = R < X0 - X+ DY - D |+ (002 (96)

for some positive constant Ky > 0. Summing (96) over i = 1,..., I, yields

2 DYII2

+|D¥ —1e@D"|; + ()
I+ I +16r) (97)
< HXV-i-l _XVHi'—i_LLHDV _ ]_®ﬁ¢uHi,+I<7V)2.

3?HXV+1 N XVH% < HXV-H _xv
2

Finally, combining (95) and (97), yields

1

Ax (D", X Ko+ 1) || xX¥+H —x¥
2K1< x(D )? < (3K +1) ||

2 + 12K1 HDV -1 ®ﬁ¢u

HF ;+3K2I(’YV)2-

(98)

It follows from (98) together with (76), (52) and Assumption E

[e.9]

> (Ax(D",X"))? < o0.

v=0
By the definition of Tx ¢, there holds

TX,E

Ty <3 (Ax(D",X"))? < o,
v=0

which proves (32). B
2) Proof of (33): Following the same approach as above, we can bound AD(DV, X") as

1 -V KS Eay =V = = = =V
3(Ap(D",X"))? < —5[|DY D[} < K3||D"~D{) ||+ K3|[Df,) =Dy |7+ K3||D) D[ 7,

(99)
for some K3 > 0. Using (83), the first term on the RHS of (99) can be bounded as

_ . - 1 o 2 _
v V(2 v v |12 v v v v |12
1K, DGy — D[ <[ID{G) — DGl + H () — 7VpF(Dgr, X) . + D" = DG Iz

+||D” — 1@ Dy’

(100)
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with some constant K, > 0. Summing (100) over ¢ = 1,...,1, we get

1 ~ N
D" - 10D

2

- 1 _ — _
<|D” - D% + He“ ~1® ;VpF(Dg,X")| +|D"-12D 1% +1|D" - 10Dy |
F
_ 1 _ 2 _
<|D¥ — D¥||% + H@” -1® TVDF(Dd,V,XV) +(4+1)[|D" - 1®Dyv fw
F
(101)
Summing (99) over ¢ = 1,...,I and using (101), yields
e (An(D", X))
3K3 D )
_ 1 _ 2
<(4K1+ 1)||D” = D*|f} + 4K ||©” = 1© -V F (D, X") (102)
F
+4((4+ K4+ 1) DY — 10Dy 2.
It follows from (102) together with (81), (84), and (52)
S (Ap(DY, X¥)? < oo,
v=0
By definition of Tp . and non-increasing property of {7"},, we get
TD,e
VP Tp e <) 4(Ap(D”,X"))* < 0. (103)
v=0

Using v = K /vP, with some constant K > 0 and p € (1/2,1), (103) provides the desired
result as in (33). O
A.4. Miscellaneous results

This section contains some miscellaneous results used in the proofs of Theorems 2 and 3.

A.4.1. SEQUENCE PROPERTIES

The following lemma summarizes some summability properties of suitably chosen sequences,
which appear in some of the proofs.

Lemma 13 Given the sequences {a"}, and {b"},, and a scalar X\ € [0,1), the following
hold:

(a) If lim,_ oo a” = 0, then,

v

: t v—t __
Jim ;a (Nt =o. (104)
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(b) If lim, o0 Dy (at)2 <00 and imy_e0 Y 14 (bt)2 < 00, then

v l
lim Y ) " a''(A) 7 < o0, (105)
e =1 t=1
v l )
: t -t
Tim Y (af)" () < o0 (106)
=1 t=1
v v 2
lim ( at(A)t—l> < 0. (107)
v,V —00
=1 t=l

Proof For the proof of (a) and (105)-(106) in (b), see (Nedi¢ et al., 2010, Lemma 7). We
prove next (107). Expand the LHS of (107) as:
/ 2 l// V/
lim Z (Z at()\)tl> = lim Z Z Z a‘a k=t
v,v' =00 v,v' =00
’ =1 =1 t=l k=l

< lim ZZZ Pt og = tim ZZ D I(CV A

l/u—}oo l/V—>oo
=1 t=l k=l =1 t=l k=l

where the inequality is due to a - b < (a® + b?)/2. Using the bound on the sum of the
geometric series, the above inequality yields
2 /

1 v mm(zz,t
v, 312100 Z <Z “ ) - ﬁ v, legloo ; tzl ﬁ Vlgnoo VILH;O =
1 v’ t 1 v - B
< Jm 2 WS e im D (@ < oo

A.4.2. ON THE PROPERTIES OF THE BEST-RESPONSE MAP

Some key properties of the best-response maps defined in (8) and (11) are summarized and
proved next.

Proposition 14 Let {(D”, X”)}V be the sequence generated by the D*L Algorithm, in the
setting of Theorem 2(a). Given the solution maps defined in (8) and (11), the following
hold:

(a) There exist some constants sp > 0 andn > 0, and a sequence {T"},,, with 3.°° | (T¥)? <
00, such that: for allv > 1,

<VDF Dy, X Z & ( ;.)) > + 2; @ (G(ﬁ(z)) el @))

~ Ie 2 ~ Y B N
< —sp(|ID” = D||p — 5 2T ) 4 [[BY D[ Y- ()" X~ X+
t=1

2 €2
@ (TI/)Q’
SD

(108)
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where p € (0,1) and €, are defined in (48) and (49), respectively;
(b) There exist finite constants sx > 0 and Lx > 0, such that: for all v > 1,

I 1
> (Ve filDgeen, X0 X = XE) + 3 (X0 = :(XD)
i=1 ) i=1
< =D TRAXTT = XY|[F + Lx|[UY - 10 Uge||p [[X7F = X[
- (109)
Proof (a) It follows from the optimality of f)’(jl) [cf. (8)] and convexity of G that
<VDJEi<~(Vi)§ (i) X7) + 10y = Vp fi(D), X;), D) — ]51(12)> +G(D() - G(ﬁl(/z)) > 0.
(110)

Adding and subtracting inside the first term 3, Vp f; (D, XY¥) and using VDfZ-(D(”i); D{; XY) =
VDfi(D(Vi), XY?) [cf. Remark 7], inequality (110) becomes

<VD]Ei(]51(/' ; l('i),Xl") — Vp fi(D{); DYy, X¥), ﬁl(ji) - Dl(jz‘)>

{161~ 3T )., 1)

j=1

I
+ (3 Vi, X)), DY)~ DYy )+ GDY) ~ GDY,) < 0.
j=1

v

Invoking the uniform strongly convexity of fl(o D’(’z) XY), the definition of @(i) in (13), and
recalling that VpF (Dgr, X") = > Vnf (D, XY), we get

(VpF(Dyr. X*). D) ~Df)) + (DY) ~ GDY)

< —-71h

1
2 V 1 14 v
#1100 ~ 72 Vofie X)) [ ~Df
- F

’]56') —Dj

P

Multiplying both side of the above inequality by the positive quantities ¢! and summing
over i =1,2,...,I while using ¢! < &4 [cf. (49)], yields

<VDF Dy, X Z@ ( Dg)) > + ZI;@” (G(ﬁ’(i)) - G(D(”a))

< —sp||D¥ — DY|| + Iég Hf)”—D”
F

)

F

I
1 _
e’-1 fE i(Dgv, XY
®Ii:1VDf( & l)

gradient tracking error

(111)
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where sp is any positive constant such that sp < min;, ¢} 77, [note that such a constant
exists because ¢} > ¢4, with ¢, > 0 defined in (49), and aH’TB’i are uniformly bounded
away from zero—see Assumption D1].

Now let us bound the gradient tracking error term in (111). Using (40) recursively, @”
can be rewritten as

e =Wre ¢ SVAVV—” (if)_l (G'— G + (@”)_1 (GY -G ). (112)

Using the definition of G” [cf. (34)] and J [cf. (45)], write

1@~ ZVsz (XY =JG" =JG"+> T (G' -G,
t=1

which, using ®° = GO, leads to the following expansion for 1 ® % ZZ 1V fi(Dgr,XY):

I v
o oGy x5+ i o6

(113)
+1® - Z(VDJ} Dy, X{) = Vpfi(D], X”))

=1

Using (112) and (113), the gradient tracking error term in (111) can be upper bounded as

I
1 _
@ 1=y iDu,Xl-"
H ®Ii:1va( ¢ ’)F

w03, e +1§HVAVV_M
- 2 F €4

[, =
2

F

+H (i)u)il_jHQHGV_GV_IHF ZHvaZ D¢1/ V) — Vpfi(DYy, XY)

F

(b) Y _
2 s +es Ly Y00 (D - D XX ) + LVHDV ~10D,,

t=1

DT e e 3o () X - X,

t=1
(114)
for some positive finite constants ¢4 and c5, where in (a) we used the lower bound ¢} > €
[cf. (49)] and j¢z =~ 73 [cf. (47)]; and in (b) we used (34), (63) (cf. Remark 8), and
Lemma 4; and in (c¢) we defined T as

v
T 2 ey (p)’ +esLy Y (p)" " D' —=D'!||, + Ly |D” - 1 ® Dy (115)

-
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Substituting (114) into (111) yields
(VoF(DgX*), Y ¢t (Dfy = Dpy)) ) + D ot (G(DY) - GDY))
=1 i=1
< —sp||D¥ — D”||% 4 Ie,T7||D” — DY||r

v

+1eyes Ly DY = D[l Y (o)X = X7

t=1
_ Ie 2 .[262
— _ DY — DV _JTV JTVZ
s (I = DVl = 21} o )

+0 DY =D"|[p > ()" | X = X,
t=1
with n = IegesLy.

To complete the proof, we need to show that 3.°°  (T%)? < co. Note that the first term
on the RHS of (115) is square summable, and so is the third one, due to Proposition 5 [cf.
(52)]. Invoking Jensen’s inequality, it is sufficient to show that the second term on RHS of
(115) is square summable. Following the same approach used to prove (52), we have

v t 2
: P | S
i > (0 oo

t=1 \l=

v t t
< t—1; \t—k H 1 z-1H H k k—lH
< lim. D3> () )| D' -D P DL

t=1 =1 k=1

@ 1 o _ 2 (b)

< lim P12 HDZA _ qu” < 00,
1‘/”%“’;;() (") .

where (a) follows from ab < (a? + b2)/2, and (b) is due to Lemma 13 and Assumption A3.
Hence %0 | (T%)? < oo.

(b) We prove this statement using the definition (15) of f;; the same conclusion holds also
using the alternative choice (14) of fi; the proof is thus omitted. Invoking the optimality
of X¥*1 [cf. (11)] together with the convexity of g;, yield

<in}~Li(X;}+1; U€2)7Xzy) - VXZBZ(X;/a Ul(/z)7XzV)7XzV - le'j+1>
+ (Vx hi(XY5 UG, XY) = Vo ha( XY U, X), XY = XUH)

(VXY U, X2), XY = XU ) g, (XY) = i(XYH) 2 0.
Using Remark 7 and Ugr = ﬁ¢u+1 [cf. (42)], we obtain

(Vx, fi( D X9, X7 = XY )+ i (X0 = g3 (XY)
v v||2 T v v v v
< —TX HX;’—H - X HF + <infz'(U¢”7Xz‘) - VXzfz(U(z)axz )7X1ij+1 -Xj > )

which, together with (63), leads to the desired result (109), with Lx = v/ILy. [ |
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A.4.3. PROOF OF PROPOSITION 10

We begin observing that I
D ') NS (G v
G(Dyn) < G(Dye) + 1> 0! (G(D(i)) ) + L Z & ( (D¢u))
i=1
(116)

due to (43) and the convexity of G [together with 1T¢" = 1]. B
Invoking the descent lemma for f;(Ugv,e) and using Ugr = D i1 [cf. (42)], we get:

for sufficiently large v, say v > vy,
U(D o1, X")

{fl D1, XY) + gi(XY )} + QD gs1) + Z{gz (XY — gi(X)}

||M~

I
_ 1 — 2

+ Z <VXifi(D¢v+1,X?),X;jH - X?> t3 ZLVXi(U¢V) X = XY (

i=1 =1

117)
I

a) _ 1 _
< UMDy, X)) = > { (T)”(,i - QLVXZ-(UW)) Xy — XfHQF}

=1
+ Lx[|U” = 1® Uge|F [ X" = X"||F

- —
< U(Dgri1,X") = sx|| X" = XY|[f + Lx[|U” = 1@ Ugr||r [|X7F! = X[F,

where in (a) we used Proposition 14(b); and in (b) sx > 0 is a constant such that
infy>u, (7% ; — 3Lvx,(Ug)) > sx, for all i = 1,...,I. Note that such a constant exists

because of (58) and Assumption D1.
To upper bound U (D PRASE X"), we apply the descent lemma to F'(e, X"). Recalling that

VpF(e,X") is Lipschitz continuous with constant Ly, and using (43), we get

U(ﬁ¢u+1,X1’) < F(ﬁ¢V7XV) <VDF D¢u Z@ (Dz/ Dz/ ) >

+Lw( > ( DV)Q

n Zgi(X;’) +G(Dyn),
=1

F

(@ . - Ie 2
< UMDy, XY) - L 7 ID¥ — D”||p — ~qv

I 28D

v v - v—t t t—1 I (257 v

+7IID -D IIFZ(,O) | X* — X" |F + 1s (T%)?

=1 SD

Ly .

+ =32 (") ID” = D¥|} + 1 Zqﬁl (D) - 6Dy)).

<tay [P 16D |,

(118)

where in (a) we used (116) and Proposition 14(a), and the Lipschitz continuity of G, due
to the convexity of G (G is thus locally Lipschitz continuous) and the compactness of D;

we denoted by Lg > 0 the Lipschitz constant.
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Combining (117) with (118) and defining 7% £ sp — ¥ ]LZVD, we get: for v > 1y,

UDgo1, X" ) <UDyr, X") — sx|| X" = X|[7 + Lx|[U" = 1@ Uge||p [|[ X7 = XY||p

—V AV . G 2 I€2 v
_ D7 HDV_DVHF_ f¢ TV + ¢17 (TV)2
I 27 47

v

7 S v o _ ey —
— |ID” = D"[[F D ()X =X p +Ley” DY = 1@ Dy ||,
t=1

<es (p) ot 2o{oq (p) T IXIH =X |

(119)
where ¢5 £ (p)71||X! — XO||p. Since 4 | 0, there exists an integer v; > vy and some

Tp such that 7, > 7p > 0, for all v > vy. Let ¥ be any integer ¥ > v1. Then, applying

(119) recursively on v,v —1,...,7 + 1,7, and using the boundedness of {||D” — D”||p},,
we obtain

U(ﬁ¢u+1 XV+1)

<UDy, X") —SXZHXW X% + Ly ZHU’—1®U¢Z|\F || X — XY |-

Zv (15 D - Jeert) ¢iv ()’

+ ¢ Z’}/l( +C7 ZZ’)/ = tHXtJrl XtHF‘i‘LGZ’Y HDZ_1®D¢>I
=0 I=v t=1

(120)
for some finite constants cg,c7 > 0. Using the boundedness of {||X**! — X¥||r}, (cf. Step

2), ie., || XVt — X¥||r < By, for all v and some By > 0, we can bound the double-sum
term on the RHS of (120) as

v l
szl(p)l—t HXt+1 _ XtHF Z Z ’Y t(p)t! HXZH _ XlHF
=0 t=1

=1 t=max(v,l

v—1 v v
o], o e, £ o
=1 t=v l=v t=l

2o () VR Een ], o

Bx - I+1 ZH G tr \t—l
< T _
S a2 <I?33”>+IZ;HX X F;””)

(121)

where in (a) we used the summability of >;_, 7(p)!~!, and the following bound

14

v—1 _ .
t t— (1 - (p)y) (1 - (p)y V+1)
(p)~! < [ max .
> s (n)

t>0 (1 — p)2
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Substituting (121) in (120), ylelds
UD g1, X)) <UDy, X7) — sx Z HXZH XZH

+Z<c7zv “+LX||UZ—1®U¢Z\|F> HX’+1 le

l=v t=l

-~

271
_ v -2 v
D D! - D! I% 1e; l( 1)2
_o D - il T
73 (15 r) =%
=V =V

C6 7 (ol crBx || - ZH b D
[ 0 - ) + p]<glng>+Lch;7 D' 15D,

p

which complete the proof. (|

A.4.4. PROOF OF LEMMA 11

The result follows by squaring both sides of eq. (114) [in the proof of Proposition 14 (a)],
using Y0 (T%)? < oo [cf. Proposition 14 (a)], and

v t 2
i 3 (3 e x1 )

t=1 \i=1

v t t
<k t—l/ \t—k HXZ _ qu” HXk _ qu”
< VLHC}OZZZ(P) (p) - -

t=1 I=1 k=1

(a) Y < 2 ()

< )= zH 1 1—1H

< Vlgr;o lE_l X" —X h < 00,

where (a) follows from ab < (a2 +b%)/2,Va,b € R, and (b) is due to (76) and Lemma 13. [J

A.4.5. PROOF OF PROPOSITION 12

(a) Using the optimality of f)’(’z) defined in (8) together with convexity of G, yields
(Vp /(D DY, X0 + 10 — Vi fi(DY, X)), D — D ) + GID) — GD) 0,
(Vo (DD, X2) + 100 — Vpfi(D, X!?), DYy — D ) + G(DY)) — GDY3) = 0.

Summing the two inequalities above while adding/subtracting inside the inner product

VDfZ(D"2 D'(’l),X"l) and using (13), yield

(Vo (D DY, X~V fi(D; D, X?), DY — DY) )

~ (Vp (DY X{) ~ Vo fi(D3, X7?). DY ~ Dy ) + 1(O}) - ©(3.Df ~ D)

> <vD fi(DY; DY, X2 - Vp fi(D; DYy, X1), DY — DY

1% Az
@ Dy (i)’ (i) ()>>TD2”D2 Dl

(122)
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where the second inequality follows from the 77} ,-strong convexity of fi(e: D’(’il), X1 [cf.
Remark 7]. To bound the first term on the LHS of the above inequality, let us use the

expression (15) of f;, and write

Vi fi(D; D, X)) = Vo fi( D3 D, X7)

= Vpfi(D{,XP) = Vo fi(DR.XP) + 74, (DR — DY) + (= 1) (f)?f)??%))’
123

Substituting (123) in (122), we get

o,

HD D(z)

T i I

< 0 o i+ oty - i3, + 1 ety - e
TD F F TD” "

(a) |TD,’£ - D Z‘ ~y2 12
= D -,

+ Hﬁdy’z — ﬁ¢“1

I + HDI(/;) — ﬁq’)”l

2 1N v
ot D |,

U1
™D.i

I
+ = O - 5 EVDfZDd,ul vy
™D,

I v
+ Tgli @ 2 Zvaz D¢V2,X 2)

+ LVD
>

D,z

H D¢>”17X ) - (ﬁtﬁy%XW)H )

(124)
where (a) holds by add/subtracting average quantities %Zfil Vpfi(Dg,XY) and ﬁ(ui),
triangle inequality, and invoking the Lipschitz continuity bound (63). By the compactness
of D, we have H]S 2 D"2 ||F < Bp, for some finite Bp > 0. Furthermore, by Assumption
D, 15, is convergent to some Ths > 0 and there exists a sufficiently small $p > 0 such that

$5p <Th; < 57, for all v and 4. Thus (124) gives

Hﬁ< -Dp|,

L _ _ . .
< (B2 1) D ) - D ) + 77 42 (129
D

with 7/ 2 L||©] = 1 321, Vp fi( Dy, XY)||r + DY, — Dge||r
vergence of Tl”),i (Assumption D2), Lemma 11 and Proposition 5 yleld sz — 0 as v — o0.
Summing (125) leads to the desired result, with Lp = I(L;JD +1)and T £ Zle Tv.

It is clear that the claim also holds when (14) is chosen for f; [specifically, trivial extension
is to modify the RHS of (123) and following a similar steps as in the rest of the proof]; we
omit further details.

(b) We prove (86) when h; is given by (17); we leave the proof under (16) to the reader,
since it is almost identical to that under (17).

- 7D ;|- Con-
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Invoking optimality of each X} and X¥*! defined in (11) while using the strong convexity

of h;(e; U’(’i), XY?) and g;’s, it is not difficult to show that the following holds:
2
(T + ) | X7 = XY <
(Vx,ha(X25 UL, XY) = Vo (X4 U LX), XY — X4,

Using (17), the definition Y¥(X;) £ TN Xi — infi(U’(’i),Xi), and the Cauchy-Schwarz
inequality, the above inequality yields

14 14 2 v 14 v — 14
(736 pa) [ X7 = X[ <[00 (XY) = 7 (XD X7 = XY |
||V iUt X0 = I AU XX - XY

s = TG = X XY = XY

rl
(126)

Following the same steps used to prove (61), it is not difficult to check that, under Assump-
tion D1, [[T7(XY) =17 (XP)||r < 7% ;XY = X?|| . Using in (126) this bound together with
the Lipschitz continuity of Vx, fi(e, XV 1) [cf. Remark 8] and summing over i, yield

I
X7 =X =) X = XY

=1
I v v v—1
Ty : + Ty — Ty,
< = ‘VX’Z XY = X |p [IXYT - XY ||p (127)
i=1 Txi T Hi
I
Ly
+y Ut — U XY - XY R
> o W = U e I =Xl
Define
TV‘_f_Tl/A_TV*']. I
pg( émax X1 J/X,z ' X,i |’ and qg{ émaX uiv (128)
) Tin + U i TX,'L’ +

Note that 0 < p%,¢% < oo. Then, (127) becomes

I I
XV XY < gl XY = XU e (XU = XY+ g SDIUY) — U e X X
i=1 1=1
< p&IIXY =X H|p (X = XY[p + g0 = U e |IXT - X,
where in the last inequality we used ) . a;b; < ||al| - ||b||. Therefore,

X" = XY|p < pk|IXY = XYY P + gk |IUY = U (129)

If, in addition, Assumption D2 holds, then it follows from (128) that there exists a suffi-
ciently large vx > 0 such that p% € (0,6p), for all v > vx and some &y € (0, 1). O
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