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Abstract

Speakers often face choices as to how to structure their in-
tended message into an utterance. Here we investigate the in-
fluence of contextual predictability on the encoding of linguis-
tic content manifested by speaker choice in a classifier lan-
guage, Mandarin Chinese. In Mandarin, modifying a noun
with a numeral obligatorily requires the use of a classifier.
While different nouns are compatible with different SPECIFIC

classifiers, there is a GENERAL classifier that can be used with
most nouns. When the upcoming noun is less predictable,
using a more specific classifier would reduce the noun’s sur-
prisal, potentially facilitating comprehension (predicted to be
preferred under Uniform Information Density, Levy & Jaeger,
2007), but the specific classifier may be dispreferred from a
production standpoint if the general classifier is more easily
available (predicted by Availability-Based Production; Bock,
1987; Ferreira & Dell, 2000). Here we report a picture-naming
experiment confirming two distinctive predictions made by
Availability-Based Production.
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Introduction

The simple act of speaking may typically seem effortless, but

it is extraordinarily complex. Speakers must plan the message

they wish to convey, choose words and constructions that ac-

curately encode that message, organize those words and con-

structions into linearly-sequenced utterances, keep track of

what has been said, and execute each part of their speaking

plans at the correct time. Throughout this process, speak-

ers face choices in structuring their intended message into an

utterance. One central question for a computationally precise

theory of language production is thus: When multiple options

are available to express more or less the same meaning, what

general principles govern a speaker’s choice? To what extent

do speakers make choices that potentially facilitate compre-

henders, and to what extent do they make choices that are

preferable from a production standpoint? Here we approach

these questions from the standpoint of contextual predictabil-

ity, which is known to affect a wide range of speaker choices.

Specifically, we investigate the influence of contextual pre-

dictability on the encoding of linguistic content manifested

by speaker choice in a classifier language. Two major the-

ories of sentence production, Availability-Based Production

(ABP; Bock, 1987; Ferreira & Dell, 2000) and Uniform In-

formation Density (UID; Levy & Jaeger, 2007; Jaeger, 2010),

make conflicting predictions about the distribution of speaker

choices when more than one classifier could be used in a

given context. We report a language production experiment

on classifier choice that adjudicates between these theories.

In languages with a grammaticalized count–mass distinc-

tion, such as English, count nouns such as table can be

used with a numeral directly and typically exhibit a singular–

plural morphological marking (e.g., one table, three tables),

whereas mass nouns such as sand cannot co-occur with nu-

merals directly without some kind of measure word (e.g.,

three cups of sand) and do not have a plural morphology on

the noun (e.g., *three sands). In classifier languages such

Mandarin, in contrast, nouns lack obligatory singular–plural

morphological marking and cannot directly co-occur with nu-

merals. Instead, a numeral classifier is required when a noun

is modified by a numeral or a demonstrative. Linguists gen-

erally agree that there is a distinction between two types of

Chinese classifiers: count classifiers, which we focus on here,

and mass classifiers (Tai, 1994; Cheng, Sybesma, et al., 1998;

Li, Barner, & Huang, 2008). 1 Among count classifiers,

which are used with nouns that denote individuals or groups

of individuals, different SPECIFIC classifiers are compatible

with different nouns, but the GENERAL classifier ge (*) can

be used with almost any noun. Often, the choice of general

versus specific classifier for a given noun carries little to no

meaning distinction for the utterance, as illustrated in (1) and

(2) below.

(1) ⌘
wo
VÜ
mai-le

 
san

tai
5⌘
diannao

I sold three CL.machinery computer (“I sold three comput-
ers”)

(2) ⌘
wo
VÜ
mai-le

 
san
***
ge
5⌘
diannao

I sold three CL.general computer (“I sold three computers”)

In this study, we focus on speaker choice between general

and specific count classifiers for nouns where both options

1A count classifier (e.g., two CL.top hat (“two hats”)) is used
to categorize a class of noun entities in reference to their salient
perceptual properties, which are often permanently associated with
the entities named by the class of nouns. A mass classifier (e.g.,
two box (of) hat (“two boxes of hats”)) creates a unit and form a
temporary relationship with the noun. Because using different mass
classifiers often change the semantics of the noun phrase, here we
only focus on count classifiers (henceforth, classifiers).
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convey more or less the same meaning. When the upcom-

ing noun is unpredictable, a specific classifier would con-

strain the range of possible nouns more than the general clas-

sifier, thus increasing the predictability of the upcoming noun

and potentially benefiting comprehension. The Uniform In-

formation Density account thus predicts that speakers will

prefer specific classifiers for unpredictable nouns. However,

Availability-Based Production predicts that the specific clas-

sifier may be dispreferred from a production standpoint if the

general classifier is more easily available. Which of these two

accounts better predict classifier choice in real-time produc-

tion? In other words, does noun predictability affect classifier

choice, and if so, in which direction? Here we use a picture-

naming experiment to address this question.

Before diving into the experiment, we first briefly intro-

duce why we focus on predictability effects and how the two

accounts predict speaker choices with regard to optional re-

duction in language.

Predictability Effects on Optional Reduction

It has been shown that contextual predictability plays a role in

optional reduction in language, where more predictable con-

tent tend to yield a greater rate of reduction in the linguistic

form. At the lexical level, predictable words are phonetically

reduced (Jurafsky, Bell, Gregory, & Raymond, 2001; Bell,

Brenier, Gregory, Girand, & Jurafsky, 2009; Seyfarth, 2014)

and tend to have shorter forms (Piantadosi, Tily, & Gibson,

2011; Mahowald, Fedorenko, Piantadosi, & Gibson, 2013).

At the syntactic level, optional function words are more likely

to be omitted when the phrase they introduce is predictable

(Levy & Jaeger, 2007; Jaeger, 2010). For example, in En-

glish relative clauses (henceforth RCs) such as (3), speakers

can but do not have to produce the relativizer that. We refer

to the omission of that as OPTIONAL REDUCTION.

(3) I created a mobile app dancers like.

(4) I created a mobile app that dancers like.

For optional function word omission, predictability effects

have been argued to be consistent with both the speaker-

oriented account of Availability-Based Production, where the

speaker mentions material that is readily available first, and

the potentially audience-oriented account of Uniform Infor-

mation Density, where the speaker aims to convey informa-

tion at a relatively constant rate. These two accounts have

proven difficult to disentangle empirically. For different rea-

sons, both accounts predict that the less predictable the clause

introduced by the function word, the more likely the speaker

would be to produce the function word that.

Uniform Information Density

Uniform Information Density proposes that within bound-

aries defined by grammar, when multiple options are avail-

able to express the message, speakers prefer the variant that

distributes information density more uniformly throughout

the utterance, to lower the chance of information loss or mis-

communication (Levy & Jaeger, 2007; Jaeger, 2010). Mul-

tiple formalizations are possible under this account (Genzel

& Charniak, 2002; Aylett & Turk, 2004; Maurits, Navarro, &

Perfors, 2010; Levy, 2018).

In (3), where the relativizer that is omitted, the first word of

the relative clause w1 (dancers in this case) is highly unpre-

dictable and would convey two pieces of information: both

the onset of the relative clause and part of the content of

the relative clause itself. These both contribute to the infor-

mation content of w1, which can be measured using SUR-

PRISAL, the negative log-probability of the word in context:

− logP(w|Context) (Hale, 2001; Levy, 2008; Demberg &

Keller, 2008; Smith & Levy, 2013). In (4), having that at

the onset of the RC splits these two pieces of information

apart, offloading the relative clause’s onset onto that so that

dancers only conveys relative clause-internal content and thus

has lower information content, potentially avoiding a peak in

information density and thus facilitating comprehension.

Availability-Based Production

Availability-Based Production proposes that production is

more efficient if speaker mentions material that is readily

available first. According to ABP, speaker choice is governed

by: 1) when a part of a message needs to be expressed within

an utterance; 2) when the linguistic material to encode that

part of the message becomes available (Bock, 1987; Ferreira

& Dell, 2000). Specifically, if material that encodes a part of

the message becomes available when it comes time to convey

that part of the message, it will be used. However, if that ma-

terial is not yet available, then other available material will be

used, as long as it is compatible with the grammatical context

produced thus far and it does not cut off the speaker’s future

path to expressing the desired content. This is also referred

to as THE PRINCIPLE OF IMMEDIATE MENTION (Ferreira &

Dell, 2000).

Suppose a speaker has just uttered the word app in (3) and

has in mind to convey the remainder of the utterance meaning

as a relative clause. If the word dancers becomes available

quickly, then according to the principle of immediate men-

tion, a sentence without that should be produced (see (3)).

If dancers does not become available quickly, however, ABP

predicts that the speaker will utter that to buy more time for

dancers to become available. (Note that this account relies

on an implicit auxiliary assumption that that that will gener-

ally become available quite quickly; this assumption is ren-

dered plausible by the fact that it is a high-frequency word

used in a wide variety of contexts.) If the first word of the

RC takes longer to become available the lower its contex-

tual predictability—an assumption consistent with previous

work on picture naming (Oldfield & Wingfield, 1965) and

word naming (Balota & Chumbley, 1985)—then the less pre-

dictable the relative clause, the lower the probability that its

first word, dancers, will be available at when the speaker

reaches the RC, and the higher the probability that the speaker

will use that. Since an RC is required after app in order for it

to be followed by the word dancers, the lower the contextual
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probability of an RC the lower the contextual probability of

its first word, predicting the empirically observed relationship

between phrasal onset probability and optional function word

omission rate.

Distinguishing theories of predictability-driven

speaker choice

Although UID and ABP are substantially different theories

of what drives speaker choice, they make the same prediction

for the effect of contextual predictability on optional reduc-

tion of function words for cases such as (3). It is thus intrinsi-

cally difficult to use optional reduction phenomena to tease

these accounts apart. Prior work (Jaeger, 2010) acknowl-

edged this entanglement of the predictions and attempted to

tease these accounts apart via joint modeling using logistic re-

gression. There are other phenomena for which the accounts

make similar predictions, as well. Consider the case of or-

dering choices for words or phrases, such as subject–object

versus object–subject word order for languages in which

both options are available, such as Russian. Availability-

Based Production predicts that whichever becomes avail-

able earlier will be uttered first (Levelt & Maasen, 1981); if

the lexical encodings of more contextually predictable ref-

erences tend to become available more quickly, then more

predictable arguments will tend to be uttered first. This pre-

diction is indeed likely to be true: a given-before-new word

order preference is widely recognized to influence many lan-

guages (Behaghel, 1930; Prince, 1981; Gundel, 1988), and

discourse-given entities are generally more contextually pre-

dictable than discourse-new entities. But UID turns out to

make the same prediction. Two arguments of the same verb

generally carry mutual information about each other, so any

argument will typically be less surprising if it is the latter of

the two. Thus, putting the argument that is more predictable

from sentence-external context before the less-predictable ar-

gument will lead to a more uniform information density pro-

file and will be preferred.

In the case of speaker choice for Mandarin classifiers, how-

ever, UID and ABP turn out to make different predictions as

we describe in the next section. The empirical facts regarding

speaker choice for classifiers are thus of considerable theoret-

ical interest.

Predictions on Mandarin Classifiers

Zhan and Levy (2018) have argued that UID and ABP

make different predictions on Mandarin Classifier use with

regard to noun predictability. As regards UID, the choice be-

tween a specific classifier and a general classifier will typi-

cally affect the contextual predictability of the noun modified

by the classifier. In particular, a specific classifier constrains

the space of possible upcoming nouns more tightly than the

general classifier (Klein, Carlson, Li, Jaeger, & Tanenhaus,

2012), thus generally reducing the actual noun’s surprisal.

The UID hypothesis thus predicts that speakers choose a spe-

cific classifier more often when the noun predictability would

otherwise be low than when the noun is more predictable.

This is because the use of a specific classifier makes the dis-

tribution of information density more even between the noun

and the classifier.

Availability-Based Production, on the other hand, makes

different predictions than UID. The fundamental prediction

of ABP is that the harder the noun lemma is to access, the

less often the speaker will use a specific classifier, provided

two plausible assumptions. First, the general classifier ge is

always available, regardless of the identity of the upcoming

noun, as it is the most commonly used classifier and is com-

patible with practically every noun. Second, in order to ac-

cess and produce an appropriate specific classifier, a speaker

must complete at least some part of the planning process for

the production of the nominal reference: accessing the noun

lemma, or minimally accessing the key semantic properties

of the referent that determine its match with the specific clas-

sifier. On these two assumptions, any feature of the language

production context that makes the noun lemma less accessi-

ble or that more generally makes noun planning more dif-

ficult will favor the general classifier. In out-of-linguistic-

context picture naming, for example, noun lemma accessi-

bility is known to be driven by noun frequency (Oldfield &

Wingfield, 1965). The lower the noun frequency, the less ac-

cessible the noun lemma, thus the less likely a specific clas-

sifier will be used. To make predictions about the effect of

noun predictability on classifier choice in linguistic contexts,

we must add a third, theoretically plausible assumption: that

less predictable noun lemmas are harder and/or slower to ac-

cess than more predictable noun lemmas. On these three as-

sumptions, in corpus data the link between noun lemma ac-

cessibility and classifier choice will show up as an effect of

noun predictability, which by hypothesis is determining noun

lemma accessibility. For less predictable nouns, their specific

classifiers will less likely be available to the speaker when

the time comes to initiate classifier production. Because noun

lemmas need to be accessed in order to produce specific clas-

sifiers, and the less predictable the noun, the harder the noun

lemma is to access and hence the specific classifier associated

with the noun becomes available by the time a classifier needs

to be produced.

In other words, the link between noun lemma accessibil-

ity and classifier choice will manifest in different predictions

depending on whether one we are looking at usage in lin-

guistic context versus picture-naming. Under our assump-

tions about ABP, we can identify three predictions. First, in

out-of-context picture naming, speakers should as described

above choose the general classifier more often the more fre-

quent the noun (provided there is high naming agreement for

the picture, so that there is not competition among nouns

that affects the production process). Second, in corpus data,

speakers should as described above choose a general classi-

fier more often the less predictable the noun. Finally, we can

add a third prediction based on the temporal dependence of

specific classifier production on noun planning: when speak-

ers are under greater time pressure, they should produce the
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One potential concern arises in the frequencies of the dif-

ferent specific classifiers. One could argue that it was not

the noun’s frequency that determined the use of the general

classifier, rather it was the frequency of the preferred specific

classifier that affected the choice of which classifier was used.

In the mixed-effect logit model presented above, we included

a by-specific-classifier random intercept, which largely rules

out the possibility that specific classifier frequency were con-

founding the effect of noun frequency. To further investigate

this issue, we tried a version of our regression model that also

includes a fixed effect for the log frequency of preferred spe-

cific classifier as a control factor. We did not find any qual-

itative change to the results. The effects of noun frequency

(p < 0.001) and condition (p < 0.05) on classifier choice re-

main qualitatively similar to the results of the original model.

Furthermore, in this new analysis, there is no effect of specific

classifier frequency on classifier choice (p = 0.483). This ad-

ditional analysis suggests that it is unlikely that specific clas-

sifier frequency to be driving the effect of noun frequency.

Conclusion

Using a picture-naming experiment, we show that

Availability-Based Production predicts speakers’ real-

time choices of Mandarin Chinese. The lower a noun’s

frequency, the more likely a general classifier is to be used.

We also found that the use of classifier is moderated by

whether the speaker is under time pressure when speaking,

where the speaker tends to produce more instances of the

general classifier if they are under greater time pressure

to speak. This real-time effect confirms that the general

classifier is easily accessible when the speaker is about to

produce a noun phrase with numeral.

Taken together, the present study and previous corpus work

on Mandarin classifier (Zhan & Levy, 2018) offer converg-

ing evidence regarding the relationship between noun fre-

quency, predictability, and classifier choice, and thus shed

light on the mechanisms influencing speaker choice. While

the corpus work provides ecological validity through natural-

istic data, the experimental work helps us to eliminate poten-

tial correlation-based confounds with a clean setup, and en-

ables us to get dense data that are theoretically important but

naturalistically sparse. When combined together, this work is

complementary with previous corpus work and together paint

a more comprehensive picture of language production.

These studies also underscore the importance of investi-

gating a wide variety of speaker choice phenomena, taking

advantage of the many types of phenomena offered by the

languages of the world. Optional reduction and word order

choice are perhaps the best-studied types of such alternations,

but they have proven ill-suited to teasing apart the predic-

tions of Uniform Information Density and Availability-Based

Production. The approach taken here could be extended to

the many types of classifier systems in languages around the

world, and might inspire investigation of yet different speaker

choice configurations that shed new insights into the mecha-

nisms of language production.

In future work on classifier choice, we plan to investigate

other potentially relevant factors such as mutual information.

It is possible that some classifier-noun pairs are especially

prominent and accessible in memory. If the mutual informa-

tion between the noun and classifier is high, speakers might

be more likely to use that classifier for the noun selected. Al-

though we have not found direct evidence supporting the UID

hypothesis, it is possible that this particular experimental set-

ting is not very communicative in nature. In future work, we

plan to do an real-time language production experiment in a

more communicative setting, with virtual or real listeners in

the experiment to further test speaker choice in language pro-

duction. We also plan to add additional production measures

such as phonetic reduction of classifiers, pause durations, and

disfluencies to enrich our understanding of language produc-

tion.

Viewed most broadly, using speaker choice in classifier

production as a test case has helped us investigate computa-

tionally explicit theories of language production, and advance

our understanding of the psychological processes involved in

converting our thoughts to speech.

Acknowledgements

We gratefully acknowledge valuable feedback from mem-

bers of MIT Computational Psycholinguistics Laboratory and

three anonymous reviewers, technical advice on web-based

experiment development from Jon Gauthier and Wenzhe Qiu.

This research was funded by NSF grants BCS-1551866 to

Roger Levy, and BCS-1844723 to Roger Levy and Meilin

Zhan.

References

Aylett, M., & Turk, A. (2004). The Smooth Signal Redundancy
Hypothesis: A functional explanation for relationships between
redundancy, prosodic prominence, and duration in spontaneous
speech. , 47(1), 31–56.

Baayen, R. H., Davidson, D. J., & Bates, D. M. (2008). Mixed-
effects modeling with crossed random effects for subjects and
items. Journal of Memory and Language, 59(4), 390–412.

Balota, D. A., & Chumbley, J. I. (1985). The locus of word-
frequency effects in the pronunciation task: Lexical access and/or
production. Journal of Memory and Language, 24(1), 89–106.

Barr, D. J., Levy, R., Scheepers, C., & Tily, H. J. (2013). Ran-
dom effects structure for confirmatory hypothesis testing: Keep it
maximal. Journal of memory and language, 68(3), 255–278.

Behaghel, O. (1930). Von deutscher wortstellung. Zeitschrift für
Deutschkunde, 44(1930), 81–89.

Bell, A., Brenier, J. M., Gregory, M., Girand, C., & Jurafsky, D.
(2009). Predictability effects on durations of content and func-
tion words in conversational English. Journal of Memory and
Language, 60(1), 92–111.

Bock, K. (1987). An effect of the accessibility of word forms on
sentence structures. Journal of Memory and Language, 26(2),
119–137.

Cheng, L. L.-S., Sybesma, R., et al. (1998). Yi-wan tang, yi-ge tang:
Classifiers and massifiers. Tsing Hua journal of Chinese studies,
28(3), 385–412.

de Leeuw, J. R. (2015). jspsych: A javascript library for creat-
ing behavioral experiments in a web browser. Behavior research
methods, 47(1), 1–12.

1273



Demberg, V., & Keller, F. (2008). Data from eye-tracking corpora
as evidence for theories of syntactic processing complexity. Cog-
nition, 109(2), 193–210.

Ferreira, V. S., & Dell, G. S. (2000). Effect of ambiguity and lex-
ical availability on syntactic and lexical production. Cognitive
Psychology, 40(4), 296–340.

Genzel, D., & Charniak, E. (2002). Entropy rate constancy in text.
In (pp. 199–206).

Gundel, J. K. (1988). Universals of topic-comment structure. Stud-
ies in syntactic typology, 17(1), 209–239.

Hadfield, J. D. (2010). Mcmc methods for multi-response general-
ized linear mixed models: the MCMCglmm R package. Journal
of Statistical Software, 33(2), 1–22.

Hale, J. (2001). A probabilistic Earley parser as a psycholinguis-
tic model. In Proceedings of the second meeting of the north
american chapter of the association for computational linguis-
tics on language technologies (pp. 1–8). Retrieved from http://
aclweb.org/anthology/N/N01/N01-1021.pdf

Jaeger, T. F. (2010). Redundancy and reduction: Speakers manage
syntactic information density. Cognitive Psychology, 61(1), 23–
62.

Jurafsky, D., Bell, A., Gregory, M., & Raymond, W. D. (2001).
Probabilistic relations between words: Evidence from reduction
in lexical production. Typological Studies in Language, 45, 229–
254.

Klein, N. M., Carlson, G. N., Li, R., Jaeger, T. F., & Tanenhaus,
M. K. (2012). Classifying and massifying incrementally in chi-
nese language comprehension. Count and mass across languages,
261–282.

Kovalenko, L. Y., Chaumon, M., & Busch, N. A. (2012). A pool of
pairs of related objects (poporo) for investigating visual semantic
integration: behavioral and electrophysiological validation. Brain
Topography, 25(3), 272–284.

Levelt, W., & Maasen, B. (1981). Lexical search and order of men-
tion in sentence production. In W. Klein & W. J. M. Levelt (Eds.),
Crossing the boundaries in linguistics (pp. 221–252). Springer.

Levy, R. (2008). Expectation-based syntactic comprehension. Cog-
nition, 106(3), 1126–1177.

Levy, R. (2018). Communicative efficiency, uniform informa-
tion density, and the rational speech act theory. In Proceed-
ings of the 40th annual meeting of the cognitive science society
(p. 684–689).

Levy, R., & Jaeger, T. F. (2007). Speakers optimize information
density through syntactic reduction. In Advances in neural infor-
mation processing systems (pp. 849–856).

Li, P., Barner, D., & Huang, B. H. (2008). Classifiers as count syn-
tax: Individuation and measurement in the acquisition of man-
darin chinese. Language Learning and Development, 4(4), 249–
290.

Mahowald, K., Fedorenko, E., Piantadosi, S. T., & Gibson, E.
(2013). Info/information theory: Speakers choose shorter words
in predictive contexts. Cognition, 126(2), 313–318.

Maurits, L., Navarro, D., & Perfors, A. (2010). Why are some word
orders more common than others? a uniform information density
account. In Advances in neural information processing systems
(pp. 1585–1593).

Oldfield, R. C., & Wingfield, A. (1965). Response latencies in
naming objects. Quarterly Journal of Experimental Psychology,
17(4), 273–281.

Piantadosi, S. T., Tily, H., & Gibson, E. (2011). Word lengths
are optimized for efficient communication. Proceedings of the
National Academy of Sciences, 108(9), 3526–3529.

Prince, E. F. (1981). Towards a taxonomy of given-new information.
In P. Cole (Ed.), Radical pragmatics (pp. 223–256). New York:
Academic Press.

Seyfarth, S. (2014). Word informativity influences acoustic dura-
tion: Effects of contextual predictability on lexical representation.
Cognition, 133(1), 140–155.

Smith, N. J., & Levy, R. (2013). The effect of word predictability
on reading time is logarithmic. Cognition, 128(3), 302–319.

Sogou. (2006). Sogou lab data: Internet lexicon 2006 version.
https://www.sogou.com/labs/resource/w.php. (Accessed:
2018-11-30)

Tai, J. H. (1994). Chinese classifier systems and human categoriza-
tion. In honor of William S.-Y. Wang: Interdisciplinary studies on
language and language change, 479–494.

Zhan, M., & Levy, R. (2018). Comparing theories of speaker choice
using a model of classifier production in Mandarin Chinese. In
Proceedings of the 17th annual conference of the north american
chapter of the association for computational linguistics: Human
Language Technologies (p. 1997–2005).

1274


