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Abstract-Larger penetration of Distributed Generations (DG) in the power system brings new flexibility and opportunity as well
as new challenges due to the generally intermittent nature of DG. When these DG are installed in the medium voltage distribution
systems as components of the smart grid, further support is required to ensure a smooth and controllable operation. To complement
the uncontrollable output power of these resources, energy storage devices need to be incorporated to absorb excessive power
and provide power shortage in time of need. They also can provide reactive power to dynamically help the voltage profile. Energy
Storage Systems (ESS) can be expensive and limited number of them can practically be installed in distribution systems. In addition
to frequency regulation and energy time shifting, ESS can support voltage and angle stability in the power network. This paper
applies a Jacobian matrix-based sensitivity analysis to determine the most appropriate node in a grid to collectively improve the
voltage magnitude and angle of all the nodes by active/reactive power injection. IEEE 14, 24, and 123-bus distribution system
are selected to demonstrate the performance of the proposed method. As opposed to most previous studies, this method does not
require an iteration loop with a convergence problem nor a network-related complicated objective function.
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1 Introduction

Classic distribution systems (DS) have grid connected feeders
and several radial networks. Remote loads from the feeders ex-
perience larger voltage drops and angle differences. Local active
and reactive power support can improve voltage magnitude and
angle profile. To compensate for the voltage drop and to re-
duce line loss, shunt capacitors have traditionally been installed.
The capacitors are constant and can be switched in steps and,
therefore, the reactive power cannot be continuously controlled.
However, an optimal placement can be conducted to maximize
the impact. Both the fuzzy-based approach and genetic algo-
rithm [1] have been used to determine the optimal placement of
these fixed capacitor banks in radial distribution networks for a
relatively small size test network of IEEE 18-Bus system [2, 3].
The battery placement optimization has been done via network
framework as well [4]. Sometimes the battery placement is only
one goal of a multi-objective optimization [5].

Optimal placement of generators is usually investigated for
the transmission systems and it is one of the key performance
index of the grid [6]. In the literature, the optimization stud-
ies started on a small 5-bus systems to 18, 24, 30, and 34

bus-systems [7, 8, 9, 10, 11]. The method of optimization is
usually the genetic algorithm [9, 10, 12] or optimizing objec-
tive functions on an iteration loop [7, 10, 11]. For larger net-
work, there are slower iteration loops and additional concern
on convergence. In the case of wind farm placement, statisti-
cal wind data need to be incorporated into the goal function as
well [9, 10]. Furthermore, exchangeable batteries for dynamic
capacity changing has been studied [13].

There is an increasing penetration of DG in the distribution
system due to their inherent merits offering several advantages
over central large power plants. Nevertheless, DG adversely im-
pact the distribution system in several ways. They may lead to
power and voltage fluctuations and degradation of power quality
[14]. Another challenge in utilizing DG is the generally intermit-
tent nature of their generation. It pressures the utility connection
to keep the balance of the load and generation and energy man-
agement algorithm [15]. Uncertainty in the DG network is one
of the most challenging areas since the supply and demand are
both uncertain and the nature of the available information such
as electricity prices, load demand, and regulation signals are all
stochastic [16].

As the share of DG increases in the distribution systems, re-



source forecasting becomes more important to control or miti-
gate the fluctuations in generation [17]. Installing ESS in the
system leads to increasing both the reliability and efficiency of
the systems. The demand and generation predictions are usually
a day ahead or real time to achieve a specific level of the system
reliability. These predictions determine the different character-
istics and schedules of the generators and ESS to maintain the
balance between demand and supply [18, 19]. The fast-response
ESS are responsible for the hourly power variation, whereas
the slow-response ESS coordinate with the energy shortage or
surplus [20]. Furthermore, ESS have various functions includ-
ing peak shaving, voltage regulation, frequency regulation, etc.
which all can be achieved considering the ESS as components
of the DG system [21]. Several studies have been conducted
to investigate the effect of ESS on the overal cost of electricity
[22, 20, 23].

An ESS coupled with an inverter can significantly affect the
fluctuations of the voltage magnitude and angle and provide the
active and reactive power for the DG system [14, 24]. ESS are
connected to the distribution network through the inverters and
hence the system is capable of absorbing/providing both active
and reactive powers. ESS can address both power oscillation
and voltage drop problems. Since ESS are capable of immedi-
ately changing the direction of active/reactive power, they can
compensate for momentary unpredictable nature of DG and bal-
ance the source/load generation, rendering relatively constant
demand from the utility [25].

Another reason of installing ESS is to defer network up-
grade. They can defer the upgrades to twice as long as the
network without ESS [26]. In this case, the optimal placement
method must consider increased loads at various nodes to ob-
serve the impacts of future load growth.

There are different approaches for finding the optimal place
of an ESS and usually the main objective of the problem is to
find the optimal place for an ESS to minimize the installation
and operating cost while maintaining the power and voltage at
desired level. Obviously, the least number of the ESS which can
meet the technical requirement is more favorable.

This paper suggests an analytical method to determine the
optimal place of an ESS. Since the method does not require an
iteration loop for the goal function, it can be applied to large-
scale distribution networks as well. The size of the test system in
most of the papers is usually 18-24 nodes and one paper imple-
mented their method for a 69-node system [27]. Recently, some
analytical methods are developed that rely on the formulation
of the problem rather than iteration loop but since the formula-
tion is complicated the system is tested only on a 7-node system
[28]. The main advantages of the problem formulation over the
other methods are independency of the iteration loop and conse-
quently, no issues with the convergence of the problem.

This paper proposes a novel algorithm in the medium voltage
network based on the Jacobian matrix to find the optimal place
of the ESS. The goal of the algorithm is to detect the weakest
nodes of the network which might be excellent candidates for
placing the energy storage devices. The weakest node of the
network is a node which has the maximum sensitivity of the

voltage magnitude and angle given under the same active and
reactive power to the system.

2 Jacobian Matrix as the Sensitivity In-
dex

There are several algorithms to calculate the power flow and due
to the nonlinear nature of the system, they are based on iteration
loop. Newton-Ralphson is the most optimal method because it
uses the Jacobian sensitivity matrix, J, and requires the least it-
eration to converge and there are still enhancements to be done
on the power flow method to address singularity and conver-
gence issues in smart grids [29]. Although building J from a
network configuration (Y-bus) and condition (power and volt-
age values of the buses) is a fundamental part of the Newton-
Ralphson method to perform the power flow, J can be used in
other studies as well.

If m is the number of PV nodes, n is the number of PQ nodes,
and t is the total number of nodes then considering one slack
node, t = m+ n+ 1. Equation (1) shows J as it describes how
much variation in the bus voltage angle and magnitude translates
the active and reactive power. J includes four submatrices which
are shown in (1). Due to the strong relation between the active
power, P, and the voltage angles, δ , on one hand, and the reac-
tive power, Q, and the voltage magnitude, |V |, on the other hand,
JPδ and JQV are important are submatrices compared to JPV and
JQδ which relate P to V and Q to δ respectively.

J has proven its power by optimal solving of power flow
problem but to use it for the optimal placement of the ESS, J
needs to be restructured. While J is describing the effect of δ
and |V | on the P and Q, an ESS can provide/absorb the power
and therefore an ideal tool should describe the effect of power
on δ and |V | to find the weakest node of the network. This tool
is the inverse of the Jacobian matrix as it is shown in equation
(2). For any non-singular network, J−1 exists and similar to J
in can be divided into four submatrices. The detailed relation
between δ , |V |, P, and Q is shown in (2).

Boundaries to divide J
′−1 into four submatrices are as fol-

low:

J
′
δP (m+n)×(m+n) = J

′−1([1 : t−1] , [1 : t−1]
)

(3a)

J
′
δQ (m+n)×n = J

′−1([1 : t−1] , [t : t−1+n]
)

(3b)

J
′
V P n×(m+n) = J

′−1([t : t−1+n] , [1 : t−1]
)

(3c)

J
′
V Q n×n = J

′−1([t : t−1+n] , [t : t−1+n]
)

(3d)

Although most of the nodes in a distribution system are PQ,
there are some PV nodes which have direct utility connection.
Usually, the function of an ESS in the distribution system is not
to provide power for all of the loads and utility connection is
always required. The battery provides some active or reactive
power to the weak nodes of the network in times and hence they
are usually far from the utility connection. If a battery connected
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to the same bus of utility connection, all of the roles of the bat-
tery can be done by utility itself and so PV nodes do not need
an ESS and the rows and columns related to these nodes have
to be removed from J

′−1 submatrices. As the dimension of sub-
matrices are mentioned in equation (2), J

′
δP has PV rows and

columns, J
′
δQ has PV rows, J

′
V P has PV columns and J

′
V Q does

not have any PV row or column. Four n by n matrix have to be
extracted from J

′
δP, J

′
δQ, J

′
V P, and J

′
V Q which excludes PV rows

and columns. These square n by n matrices are called JδP, JδQ,
JV P, and JV Q. The elimination process is shown if Fig. ?? for
IEEE-14 bus system. The gray cells have to be eliminated. The
reduced Jacobian matrix inverse is shown in equation (5).

 ∆δ

∆|V |

=

JδP JδQ

JV P JV Q

∆P

∆Q

 (4)

J−1
2n×2n =

JδP n×n JδQ n×n

JV P n×n JV Q n×n

 (5)

Although JδP and JV Q are dominant matrices, the effect of
JδQ and JV P have to be considered as well. From the active
power point of view, the best node to install an ESS is the one

who has the maximum δ recovery after the injection of a certain
P. On the other hand, from the reactive power point of view, the
best node is the one who has the maximum voltage drop, |V |,
recovery after the injection of a certain Q. These concepts can
be combined together in the next section.

3 Criteria for the Most Vulnerable Node
Detection

For a certain amount of power variation in the system, the angle
and magnitude of a weak node deviates more than strong node
and therefore they are vulnerable and more prone to instability.
Beside the four primary raw matrix indexes of JδP, JδQ, JV P,
and JV Q, other indexes can be defined to translate P and Q to
δ and V in more meaningful ways. Because of the strong rela-
tion between active power and the voltage angle on the one side
and the strong relation between reactive power and the voltage
magnitude on the other side, usually the active power is getting
injected to overcome the angle deviation and the reactive power
to compensate the voltage drop. One of the specifications of an
ideal node to install ESS from the control point of view is to have
decoupled relation between P and δ or Q and V . These nodes
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are attractive because the active power can highly influence the
angle but does not affect the magnitude by much and the reactive
power mainly impact the magnitude rather than the angle.

There are several matrix indexes which can be defined to
show the weakest decoupled node. Equation (6) shows the first
compound matrix index set. JP shows how much active power
can influence the angle but not the magnitude of nodes. Since
numerical values of JδP are very higher than JV P, for anyprac-
tical system this JP is positive. Similarly, JQ shows how much
reactive power can influence the magnitude but not the angle of
nodes.

JP = JδP− JV P (6a)
JQ = JV Q− JδQ (6b)

The second compound matrix index set of (7) is the dual of
the first set (6). Index matrix, Jδ , can be constructed by sub-
tracting JδQ from JδP. It is an indication for nodes with high
sensitivity of the angle to active power but not reactive power.
Similarly, subtracting JV P from JV Q leads to an index which re-
veals a node with high sensitivity of voltage to the reactive power
but less sensitivity to the active power (JV ).

Jδ = JδP− JδQ (7a)
JV = JV Q− JV P (7b)

The total compound index is the summation of either the first
set or the second set. The scaling coefficient, kδV , is a design
factor

It is the dominant submatrices minus the minor submatrices.

JT = JP + JQ = Jδ + JV = JδP + JV Q− JδQ− JV P (8)

Equations (6) and (7) are one way to decouple the effect of
active and reactive power over the angle and magnitude. Con-
sidering the operation of the closed loop control system there
is a second way to do that. To find the sensitivity effect of in-
jected active power, on the bus voltage angle, compact form of
equation (4) is extended here:

∆δ = JδP∆P+ JδQ∆Q (9)
∆|V |= JV Q∆Q+ JV P∆P (10)

Equations (9) and (10) are in the matrix form. An ESS is
connected to the network through a three-phase inverter and
hence can regulate both of the |V | and δ . Although ∆δ has a
strong relation to ∆P in (9), the effect of ∆Q needs to be consid-
ered as well. ∆Q can be obtained from (10):

∆Q = J−1
V Q∆|V |− J−1

V QJV P∆P (11)

and substituted back into (9) as it is shown in equation (12).

∆δ = JδP∆P+ JδQ(J
−1
V Q∆|V |− J−1

V QJV P∆P) (12a)

∆δ = (JδP− JδQJ−1
V QJV P)∆P+ JδQJ−1

V Q∆|V | (12b)

∆δ = (JδP− JδQJ−1
V QJV P)∆P (12c)

JδPe = JδP− JδQJ−1
V QJV P (12d)

Assuming the voltage magnitude is being kept constant by
the ESS’s voltage regulator loop, ∆|V | can be neglected and the
sensitivity of the voltage angle to the injected active power can
be described by JδP− JδQJ−1

V QJV P. JδP is the dominant term and
JδQJ−1

V QJV P is subtracted to eliminate the effect of reactive power
and create JδPe which is the eliminated and decoupled form of
JδP.

Similar to the active power and the voltage angle, sensitivity
of the reactive power and the voltage magnitude can be calcu-
lated as well. ∆P can be obtained from (9):

∆P = J−1
δP ∆δ − J−1

δP JδQ∆Q (13)

and substituted back into (10) as it is shown in equation (12).

∆|V |= JV Q∆Q+ JV P(J−1
δP ∆δ − J−1

δP JδQ∆Q) (14a)

∆|V |= (JV Q− JV PJ−1
δP JδQ)∆Q+ JV PJ−1

δP ∆δ (14b)

∆|V |= (JV Q− JV PJ−1
δP JδQ)∆Q (14c)

JV Qe = JV Q− JV PJ−1
δP JδQ (14d)

Assuming the voltage angle and magnitude control loops of
the inverter are independent and they react through the channels
of active and reactive powers, variation of the angle can be ig-
nored and the sensitivity of the voltage magnitude to the injected
reactive power can be described by JV Q− JV QJ−1

δP JδQ.

Up to this point, two criteria are defined.

• The most vulnerable bus in the sense of the active power
or the best placement of P injection, equation (12).

• The most vulnerable bus in the sense of the reactive power
or the best placement of Q injection, equation (14).

Since an ESS can inject both of the active and reactive powers,
it has to be installed on a bus which is most vulnerable to both P
and Q and therefore criteria (12) and (14) can be combined into
the general node detection criteria of equation (15).

JTe = JδP + JV Q− JδQJ−1
V QJV P− JV PJ−1

δP JδQ (15)

Each element of JδP, ∂δi
∂Pj

, describes the variation in the angle of
the node i after changing active power in the node j. Absolute
summation of all the elements of the column i together indicates
the overall effect of an injected Pi over all the voltage angles of
the network. The higher variation in the voltage angles means
a better place to inject an active power. This index is shown in
equation (16) for any node i. Similarly, other indexes are de-
fined in equations (17), (18), and (19) based on other submatri-
ces of the reduced Jacobian matrix inverse. Compound Indices
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are found with the similar approach of the basic indices from
their corresponding index matrix.

IδPi =
n

∑
k=1
|JδP(k, i)| (16) IδQi =

n

∑
k=1
|JδQ(k, i)| (17)

IV Pi =
n

∑
k=1
|JV P(k, i)| (18) IV Qi =

n

∑
k=1
|JV Q(k, i)| (19)

Beside the mathematical approaches of (12) and (14), index
matrices of JδPe, JV Qe, and consequently JTe cab be derived in an
intuitive way as well. JδPe has a dominant part of JδP which re-
lates (δ ← P) minus JδQJ−1

V QJV P = JδQJQV JV P which translates
P to δ through the indirect channel of V and Q as (δ ←Q)(Q←
V )(V ← P). Similarly, JV Qe eliminates indirect channel of δ
and P from JV Q(V ← Q) by JV PJ−1

δP JδQ = JV PJPδ JδQ which is
(V ← P)(P← δ )(δ ← Q). Fig. ?? depicts the mentioned con-
cept of these indices.

4 IEEE 14-Bus System as the First Test
Network

The first network that the indices are applied to is IEEE 14-bus
system mainly due to its simplicity and transparent result pre-
sentation. The network is shown in Fig. ?? with some indices
on the nodes and the utility is connected to node 1. Fig. ??
shows four basic indices. As expected, major indices of IδP and
IV Q have higher values compared to minor indices of IδQ and
IV P. These indices are scaled to be between 0 to 100%. Fig. ??
shows the compound indices. Eliminated and decoupled indices
are shown in Fig. ??. IP, Iδ , and IδPe on one hand and IQ, IV , and
IV Qe on the other hand, have almost the same general trends.

According to IδPe weak nodes are 12, 13, and 14 which are
ideal if the main objective of the ESS is to manipulate the ac-
tive power. Based on IV Qe weak nodes are 9, 10, and 14 which
are perfect if the inverter is very over-sized compared to the DC
energy storage device and it can manipulate the reactive power.
There are similarities between the total compound index of IT
and the total eliminated index of ITe. The suggested nodes for
an ESS which needs to manipulate both of the active and reactive
power is either node 10 or 14.

Although cumulative indices of IT and ITe have similar
trends, one of them should be selected as the benchmark. An
ESS with the same capability of active and reactive powers is
installed on each node and absolute summation of all the devi-
ation of magnitude and angle in all the buses of the system are
calculated as SPQ. Getting this variable requires the power flow
program to run several times and ESS placement changes from
node to node. The result of the comparison is shown in Fig.
??. Both of the cumulative indices have a good coloration to
the actual changes in P and Q, as it was expected elimination

method has a closer match and it is a better criterion for weak
node detection.

Three indices of IδPe, IV Qe, and ITe are suggested for weak
node detection depending on the main function of the ESS. If
the main duty is to provide/absorb active power IδPe is the best
criteria. For an STATCOM or var-compensator or to deal with
the voltage drop IV Qe is the best index and cumulative index of
ITe can be used if the ESS’s purpose is to control and regulate
both of the active and reactive powers.

5 IEEE 24-Bus System for the Compar-
ison with the Conventional Method

IEEE 24-bus system is investigated based on the conventional
iteration algorithm in in [9, 10] and bus 14 is selected as the
best node to install ESS. For the sake of comparison the sug-
gested method is applied to IEEE 24-bus system and the results
are shown in Fig. ??. Without any While loop or If-Then state-
ments, simply the highest total eliminated index number is bus
14 which is the same conclusion of the conventional method.

6 IEEE 123-Bus System as a Large Net-
work

One of the advantages of the suggested method over other meth-
ods is that as far as Newton-Ralphson power flow can be ap-
plied to a network, Jacobian matrix exists, it is invert-able and
the weakness of the nodes can be quantified. IEEE 123-bus dis-
tribution network is selected because of its complexity and in-
terconnected structure. Some of the loads in this system are
single phase which are substituted with their equivalent three-
phase loads. Assuming the ESS have to provide/absorb both of
the active and reactive power, Fig. ?? shows the network and
suggested weak nodes who defined by the ITe index. The utility
is connected to node 115. The suggested node is 83 which is
indicated in Fig. ?? as well.

Although installing an ESS on a weak node can benefit the
overall system when the ESS provides power, it should not be
charged at the full rate because absorbing full power on a weak
node can jeopardize the stability of the system. To show the su-
perior of the suggested node of 83, a 150 kVA ESS is installed
over nodes 83, and three other random nodes of the network
which are node 114, 23, and 64. The overall angle increment of
all the nodes after ESS is shown in Table ??. The overall mag-
nitude increment, and the total of the angle and magnitude is
shown as well. While installing ESS on all of these nodes have
a positive effect on the angle and magnitude, installing ESS on
the node 83 leads to the highest overall improvement. Angle
variations are multiplied by the a constant coefficient of k = 3.2
to add to the voltage variations.
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Figure 10: The total eliminated index, ITe, for IEEE 123-bus system.

7 The Gravity Field of ESSs and the
Case of Multiple ESSs

The total eliminated index, ITe reveals the weakest node to install
ESS. However, the effect of the ESS on the improving of the an-
gle and magnitude of the network can be assessed by looking at
ITe after installing an ESS. It can be imagined that the ESS has
a gravity field that improves the node it is connected to as well
as the neighbor nodes. The amount of influence is depending on
the rated capacity of the ESS.

When there are multiple ESS available to install, the sec-
ond highest index cannot be used to determine the location of
the second ESS because installing the first ESS, makes the weak
node and all the nodes around it stronger and hence change the
status of the network. Studying the gravity of an ESS helps to
assess the status of the network after installing the ESS and de-
termine the optimal location of the next possible ESS. If there
is a third ESS the network needs to be reevaluated after the first
two ESS and so on.

The first ESS can be considered as a new feeder and hence
the nodes which the first ESS is installed can be treated as a
PV node. ITe needs to get recalculated. Fig. 11(a) shows the
IEEE 123-bus network before installing any ESS. The difference
between highest and lowest ITe colors are exaggerated slightly
for the sake of presentation. The utility connection is dark blue
which is the strongest node and bus 83 is dark red which is de-
termined the weakest node and the best place to install ESS. Fig.
11(b) shows the status of the system after installing an ESS in
bus 83 with the rating of 6 kW and 6 kVar. Node 80 is now the
best node for the second ESS and node 81 and 82 have a better
status due to the gravity of the first ESS in node 83.

increasing the capacity of the first ESS from 6 to 13 kVA
makes the gravity of the first ESS stronger and now more neigh-
bor nodes are improved and hence the best location for the sec-
ond ESS is farther away at node 77 as it is shown in Fig. 11(c).
Increasing the capacity to 28 kVA shifts the best node to 107 and
changes the overall indices of the network. Node 29 is very far
from the ESS but still the ITe of this node in Figs. 11(a) , 11(d)
are significantly different.

8 Conclusion

In this paper, a Jacobian matrix-based sensitivity method is used
to quantify the weakness of nodes in a network. The most vul-
nerable node has the largest variation of the voltage angle and
magnitude for a certain change in the active or reactive power
and hence it is the ideal place to install an ESS. Unlike most of
the iteration-based optimization methods, the suggested method
does not require iteration loop and therefore the convergence
problem is not a concern. The method is very straight forward
and can be applied to any large network as far as it can be solved
by Newton-Ralphson method and in this paper, the IEEE 14, 24
and 123-bus systems are studied. The method suggests indices
to determine the optimal placement of an ESS which mainly pro-
vides active power rather than reactive power, a var control in-
verter which controls only reactive power, or any arbitrary com-
bination of both with an ESS which regulates both active and
reactive powers. A gravity approach is suggested to determine
the optimal placement of multiple ESSs.
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