
ID Preserving Generative Adversarial Network for Partial Latent Fingerprint
Reconstruction

Ali Dabouei, Sobhan Soleymani, Hadi Kazemi, Seyed Mehdi Iranmanesh, Jeremy Dawson,
Nasser M. Nasrabadi, Fellow, IEEE , West Virginia University
{ad0046, ssoleyma, hakazemi, seiranmanesh}@mix.wvu.edu,

{jeremy.dawson, nasser.nasrabadi }@mail.wvu.edu

Abstract

Performing recognition tasks using latent fingerprint
samples is often challenging for automated identification
systems due to poor quality, distortion, and partially miss-
ing information from the input samples. We propose a di-
rect latent fingerprint reconstruction model based on condi-
tional generative adversarial networks (cGANs). Two mod-
ifications are applied to the cGAN to adapt it for the task of
latent fingerprint reconstruction. First, the model is forced
to generate three additional maps to the ridge map to ensure
that the orientation and frequency information are consid-
ered in the generation process, and prevent the model from
filling large missing areas and generating erroneous minu-
tiae. Second, a perceptual ID preservation approach is de-
veloped to force the generator to preserve the ID informa-
tion during the reconstruction process. Using a syntheti-
cally generated database of latent fingerprints, the deep net-
work learns to predict missing information from the input
latent samples. We evaluate the proposed method in com-
bination with two different fingerprint matching algorithms
on several publicly available latent fingerprint datasets. We
achieved rank-10 accuracy of 88.02% on the IIIT-Delhi
latent fingerprint database for the task of latent-to-latent
matching and rank-50 accuracy of 70.89% on the IIIT-Delhi
MOLF database for the task of latent-to-sensor matching.
Experimental results of matching reconstructed samples in
both latent-to-sensor and latent-to-latent frameworks indi-
cate that the proposed method significantly increases the
matching accuracy of the fingerprint recognition systems
for the latent samples.

1. Introduction

Automatic fingerprint recognition systems have been
widely adopted to perform reliable and highly accurate bio-
metric identification. Compared to other biometric traits,
such as iris, the fingerprint has a unique superiority of being

Figure 1. Examples of different latent fingerprint reconstruction
methods: a) a latent fingerprint with severe distortion and missing
area, b) minutiae-based prediction using [24], c) ridge-based re-
construction using [29], d) constrained ridge-based reconstruction
using the proposed algorithm.

collected indirectly from crime scenes from latent friction
ridge impressions. Fingerprint samples can be categorized
into three main groups based on the acquisition techniques
such as: inked, live-scan, or latent samples. The inked and
live-scan samples are considered as clean samples for which
users leave impressions intentionally in access control or
authentication scenarios. In addition, an agent, or the ac-
quisition process of the system itself, can monitor quality
of the samples, and guide users to leave appropriate finger-
prints. In past decades, algorithms for preprocessing and
matching clean fingerprints have advanced rapidly, result-
ing in the development of numerous and varied commercial
fingerprint recognition systems.

In contrast, latent fingerprints are the marks of fingers
unintentionally left on the surface of an object in a crime
scene. Typically, a latent fingerprint is a ‘noisy’ image
with a notable missing area, therefore containing a lower
amount of ridge information (i.e. minutiae) compared to
inked or live-scan fingerprints. Processing latent finger-
prints is a complex and challenging problem due to the
under-determined properties of the problem, and presence
of many disturbing factors introduced by background ob-
jects or patterns on the substrate or surface, the force and
torque involved in depositing the latent print, etc. Commer-
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cial and state-of-the-art methods for recognizing the inked
or live-scan fingerprints often fail to process latent samples,
even in the preprocessing stage [16]. Therefore, various ap-
proaches have been proposed in the literature to tackle the
problem of latent [15, 34, 33, 5, 1] and distorted [3, 26, 25]
fingerprints.

Enhancing latent fingerprints often leads to optimizing
a cost function that measures the quality of reconstruction
by comparing reconstructed information and their ground
truths. Based on the type of the reconstructed informa-
tion, latent fingerprint reconstruction methods can be di-
vided into two main categories: ridge-base and minutiae-
based methods.

In the ridge-base methods [29, 35, 33, 34, 5], algorithms
try to predict the ridge information, which can be the orien-
tation map or the ridge pattern itself, and minimize the sim-
ilarity between the generated information and their ground
truths. Then minutiae information can be extracted from the
predicted ridge information. These methods are optimized
to predict the ridge information without estimating the local
quality of the input samples. For parts of the input latent fin-
gerprint that there exists some information, typically these
algorithms produce useful results. However, for the parts in
which there is a severe distortion, not only these algorithms
can not predict the missing information, but also, they can
destroy the ID information by generating erroneous minu-
tiae. Figure 1(c) shows a reconstructed ridge map for a la-
tent fingerprint with severe distortion. As the reconstructed
ridge map indicates, algorithm [29] generates meaningful
ridge information for parts that contain some ridge infor-
mation in the input latent sample, but for other parts it pro-
duces random ridge patterns which drastically decreases the
matching score.

On the other hand, minutiae-based methods [30, 24, 21]
directly predict the type and location of minutiae of the la-
tent fingerprints without reconstructing the ridge pattern.
Minutiae-based reconstruction methods are more robust
against severe distortion or missing areas of the input latent
fingerprint, since they predict the probability of a minutia by
analyzing a small area around each candidate ridge point,
and they reject large missing areas. Hence, this rejection
drastically decreases the number of founded minutiae. Fig-
ure 1(b) shows some minutiae that were detected using local
processing of a latent fingerprint.

In case of severely distorted latent fingerprints, both
ridge-based and minutiae-based reconstruction methods
fail. Ridge-based reconstruction methods fail because they
fill missing areas with incorrect ridge patterns, therefore
they introduce minutiae which change the ID of recon-
structed samples. Minutiae-based prediction methods fail
because they reject most of the missing areas, and at the end,
they often predict fewer minutiae, which are not enough to
identify samples.

In this study we developed a deep convolutional neural
network (DCNN) model to reconstruct the ridge informa-
tion of latent fingerprints. The core network in the model is
a conditional generative adversarial network (cGAN) that
reconstructs the obscured ridge information of the latent
samples. To overcome the limitation of the previous ridge-
based reconstruction methods, our model predicts three ex-
tra maps in addition to the ridge map: the orientation, fre-
quency and segmentation maps. Generating the orientation
and frequency maps ensure that the model is considering
the orientation and frequency information of the input la-
tent fingerprints. Generating a segmentation map prevents
the model from filling large missing areas in the input latent
samples; thus, it optimizes the amount of ridge information
that can be reconstructed. In addition, to force the generator
to preserve the ID information (type and location of minu-
tiae), we developed an auxiliary deep model to extract the
perceptual ID information (PIDI) of the generated sample
and fuse it into the cGAN model to enhance the reconstruc-
tion process.

2. Method

2.1. Conditional Generative Adversarial Networks
(cGANs)

GANs [8] are one of the most popular groups of gen-
erative networks. Generative networks map a sample from
a random distribution pz(z) to a target domain of desired
samples y = G(z, θg) : z → y, through training parame-
ters (θg) of the network. GANs are different from conven-
tional generative models because they prosper from a dis-
criminator network. The discriminator network compares
the generated samples (fake samples) y = G(z, θg) with the
real samples from the target domain, and tries to distinguish
between them. Simultaneously, the generator (typically an
auto-encoder) tries to fool the discriminator by generating
more realistic samples. In each iteration, the generator pro-
duces better samples in an attempt to fool the discriminator,
and the discriminator improves by comparing the real sam-
ples with the generated samples. In other words, the dis-
criminator D and the generator G play a two-player mini-
max game with the following objective function:

VGAN (G,D) =Ey∼Pdata(y)[logD(y)]+ (1)
Ez∼Pz(z)[log(1−D(G(z)))],

where generator G tries to minimize Eq. 1 and discrimina-
tor D tries to maximize it. An additional L2 or L1 distance
loss is added to the objective function in the literature to
force the network to generate samples which are closer to
the target ground truth. The final generator model trains as
follows:
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Figure 2. Examples of synthetically generated latent fingerprints: (a) is the original fingerprint, (b) is the corresponding binary ridge map,
and (c, d, e, f) are generated latent fingerprints.

Figure 3. Training criteria of the discriminator. The discriminator
receives two types of inputs, (a) the generated fingerprint maps,
and (b) the ground truth maps. In both scenarios, the correspond-
ing latent fingerprint is concatenated (C) to either the generated
or the ground truth maps to act as the condition. The auxiliary
verifier module extracts the PIDI from both generated maps and
ground truths, and passes them to the discriminator. The discrim-
inator learns to distinguish between the real maps and fake maps
based on the quality and PIDI of generated maps.

Goptimal = min
G

max
D

VGAN (G,D) + λlL1(y
∗, G), (2)

where λ is the coefficient of L1 distance and lL1(y
∗, G) is:

lL1(G) = ||y∗ −G(z)||1, (3)

where y∗ is the ground truth for the output of the generator.
In the real-world application of restoring a latent finger-

print image, both the source and target domains are avail-
able for training. Therefore, Isola et al. [11] proposed
the conditional GAN model which has two modifications
compared to conventional GANs. First, instead of using
noise as the input to the network, real training samples from
the source domain are fed to the network y = G(x, θg) :
x → y. Second, they put a condition on the discriminator
by concatenating the input sample with the generated sam-
ple. Therefore, the discriminator judges a generated sample
based (conditioned) on the original sample which was fed
to the network. The new objective function for the cGAN
is:

VcGAN (G,D) =Ex∼Pdata
[logD(x, y)]+ (4)

Ex∼Pdata
[log(1−D(x,G(x)))].

2.2. cGAN for Latent Fingerprint Reconstruction

The formulation and the network architecture of cGAN
proposed by Isola et al. [11] is a universal setup for image-
to-image translation. However, processing a biometric im-
age such as latent fingerprints is often more complicated
than other image types due to the identification information
that is embedded in the pattern of the image which should
be preserved during the reconstruction process. For this pur-
pose, we perform two modifications to the formulation and
the network architecture to emphasize the ID of the input
sample.

First, to increase the quality of reconstruction, we force
the network to generate four fingerprint maps Y = G(x, θg)
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Figure 4. Complete diagram of the model. a) The deep generator takes the input latent fingerprints and generates a ridge, frequency,
orientation and segmentation map simultaneously. b) Generated maps are concatenated with the input latent fingerprint to provide a
condition for the discriminator. c) Real maps are extracted from the original clean fingerprints that were distorted to provide synthetic
latent samples. During the training phase these maps are used to provide the supervision for the discriminator. d)One tower from a deep
Siamese fingerprint verifier that was trained separately takes the generated or real maps and provides PIDI for the discriminator. e) The
discriminator tries to distinguish between generated maps and the real maps using the combined ID and quality information from the
generated maps.

for each latent fingerprint input as follows:

Y = [yR, yF , yO, yS ], (5)

where, Y is the new output of the generator, and consists of
the ridge map (yR), the orientation map (yO), the frequency
map (yF ) and the ridge segmentation map (yS) of the input
latent fingerprint. These four maps are concatenated depth-
wise to form Y . Figure 4(b) demonstrates the new output of
the generator.

Eq. 3 computes the direct reconstruction error. For the
new outputs of the generator, the same formula is extended
as:

lL1(G) = αR||y∗R − yR||1 + αF ||y∗F − yF ||1+ (6)

αO||y∗O − yO||1 + αS ||y∗S − yS ||1, (7)

where, y∗R, y∗F , y∗O and y∗S are the ground truth values
for the ridge, frequency, orientation and segmentation map
respectively, and αR, αF , αO and αS are weights for scal-
ing loss of reconstruction of each generated map. Since all

maps except the ridge map have low-pass characteristic and
may prevent the generator from predicting the ridge map
with sufficient detail, we set αR to 1.0 and all other coeffi-
cients (αF , αO and αS) to 0.1.

Second, the generator should preserve the identification
information embedded in minutiae and ridge patterns. To
extract and preserve the identification information we devel-
oped a method that is inspired by perceptual loss [4, 7, 12,
17] and multi-level feature abstraction [27, 28, 13, 10]. For
this purpose, we separately trained a deep Siamese CNN
as a fingerprint verifier. The trained model is used to ex-
tract the perceptual ID information (PIDI) of the generated
maps. Extracted PIDI are output feature maps of the first
four convolutional layers of the verifier module, and are
concatenated to the corresponding layers of the discrimina-
tor to emphasize the ID information on the discriminator’s
decision. Figure 4(d) shows how the output feature maps of
the verifier contributes to the discriminator’s decision mak-
ing. Figure 3 shows the training criteria of the discriminator
in more detail.
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Table 1. Architecture of the PIDI extractor. All layers except the
last one comprise Convolution (C), Batch Normalization (B) [9]
and ReLU (R). The output of the last layer is flatted after the con-
volution. Convolution strides of all layers are two, and the spacial
size of all kernels is 4× 4.

L # Type K. Size Input Size Output Size
1 C, B, R 64 256×256×4 128×128×64
2 C, B, R 128 128×128×64 64×64×128
3 C, B, R 256 64×64×128 32×32×256
4 C, B, R 512 32×32×256 16×16×512
5 C, B, R 512 16×16×512 8×8×512
6 C, B, R 512 8×8×512 4×4×512
7 C 512 4×4×512 2048×1

2.3. Network Architecture

The proposed model consists of three networks: a finger-
print PIDI extractor, a generator, and a discriminator. The
fingerprint PIDI extractor is one tower from a deep Siamese
[2] fingerprint verifier that is trained using a contrastive loss
[2]. We fix all weights of the CNN tower, and use it to ex-
tract the PIDI of samples generated by the generator. Fig-
ure 4(d) shows how the output of the first four layers of the
PIDI extractor are fused into the discriminator to provide
the identification information for the discriminator. Table 1
details the architecture of the PIDI extractor.

The generator is a ‘U-net’ [19, 11] auto-encoder CNN. In
the ‘U-net’ architecture, some layers from the encoder are
concatenated to layers of the decoder to keep the high fre-
quency details of the input samples, and increase the quality
of reconstruction in the decoder. Figure 4(a) shows a dia-
gram of the generator, and Table 3 details the structure of
the generator.

The discriminator is a deep CNN which maps the condi-
tioned output of the generator with a size of 256× 256× 5
to a discrimination matrix of size 16 × 16 × 1. To force
the discriminator to consider the ID information of the in-
put samples, outputs of the first four layers of the PIDI ex-
tractor network are concatenated to the output of the corre-
sponding layers of the discriminator. Table 2 details the ar-
chitecture of the discriminator network. The discriminator
judges the output of the generator in a patch-wise manner.
Each element of the discriminator’s output map represents
the discriminator’s decision about a corresponding patch in
the generator’s output.

The whole generative model was trained over 400
epochs, each epoch consisting of 7,812 iterations with a
batch size = 64. Adam optimization method [14] is used
as the optimizer due to its fast convergence with beta = 0.5
and learning rate = 10−4 .

2.4. Synthetic Dataset of Latent Fingerprints

Training a generative model requires a large number of
training samples. We synthetically generated a comprehen-
sive database of latent fingerprints by distorting 5,000 clean
fingerprints from the BioCOP 2013 [32] database. For each
clean fingerprint we generated 100 different latent samples.
Our final database of latent fingerprints consists of 500,000
latent fingerprints and their corresponding clean samples.
Examples of generated latent samples are shown in Figure
2.

3. Experiments
To evaluate the performance of the proposed latent fin-

gerprint reconstruction technique, we conducted three dif-
ferent experiments on publicly available datasets of latent
fingerprints. Unfortunately, NIST-SD27 [6] is no longer
available, so the IIIT-Delhi Latent fingerprint [20] and
IIIT-Delhi Multi Sensor Latent Fingerprint (MOLF) [23]
databases were used to evaluate the proposed method. In
all experiments, we used VeriFinger 7.0 SDK [18] and the
NIST Biometrics Image Software (NBIS) [31] to match the
reconstructed samples. In addition, to evaluate the role of
the PIDI fusion which is developed to force the generator to
preserve the ID information, we developed a second model
which is exactly the same as our complete model but with-
out the PIDI extractor module. Results for the complete
model are named ‘cGAN+PIDI’, and results for the second
model are named ‘cGAN’.

3.1. Latent-to-sensor matching

For the first experiment, we used the IIIT-Delhi MOLF
database. This database contains 19,200 fingerprint samples
from 1000 classes (10 fingers of 100 individuals). For each
ID, a set of latent fingerprint samples and the correspond-
ing clean samples captured from three different commercial
fingerprint scanners (Crossmatch, Secugen, Lumidigm) are
available. As in the testing protocol established by Sankaran
et al. [23], the first and second fingerprint samples of each
user captured by a sensor are selected as the gallery. The
entire latent fingerprint database consisting of 4,400 sam-
ples used as the probe set. CMC curves for this experiment
are shown in Figure 6 and Figure 7. Table 4 and Table 5
show rank-25 and rank-50 accuracy for the latent-to-sensor
matching experiment.

3.2. Latent-to-latent matching

For the second experiment, we evaluated the proposed
method on the IIIT-Delhi latent fingerprint dataset which
contains 1046 samples from all ten fingerprints recorded
from 15 subjects. The experimental setup is defined the
same as [20] by randomly choosing 395 images as gallery
and 520 samples as probes. The CMC curves for this exper-
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Table 2. Architecture of the discriminator. All layers except the last one comprise Convolution (C), Batch Normalization (B) [9] and ReLU
(R). Non-linear function of the last layer is a Sigmoid (S). Convolution strides of the first four layers are two. The output of the first four
layers of the verifier are concatenated to the corresponding four layers of the discriminator to enforce ID information to discriminator’s
decision making.

Layer Type St. Kernel Size Input Size Output Size Concat. with Final Output Size
1 C, B, R 2 4× 4× 64 256× 256× 5 128× 128× 64 L 1 128× 128× 128
2 C, B, R 2 4× 4× 128 128× 128× 128 64× 64× 128 L 2 64× 64× 256
3 C, B, R 2 4× 4× 256 64× 64× 256 32× 32× 256 L 3 32× 32× 512
4 C, B, R 2 4× 4× 512 32× 32× 512 16× 16× 512 L 4 16× 16× 1024
5 C, B, S 1 4× 4× 1 16× 16× 1024 16× 16× 1 - 16× 16× 1

Table 3. Architecture of the generator. All layers except the last one comprise Convolution (C), Batch Normalization (B) [9] and ReLU (R).
Non-linear function of the last layer is Sigmoid (S). Convolution strides of the first four layers are two, and the spacial size of all kernels is
4× 4.

#L T S #K Input Size Output Size #L T S #K Input Size Output Size Cn
1 C 1 64 256×256×1 256×256×64 10 C 1 512 16×16×512 16×16×512 -
2 C 2 128 256×256×64 128×128×128 11 D 2 512 16×16×512 32×32×512 L7
3 C 1 128 128×128×128 128×128×128 12 C 1 512 32×32×1024 32×32×512 -
4 C 2 256 128×128×128 64×64×256 13 D 2 256 32×32×512 64×64×256 L5
5 C 1 256 64×64×256 64×64×256 14 C 1 256 64×64×512 64×64×256 -
6 C 2 512 64×64×256 32×32×512 15 D 2 128 64×64×256 128×128×128 L3
7 C 1 512 32×32×512 32×32×512 16 C 1 128 128×128×256 128×128×128 -
8 C 2 512 32×32×512 16×16×512 17 D 2 64 128×128×128 256×256×64 L1
9 C 1 512 16×16×512 16×16×512 18 C 1 4 256×256×128 256×256×4 -

iment is shown in Figure 9. Rank-1, rank-10 and rank-25
results are also shown in Table 6.

3.3. Quality of the reconstructed fingerprints

Using the NFIQ utility from NBIS, the quality of recon-
structed samples is measured to directly assess the perfor-
mance of the reconstruction model. NFIQ assigns each fin-
gerprint a numerical score from 1 (high quality) to 5 (low
quality). Quality scores are computed for the reconstructed
samples by our method and compared to score of both the
raw latent fingerprints and those enhanced by the generative
model developed by Svoboda et al. [29]. Figure 8 shows
the quality scores of the reconstructed samples, and Fig. 5
shows three examples of the reconstructed fingerprints with
different amount of distortion in the input sample.

4. Conclusion

Recognizing latent fingerprint samples is a challenging
problem for identification systems since a latent fingerprint
image can be ‘noisy’ with a large portions of the fingerprint
missing, leading to a lower amount of ridge information
compared to normal fingerprints. Following the success-
ful outcomes of exploiting deep generative models for the
traditional image processing problems, such as denoising,
inpainting, and image to image translations, we propose a
deep latent fingerprint reconstruction model based on con-
ditional generative adversarial networks. We applied two

Table 4. Latent-to-Sensor matching using NBIS on the MOLF
database.

Accuracy (%)
Sensor Enhancement Rank-25 Rank-50

Lumidigm

Raw 3.52 6.06
Svoboda et al.[29] 16.71 23.03

cGAN 28.82 36.07
cGAN+PIDI 40.52 64.80

Secugen Raw 5.48 9.19
Svoboda et al.[29] 12.33 20.47

cGAN 23.68 32.16
cGAN+PIDI 37.67 60.58

CrossMatch Raw 6.01 10.64
Svoboda et al.[29] 14.39 22.73

cGAN 28.37 35.23
cGAN+PIDI 37.61 62.55

modifications to the cGAN formulation and network archi-
tecture to adapt it for the task of latent fingerprint recon-
struction. Generated ridge maps using GAN models often
contain random ridge patterns for severely distorted areas of
the input fingerprint. Main generator of our model is forced
to generate three extra fingerprint maps. One of these maps
is the ridge segmentation map which shows the reliability
of the corresponding ridge map.

Opposed to the previous works in the literature, the pro-
posed network directly translates the input latent finger-
prints to the clean binary ridge maps by predicting the miss-
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Figure 5. Examples of the fingerprint reconstructions on real latent fingerprints. For each fingerprint image, the corresponding latent sample
and the reconstructed sample are demonstrated. Matching scores for the latent fingerprints and the reconstructed samples are calculated
using VeriFinger. All samples are from the IIIT-Delhi latent fingerprint database [22].

Figure 6. CMC curves for the experiment of latent-to-sensor
matching with NBIS. The reconstructed ridge maps were matched
to fingerprints captured by the Lumidigm (L), Secugen (S) and
Crossmatch (C) sensors.

Figure 7. CMC curves for the experiment of latent-to-sensor
matching with VeriFinger. The reconstructed ridge maps were
matched to fingerprints captured by the Lumidigm (L), Secugen
(S) and Crossmatch (C) sensors.
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Figure 8. Quality assessment of the reconstructed samples using
NFIQ.

Table 5. Latent-to-Sensor matching using VeriFinger on the
MOLF database.

Accuracy (%)
Sensor Enhancement Rank-25 Rank-50

Lumidigm

Raw 3.13 6.80
Svoboda et al.[29] 19.51 26.24

cGAN 30.47 39.38
cGAN+PIDI 42.04 70.89

Secugen

Raw 2.33 6.37
Svoboda et al.[29] 15.23 21.81

cGAN 26.44 34.32
cGAN+PIDI 37.14 66.11

CrossMatch

Raw 3.17 6.51
Svoboda et al.[29] 18.34 24.78

cGAN 28.30 37.31
cGAN+PIDI 41.27 68.61

Figure 9. CMC curves for the experiment of latent-to-latent match-
ing using NBIS and VeriFinger.

ing ridge information. Incorporating a discriminator net-

Table 6. Rank-1, rank-10 and rank-25 results for the experiment of
latent-to-latent matching on the IIIT-Delhi latent database.

Accuracy (%)
Enhancement Rank-1 Rank-10 Rank-25
Raw +NBIS 52.31 58.90 63.42
[29] +NBIS 62.69 78.85 86.12

cGAN +NBIS 68.69 79.85 87.23
cGAN+PIDI+NBIS 77.16 86.04 92.10

Raw +VeriFinger 61.02 74.00 77.44
[29] +VeriFinger 71.04 82.56 88.28

cGAN +VeriFinger 74.92 86.51 91.11
cGAN+PIDI+VeriFinger 79.23 88.02 94.67

work which measures both quality and PIDI of the recon-
structed samples simultaneously, along with the generation
process in the training phase, increases the quality of the
generated samples directly without a need to define mul-
tiple complex loss functions for minimizing the similarity
between the generated ridge patterns and the ground truth
maps.

The proposed method successfully reconstructed latent
fingerprints from the IIIT-Delhi latent and IIIT-Delhi MOLF
databases in different experimental setups of latent-to-
sensor and latent-to-latent matching. We achieved rank-50
accuracy of 70.89% for the latent-to-sensor matching on the
IIIT-Delhi MOLF database. For the latent-to-latent match-
ing we achieved rank-10 accuracy of 88.02%. Although the
best results in both experiments were obtained when Ver-
iFinger was used as the matcher, NBIS matching algorithm
also resulted in high matching accuracy.

In addition, measuring the quality of reconstructed fin-
gerprints using NFIQ shows that the generated fingerprints
are significantly enhanced compared to the raw latent sam-
ples.

For future work it is desired to directly extract minutiae
from the latent input fingerprints. On the other hand, in-
creasing the size of the synthetic latent database by intro-
ducing more complex distortions is another future direction
for this work.
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