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1 Introduction

This work is devoted to an in-depth investigation of orders of growth of Kantorovich
transport distances for one-dimensional empirical measures.

Let X be a real-valued random variable on some probability space (2, %, P), with
law (distribution) p (which defines a Borel probability measure on R) and distribution
function

F(z) = p((—o0,2]), x e R.

Consider a sequence (Xj) r>1 of independent copies of X thus with the same distribution
u, and, for each n > 1, the (random) empirical measure

1 n
Un = E;(SXIN

where ¢, is Dirac mass at the point x € R. Denote by F;, the distribution function of
/’LTIJ

1
Fn(m) = E Z ]l(—oo,x](Xk)a reR
k=1

The classical limit theorems by Glivenko-Cantelli and Donsker ensure respectively

that, almost surely,
sup | Fy(z) — F(z)| — 0

z€R
and, weakly in the Skorokhod topology,

Vi (Fo(z) — F(z)) = W(F(x)), r €R,
where W is a Brownian bridge (on [0, 1]).

This work is concerned with rates of convergence in the Kantorovich! distances
W,, p > 1, of the empirical measures p, towards the theoretical distribution p. The
Kantorovich transport distance W, (g, i), p > 1, between p, and g is defined by

W (s 1) = inf//lrc—ylpdﬂ(rc,y),
T JRJR

In the literature, the distance W, is also called the Monge-Kantorovich, or Kantorovich-
Rubinshtein, or Wasserstein transport distance, as well as the Fréchet distance (in case p = 2), or
a minimal distance. Recently, Vershik [Vel] wrote an interesting historic essay explaining why it is
more fair to fix the name “Kantorovich distance” for all metrics like W), (calling them Kantorovich
power metrics) according to the original reference [Kal]. Some general topological properties of W
were studied in 1970 by Dobrushin [Do], who re-introduced this metric with reference to [Vas]; appar-
ently, that is why the name “Wasserstein distance” has become rather traditional. As Vershik writes,
“Leonid Vasershtein is a famous mathematician specializing in algebraic K-theory and other areas of
algebra and analysis, and ... he is absolutely not guilty of this distortion of terminology, which occurs
primarily in Western literature”. It should be noted that the notation W for the quantities like W), is
the one used by Kantorovich in [Kal], keeping therefore a balance with the nowadays terminology!



where the infimum is taken over all probability measures 7 on the product space R x R
with respective marginals pu,, and pu.

More precisely, we focus in this work on the possible behaviour of the expected
Kantorovich distance E(W), (g, 1)) as a function of n, where p > 1 is given. Note that
this distance is finite as long as

| labdute) = B(XP) < o
in which case it will be shown below that W,(p,, ) — 0 with probability one. The
rates at which p,, — p in W), depends on a variety of hypotheses and properties on the
underlying distribution p discussed here as completely as possible.

As such, these questions were only partially studied in the literature (as far as we
can tell). The asymptotic behaviour of W),(u,, i) for p =1 and 2 has been investigated
previously in papers by del Barrio, Giné, Matran [B-G-M] and del Barrio, Giné, Utzet
[B-G-UJ, providing in particular necessary and sufficient conditions for the weak conver-
gence of W, (jy, 1) (for these values of p) towards integrals of the Brownian bridge under
some regularity conditions on p. The purpose of the present work is rather the study of
finite range bounds (that is, for n > 1 large but fixed), both upper and lower-bounds,
on the expected Kantorovich distances E(W),(ftn, 1)) or E(WP (jt, i) for all p > 1 and
under fairly general assumptions on the distribution p. The functional central limit the-
orem /n (F,(z) — F(x)) = W°(F(z)) already indicates that under proper assumptions
the value of E(W,(n, 1)) should have the rate of order \/Lﬁ (which is in general best
possible). Therefore, we will be in particular interested in conditions that ensure this
“standard” rate. We next present the various parts and summarize some of the main
conclusions obtained here.

The first section (Section 2) collects a number of standard results on the Kantorovich
transport distances W, and the topology that they generate. Quantile representations
of W, on the real line are also addressed there. The last paragraph gathers some basic
facts on the convergence of empirical measures in W, over a sample of independent
identically distributed random variables towards the common distribution.

Section 3 is devoted to the Kantorovich distance Wi (u,, ). It is shown in particular
that if E(|X|) < oo, then E(W; (i, 1)) — 0, but the convergence may actually hold at
an arbitrarily slow rate. On the other hand, the convergence rate cannot be better than
S/Lﬁ. This standard rate is reached under the moment condition E(| X|?*°) < oo for some

> 0. In fact, a necessary and sufficient condition for the standard rate is that

hm%=[w¢ﬂ@0—ﬂﬂwx<m-

Morever, explicit two-sided bounds, depending on n, for E(W;(pn, i) in terms of the
distribution function F' may be provided. Connections with functional limit theorems
are also addressed.



Section 4 investigates general order statistics and quantile representations of W, (fiy, 1)
which will be useful in the case p > 1. The classical reduction to the uniform distribution
via inverse distribution functions is presented, leading in particular to representations
of W, (fn, 1) in terms of beta distributions. On this basis, a complete description of the
rates for (WP (i, 1)) when g is uniform may be obtained.

The next Section 5 describes some main results. In particular, it will be proved that
for the property (standard rate)

[E(W;?D(:um /ﬁ))} o

C
< —
= Vn

to hold with some constant ¢ > 0, it is necessary and sufficient that p be supported and
have an almost everywhere (a.e.) positive density f on some interval of the real line (for
the absolutely continuous component of 1), with finite integral

Jo(n) = /_ Z [F<x>(}(;)£(f))]p/2 dv = /O 1 (—W)pdt.

In this case, the (generalized) inverse function F'~! of F has to be absolutely continuous
on (0,1) in the local sense, and then

1
(F=1)'(1)
with (F~)" being understood as a Radon-Nikodym derivative. Such I-functions will
play an important role in the analysis throughout this work. In fact I(t) = f(F~'(t))
a.e. (where the density f should be specially defined when g is not absolutely continuous
with respect to Lebesgue measure).

To reach this result, we first bound from above E(WJ(fin, 1)) by the functional
Jp(p). We then present analytic assumptions on the I-function Ir(¢), 0 < ¢t < 1, in
order for the latter to be finite. For example, if I(¢) > ¢y/t(1 —t) for some constant
¢ > 0, or equivalently, if u represents a Lipschitz transform of the beta distribution
with parameters a = = 2, then J,(u) < oo, for all p > 1. If I(t) > ct(1 —t) for
some constant ¢ > 0, i.e. u has a positive Cheeger’s constant, or equivalently, if u is a
Lipschitz transform of the two-sided exponential distribution, then J,(1) < oo, for all
1<p<2.

To show the necessity of the condition J,(1) < oo for the standard rate to hold,
we first establish the connectedness of p and the absolute continuity of the inverse
distribution function F'~1. A further study of beta distributions (which is postponed to
Appendix B) will allow us to reach a lower bound

lim inf v/n E(W, (1, 1)) > ¢ Jy/P ()

n—oo

I(t) = Ip(t) = 0<t<l,

holding with some absolute constant ¢ > 0. The section is concluded by a first study of
the standard rate for the distance W.



Quite a bit of work is devoted to the family of log-concave measures p as presented
in Section 6. This study relies in particular on precise bounds on variances of order
statistics in particular via the associated I-functions. As a sample of results, it will be
established in this case that the value E(WP2 (i, 1)) is approximately given by

TRGERY (m )p »

np/? 1/(n+1) I(t)

Bounds in terms of the variance of  may also be achieved. They will imply, for instance,
that [E(Wg(un,g))]l/p = O(\/Lﬁ) whenever 1 < p < 2, and [E(W;(Mn,u))]l/p = O(nﬁ)
for p > 2. In addition,

BV )] = 0 /£ )

n

Nevertheless, [E(Wg(un,u))]l/ 2 = O(\/Lﬁ) for compactly supported log-concave p. A
variety of examples, from Gaussian to beta distributions, illustrate the conclusions.

Section 7 collects miscellaneous bounds and results, supplementing the preceding
conclusions. If p satisfies a Poincaré-type inequality, one can control deviations of
Wy (fin, ) from the mean E(W, (i, p)). In particular in this case, [E(W;’(un,u))]l/p
and E W, (4, i) are of the same order, whenever 1 < p < 2. They are of the same order
also for p > 2 if p is log-concave.

If i is compactly supported on an interval of length ¢, then for any p > 1,

/ C
[E(W2 ()] " < 75

(which may not be improved in this class). If the support of p is not an interval, then,
for any p > 1, there is the lower-bound

Cc

]E(WP(/'LHJM)) > ma

where the constant does not depend on n. These results indicate in particular that

the standard rate [E(W2(un,, 11))] Vr _ O(\/iﬁ) cannot be obtained under moment-type
conditions. On the other hand, by developing ideas of Ebralidze [Eb] providing moment

bounds on the Kantorovich distance W), it may be shown that, for every p > 1,

1
E(WP (1, = 0| —
(W5 (s 1) ( \/ﬁ>
as soon as E(] X|*) < oo for some s > 2p.
The particular case p = oo deserves some special investigation. In addition to the
conclusions in Section 5, it may be proved that E(We(in, 1)) — 0 if and only if the



support of p is a finite closed interval. The same property characterizes the convergence
in probability and almost surely. For the standard rate to hold, it is necessary and
sufficient that p be supported and have a density on some finite interval, which is
separated from zero.

The results developed in this work require a somewhat in-depth analysis of distri-
bution functions and their inverses, as well as of several regularity properties. Another
main tool is provided by order statistics, and, after reduction to the uniform distribu-
tion, to refined properties of beta distributions and their densities. The two appendices
aims at fully supplementing all the analytical results necessary to the investigation and
results presented in the core of the text. Appendix A is devoted to inverse functions,
and the associated I-functions. Appendix B on the other hand is concerned with various
aspects of beta distributions, from their log-concavity and spectral gap properties to re-
fined bounds on their densities. While a number of results contained in these appendices
are classical, some of them are new. Besides, we found it convenient to collect all these
conclusions in a coherent way towards the results developed in the core of the text.

It should be mentioned that we do not address in this work the corresponding analysis
for samples of vector-valued random variables (Xj),~, which leads to delicate questions
and methods of different nature, as illustrated for examples in the papers [T-Y], [T1],
[B-G-V], [B-B], [B-M1], [B-M2]... Nevertheless, the recent works [D-S-S] and [F-G]
achieve moment estimates in higher dimension suitably extending the conclusions of
sub-Section 7.5. Besides, the articles [B-M1], [B-M2] investigate some of these questions
in the context of partial transport for which one-dimensional results might be transferred
to higher dimension. Note that there is also an intensive literature devoted to the
study of empirical measures for dependent data. For example, the papers [Ki], [Se],
[Y] focus on the approximation problems of p, by p under mixing conditions on the
sequence (Xy),-;, while [B-G] develops an investigation under analytic conditions on
the distribution of the sample. Another fruitful modern direction deals with spectral
empirical measures. They correspond to dependent observations (X}),~, that appear as
spectra of large random matrices. See e.g. [A-G-Z], [P-S], [B-G-T], [C-L], [Dal], [M-M].

The standard probabilistic data of this work, common to most sections, will be a real-
valued random variable X on some probability space (2,3, P) with (law) distribution
, and distribution function F(x) = pu((—o0,x]), € R. The probability measure p is
said to be degenerate if it is a Dirac mass. If X has a second moment, the variance
E(X?) — (E(X))? is denoted by Var(X). A median m of X (or p) is a real number such
that P{X <m} > 1 and P{X > m} > 5.

Given a sequence (Xj),~,, of independent copies of X, y, is the (random) empirical
measure -

1 n
n — d ) > 1,
2 n; Xy nz



with associated (random) distribution function
n\T 00,T ) x .

We usually denote by U a uniform random variable on (0, 1), with associated sample
(Uk)g>1-

Given a Borel probability measure p with distribution function F', several analytic
statements will involve the inverse distribution function

F7Ht) = inf {z e R: F(z) > t}, 0<t<l,
as well as the associated /-functions

I(t):IF(t):—t 0<t<l

The function Ir is well-defined a.e. as long as F'~! is absolutely continuous on (0, 1),
and then (F~!)" denotes the corresponding Radon-Nikodym derivative. We refer to
Appendix A for complete details in this regard.

As is common, we abbreviate “almost everywhere” in “a.e.” (with respect to Lebesgue
measure on R) and “almost surely” in “a.s.”.

Acknowledgement. We thank A. Guillin, E. Rio, J. Wellner for pointing out several
related references. This work started in June 2011 during the visit of the first author at
the University of Toulouse, France, and he is grateful for the hospitality. The work was
continued in the Fall 2013 when both authors stayed at the Simons Institute, Berkeley,
USA. The authors would like to thank the Institute for this opportunity. The work of the
first author was also supported by the Simons Foundation and NSF grant DMS-1855575.
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2 Generalities on Kantorovich transport distances

This section introduces the basic Kantorovich transport distances W, and their first
properties. The latter are first discussed in the general framework of metric spaces.
Specific representations on the real line are emphasized next via inverse distribution
functions (or quantiles). In the last paragraph, convergence of empirical measures over a
sample of independent identically distributed random variables in Kantorovich distances
are presented.

General references on Kantorovich transport distances mostly covering the material
summarized here are the books [R-R] by Rachev and Riischendorf and [Vil], [Vi2] by
Villani, to which we refer for more details. See also [Dul] and [S-W], [C-H] in the context
of empirical measures and quantile processes.

2.1 Kantorovich transport distance W),

Given a separable metric space (E,d), let Z(FE,d) denote the space of all Borel probabil-
ity measures p on E. For p > 1, denote by Z,(FE,d), or just Z,(F) when the underlying
metric d is clear from the context, the collection of all probability measures p in Z(FE, d)
such that

/E d(z, z0)” dpu(z) < o

for some, or equivalently all, zo € E. The space Z,(E, d) may be described as the family
of all Borel probability measures 4 on F with a finite p-th moment.

Definition 2.1 (Kantorovich transport distance W,,). For p,v € Z(E,d), define the
quantity W,(u,v) > 0 by

WpGnw) = inf [ [ dGegy dntan).

where the infimum is taken over all probability measures 7 on the product space £ x E
(equipped with the product o-algebra) with marginals ;1 and v in the sense that

(A X E) = u(A), m(E x B) = v(B),

for all Borel sets A, B C E. The value W, (u,v) will be called the Kantorovich (trans-
port) distance of order p between p and v.

Most important particular orders are p = 1 and p = 2. The value W5 may be referred
to as the quadratic Kantorovich distance. Of a certain interest is also the limit case

Woo(p,v) = plggo Wy(p,v) = sup Wy(u,v),

p>1
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which is natural to be considered in the space Z.,(F, d) of all Borel probability measures
on E with bounded support.

The number WP(u,v) is often interpreted as the minimal cost needed to transport
the measure p to v, provided that the cost for transportation of a “particle” z € E
to any “particle” y € FE is equal to d(x,y)P. Definition 2.1 is usually applied to the
measures in Z,(E, d), which guarantees that W,(u, v) is finite. Note that if one of these
measures has a finite p-th moment, and W),(p, ) is finite, then necessarily the other
measure must have a finite p-th moment.

It is known that W), is indeed a metric in the space Z,(E,d), at least when (E,d)
is separable and complete (Polish). The proof of the triangle inequality for W), is based
on the so-called glueing lemma, which is discussed in detail in [Du2], pp. 7-10, cf. also
[Vil], pp. 207-208.

Example 2.2. For z,y € E, consider the mass points or delta-measures p1 = d,, v = J,.
Then it is easy to see that
Wp(5w75y) = d(z,y).

Hence, (E,d) is isometrically embedded in each Z,(E,d) via the map x — §,.

Example 2.3. For z,y € F and 0 < a,b < 1, consider the Bernoulli measures
p = ady + (1 —a)d,, v = bo, + (1 — b)J,.
Then
Wyl v) = la— b7 d(z,y).

This formula is of course consistent with the previous example of delta-measures in
the particular case a = 1, b = 0. To prove the above equality in the general case,
assume that x # y. Let m be a probability measure on E x E with marginals p and v.
Necessarily, it is concentrated on the 4 point set {(z,z), (z,v), (v, z), (y,y)}, assigning
some probabilities, say, my, 7, 73, 74, respectively. The requirement that m has marginals
i and v is equivalent to the relations

m+m = p({z}) = qa,
m+m = v({z}) = b

under which we need to minimize the integral

/E/Ed(ﬂi,y)Pdﬂ(az,y) — (s + ) d(z, y)".

If @ > b, the minimum is obviously attained for 73 = 0, 7y = b and m = a — b, and in
this case it is equal to (a — b) d(x, y)P.
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Remark 2.4. It also natural to consider more general transport functionals, such as

1L, :mf// (z,y)dmr(z,y)

where ¢ is a given non-negative (cost) function on E x E, and the infimum is taken over
all probability measures m on F x F with respective marginals y and v, as before. In
connection with the problem of mass transportation, such functionals were introduced in
1942 by Kantorovich in [Kal], cf. also [Ka2], [K-A]. Assuming that (£, d) is compact and
¢ = d (and using the same notation W), he proved that the above infimum is attained at
some probability measure 7y, which is characterized by the following properties: There
exists a function U on E (called a potential) such that

a) |U(z) — U(y)| <d(x,y) for all x,y € E;
b) U(z) —U(y) = d(z,y) for all z,y in the support of 7.

/Ud,u /Udy—max/ud,u /udu

where the maximum is over all functions u obeying the property a)

As a direct consequence,

In particular, the functional W gives rise to a metric. As Kantorovich remarks in
[Kal], this way to introduce the metric in the space of distributions looks most natural.
In a bit more general setting, part of his theorem may be stated as follows.

Theorem 2.5 (Kantorovich duality theorem). Given a separable metric space (E,d),
for all p,v € Z1(E,d),

Wi(p,v) = sup udu udl/

HuHLlp

where the supremum s taken over all Lipschitz functions uw : E — R with Lipschitz
semi-norm [[ully;, < 1.

After the work [K-R] in 1958, also dealing with a compact space setting, Theorem 2.5
is now referred to as the Kantorovich-Rubinstein theorem. See [Ral, [Dul] for the proof
and the history of the duality problems, and [B-K] for a recent survey on the state of
the art of the research connected to the Monge-Kantorovich problem.

2.2 Topology generated by W,

Once the transport distances are introduced, a natural question is “What topology do
they generate?” In many practical situations, we actually deal with the topology of the
weak convergence of probability measures.
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Recall that a sequence (fi,), oy in Z(E, d) is weakly convergent to p in Z(F,d) if

/udun%/udu as n — 0o
E E

for any bounded continuous function u on E. This convergence is metrized, for example,
by the Lévy-Prokhorov metric, defined for all 4 and v in Z(FE,d) by

p(p,v) = inf {h > 0: p(A) <v(Ap) + h for all Borel sets A C E'}.

Here A, = {x € F : d(z, A) < h} denotes the open h-neighbourhood of A with respect
to the metric d.

Equivalent definitions and basic general results on the weak convergence and the
associated weak topology on Z(F,d) may be found in the book of Billingsley [Bi]. To
clarify the meaning of the convergence with respect to W,, we quote a theorem from

[Vil], p. 212, cf. also [Do] and [S-W].

Theorem 2.6 (Convergence in W),). Let 1 < p < co. Gwen pu € Z,(E,d) and a sequence
(Hn)pen € Zp(E,d) on a Polish space (E,d), the following properties are equivalent:

a) Wy(ptn, pt) = 0 as n — 00;

b) pn — 1 weakly and for some, or equivalently all, xo € F,

/E A, 20)" djin() — [E A, )" dp(z);

c¢) For any continuous function u : E — R, satisfying the growth condition |u(x)| <
C(1+d(x,z0))?, x € E, with some point xy € E and a constant C > 0,

/Eu(x) dpi,(x) — /Eu(a:) du(x).

This description shows that the convergence in (Z,, W,) is stronger than the standard
weak convergence. Alternatively, one may use an elementary relation between the Lévy-
Prokhorov and Kantorovich transport distances (which in case p = 1 was emphasized
in [Do]).

Theorem 2.7. For all p,v € Z(E,d) andp > 1,

Pl v) < (Wylp, )",

In particular p(pu,v) < Weo(u,v).
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Proof. Suppose that p(A) > v(Ap) + h for some h > 0 and some Borel set A in E.
Then, for any probability measure 7 on F x E with marginals p and v,

/ / d(z,y)? dr(z,y) > / / d(z,y)” dr(z,y)
EJE E\Ap
> Wr(AxENEx(E\A))
> hp( (A) = v(Ay)) = WP
Hence WP (p,v) > hP*(u,v) as announced. O

If the metric d is bounded, Z, consists of all Borel probability measures on F, and
each W, metrizes the topology of the weak convergence according to Theorem 2.6.
Otherwise, the topology in (Z,, W,) is strictly stronger. Indeed, if x,,, n > 1, and z, are
elements of F, and if r, = d(x,,x¢) — 0o as n — o0, let

Hn = (1 = 1,7) 62y + 7,7 0s, p= Oz

Then p, — p weakly while W, (g, 1) = 1 for all n > 1 according to Example 2.3 so
that there is no convergence with respect to W,.

Nevertheless, by Theorem 2.6, the topology generated by W, and the weak topology
do coincide on any subset K of Z,(E, d) possessing the property

lim sup/ d(x, o)’ du(x) = 0
{d(z,z0)>R}

R—o0 neK

with xo € F fixed. For example, given C' > 0 and py > p, one may consider the set K
of all Borel probability measures p on (F,d) such that

/Ed(x,xo)po du(x) < C.

In particular, the metric Wi, when it is used for the set K of all probability distributions
pon E =R with [*° 2?du(z) = 1, generates the topology of weak convergence in K.
Moreover, in this case, by Prokhorov’s compactness criterion, this set will be compact
for this topology.

The topology generated by W, is however much stronger than the weak topology,
even if they are compared on compactly supported measures. As noticed in [Ve2], this
metric was in essence considered by Strassen [Str]. Using his results on nearby variables
with nearby laws, one can give a description of W, which is formally rather close to the
Lévy-Prokhorov metric.

Theorem 2.8 (Topology generated by W,). For all p,v € Z(E,d) on a Polish space
(E,d),

Woo(p,v) = inf {h > 0: pu(A) <v(Ap) for all Borel sets A C E}.
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Proof. From Definition 2.1,

Weo(p,v) = sup Wy(p,v) = sUp i1;f || py < il;lf ||| £oo () (2.1)
p>

p>1

where the infimum is taken over the set K (u, ) of all probability measures 7 on £ X E
with marginals ;¢ and v (couplings), and where ||d||zr(r) and ||d||=(x) = esssupd(z,y)
are the usual L” and L* norms with respect to .

The inequality (2.1) may actually be reversed. Since the space (F,d) is Polish, the
set K (u,v) is compact in Z(E, d). Indeed, all finite Borel measures on E are Radon, so,
given € > 0, one can choose a compact set K. C E with u(K.) > 1—cand v(K.) > 1—¢.
It then readily follows that m(K. x K.) > 1 — 2¢ for any m € K(u,v). It remains to
apply Prokhorov’s compactness criterion and use the property that K (u,v) is a closed
subset in Z(E,d).

Now, assume that W (p, ) < h. For any n > 1, there is m, € K(u,v) such that
|d||Ln(x,) < h. In particular, for all 1 <p < n,

/ Tn(d > rVP) dr = //d(m,y)pdﬁn(x,y) < hP.
0 EJE

Assume that m, — 7 weakly in K(u,v) (otherwise take a convergent subsequence).
Since the sets U(r) = {(«, y) d(x,y) > r/P}, r > 0, are open in E x E, we have
7(U(r)) < liminf, o m,(U(r)), so, by Fatou’s lemma,

// (x,y)Pdn(z,y) < hP.

Hence ||d||tr(ry < h for all p > 1, and thus ||d||r(x) < Wao(p,v). Recalling (2.1), this
shows that Weo(p1, v) = infr ||d|| oo ()

To conclude the proof, it is time to involve Strassen’s theorem which we quote from
[Dul], p. 319. Put A" = {x € E : d(x, A) < h}. If the metric space (E,d) is separable,
and h > 0, § > 0 are fixed, then the following two properties are equivalent:

a) For any closed set A in E, u(A) < v(A") + 6;
b) For any a > h, there is m € K(u,v) such that 7{d > a} < 5.

If (E,d) is Polish, the latter property with 8 = 0 reads ||d||ze) < h. Note also that
Ay = (clos A)y and Ay, € A" C Ay, for any € > 0. The proof is complete. O

2.3 Representations for W, on the real line
There are several results concerning various representations for the transport distances

W,. In the case p = 1, the representation in the Kantorovich-Rubinstein theorem
when it is specialized to the real line £ = R may considerably be simplified and stated
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explicitly in terms of the distribution functions F'(x) = u((—o0,z]), © € R, associated
to probability measures p. More precisely, Theorem 2.5 easily yields the following
description of Wj.

Theorem 2.9 (Representation for Wy). Let u and v be probability measures in Z;(R)
with respective distribution functions F' and G. Then

Wi(u,v) = /Oo |F(z) — G(z)]| dx.

—00

This formula was apparently first obtained by Dall’Aglio ([Dal, cf. also [Val]).
There is also a representation for I, of a similar nature in case p > 1. It is however
given not like the LP-distance between F' and G, but involves the inverse distribution
functions
F~H(t) = inf {z e R: F(z) > t}, 0<t<l1. (2.2)

The next fundamental identity can be found in [C-S-S] or [Ru], Theorem 2.

Theorem 2.10 (Representation for W,,). Let p and v be probability measures in Z,(R),
p > 1, with respective distribution functions F and G. Then

— /01 |[F7H(t) — G ()| dt.
/_oo |F(z) — G(z)| do = /0 |[F~H(t) — G7(t)] dt.

This equality was already emphasized by Prokhorov [P].

The inverse distribution functions will be discussed in more details in Appendix A
(where a simple argument leading to Theorem 2.10 will be described). At this point,
let us only mention that any such function is non-decreasing and left-continuous. In
particular, the infimum in the definition (2.2) of F~! is always attained.

Since the inverse functions might happen to be less convenient in applications in
comparison with the usual distribution functions, one may wonder whether one can give
an explicit formula in the spirit of Theorem 2.9. Let us state one such formula for the
important case p = 2, which was kindly communicated to us by E. del Barrio. We adopt
the standard notations x A y = min{x,y}, * Vy = max{z,y} and 27 = 2 V 0 for real
numbers z, y.

In particular,

Theorem 2.11 (Representation for Wy). Let u and v be probability measures in Zy(R)
with respective distribution functions F' and G. Then

Wi, v // F(z Ay) — Gz V)" dedy
// Gz ANy) — F(zVy)) dedy.
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Both integrands on the right-hand side are symmetric under the reflection (z,y) —
(y,x), so, one may also write a more compact expression

W) =2 [ [(F@) = 6Ww) "+ (@) - Fw) | dedy
<y
Proof. Let us explain how to derive this formula from Theorem 2.10, i.e.

W2(p, v) — /0 (F(t) - G (1)) dt.

Using a simple approximation argument (to handle the convergence in the space Z3(R)),
it may be assumed that p and v are regular in the sense that they are supported and have
positive continuous densities f and g on some intervals, say, (a,b) and (¢, d), which may
be bounded or not. The inverse functions F~': (0,1) — (a,b) and G=': (0,1) — (¢, d)
are then well-defined in the usual sense and are continuously differentiable with positive
derivatives. Moreover, in terms of the function I(¢) = f(F~(t)),0 <t < 1,

FoH () = G7H(1) = F7H(t) = FHF(GTH(1) = /F(Gum %

s [ : _dudv
(FH(t) - G7H(1)* = /F(Gl(t))/F(Gl(t)) I(u) I(v)

Now, integrate this equality over t € (0,1), keeping the values u and v fixed. Put
R(t) = G(F~*(t)) and distinguish between the case F(G~1(t)) <t and F(G~*(¢t)) > t.

Case 1: F(G7'(t)) < u,v < t. These inequalities are solved as t < R(u A v) and
t > uV v, which represents an interval of length (R(uAv) —uVv)" which may be empty
or not.

Case 2: t < uw,v < F(G7'(t)). These inequalities are solved as ¢ < u A v and
t > R(u V v), which represents and interval of length (u A v — R(u V v))" which may
also be empty.

Therefore, collecting the two cases together, we have after integration that

/Ol(Fl(t)—G // R(u Av) uVU)JF%
+ dudv
// (uAv—R(uVw)) Tw) 10

Now, make the substitution u = F(x) v=Fly ) Since R(u) = G(x), R(v) = G(y), and
I(u) = f(z), I(v) = f(y), and thus ;%5 = dx = dy, we get

so that

7[(

/O(F_l(t)—G_l(t))zdt = //(G(xAy)—F(xVy))*dxdy

+ /ab/ab (F(x Ay)— Gz Vy)" dedy
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which is the announced claim. O

For another explicit example, let p — oo in Theorem 2.10 so to obtain the represen-
tation
Weolp,v) = sup |[FH(t) — G7'(t)]. (2.3)

0<t<1
Changing the variables, we arrive at the following refinement of Theorem 2.8. Recall

that Z.(R) denotes the collection of all compactly supported probability measures on
R.

Theorem 2.12 (Representation for W,). Let u and v be probability measures in Z.,(R)
with respective distribution functions F' and G. Then, W (u,v) is the infimum over all
h > 0 such that

G(x—h) < F(z) < G(x + h) for all z € R.

The last description resembles the Lévy distance L(u,v), which is defined as the
infimum over all A > 0 such that

Gx—h)—h < F(z) <Gx+h)+h  foral zeR

This metric metrizes the weak topology in the whole space Z(R). In view of the obvious
relation L < W, the metric W, is stronger. In fact, even being restricted to probability
measures supported on a common finite interval, the topology generated by W, is
strictly stronger than the weak topology. Let, for example, u,, n > 1, be a sequence
of probability measures on [0, 1] with distribution functions F,(z) = z'/" (0 < z < 1).
Then p,, — u = dy weakly, and so L(p,, 1) — 0, while W (pn, 1) = 1 for all n > 1.

Proof of Theorem 2.12. The statement remains to hold for arbitrary probability mea-
sures p and v on the real line R. To see this, one can apply the representation (2.3) for
Woo(p, v).

By the properties of inverse functions (cf. Lemma A.3 of Appendix A), t < F(x)
if and only if F~1(¢t) < z for all ¢ € (0,1] and z € R (with the convention that
F~1(1) = F~!(1-)). In particular, F'((F~'(¢)) > t and F~!(F(x)) < z in case F'(z) > 0.

Assume first that supy_,.; [F~!(t) — G7(¢)| < h for a finite value h > 0 and let us
show that

F(z) < G(z+h).

If F(z) = 0, there is nothing to prove, so let F(x) > 0. Since G71(t) < F~(¢) + h,
we get t < G(F~Y(t) + h). For t = F(z), this gives F(z) < G(z + h). By a similar
argument, G(z) < F(z + h), so Wy (u,v) < h.

Conversely, assume that G(x—h) < F(z) < G(x+h) for all . The second inequality
yields G (F(z)) < = + h provided that G(z + h) > 0. This condition is fulfilled for
x = F~(t) with t € (0,1), since then G(x+h) > F(z) > t. Hence, G7'(t) < F~1(t)+h.
Similarly, F~1(t) < G7(t) + h. O
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2.4 Empirical measures

In this section, we recall the basic convergence of empirical measures over a sample of
independent and identically distributed random variables towards the common distri-
bution and address the question of bounds in the Kantorovich distances W,. We refer
to [S-W], [Dul], [C-H] for standard references on the topic of convergence of empirical
measures, in particular for real-valued samples and their interplay with the quantile
processes.

Let X be a random element in the metric space (E,d) with law p, and let (Xj),,
be a sequence of independent copies of X. Consider the empirical measures -

1 n
n — o ) > 17

which therefore define random probability measures on (E,d).

A well-known theorem of Varadarajan asserts that, if (E, d) is separable, then, with
probability one, p, — p weakly (cf. [Var] or [Dul], p. 313). Equivalently, with prob-
ability one, p(un, ) — 0 as n — oo, where for p one may take, for example, the
Lévy-Prokhorov metric in the space of all Borel probability measures on E. As a full
analogue, the following assertion is also valid.

Theorem 2.13 (Convergence of empirical measures). Assume that the metric space
(E,d) is separable. If p € Z,(E,d) for p > 1, then, with probability one, Wy (i, ) = 0
as n — oo.

Indeed, using Varadarajan’s theorem and Theorem 2.6, it is enough to verify that,
with probability one, and any zy € F,

/E d(z, mo)? dpn (z) = % > d(Xy, m)P — /E d(z, zo)" dp(z) = E(d(X,z0)P).

k=1

But the latter does hold by the strong law of large numbers completing therefore the
proof of Theorem 2.13.

On the basis of Theorem 2.13, a general question of interest investigated here is
the rates of convergence of the empirical measures p, to the limit p with respect to
Kantorovich distances W, with probability one or in distribution. In fact, a main focus
here will be to explore bounds on the mean distances E(W), (i, 1)) or E(WP (jin, 1))
These notes will be furthermore restricted to the particular, but important, scenario
where F is the real line R.

For a first natural step, it would already be good to see that these average distances
do tend to zero. And indeed, Theorem 2.13 may be complemented with the following
statement which, however, is not completely immediate.
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Theorem 2.14 (Convergence of empirical measures in W,). For any p € Z,(R) and
1 <p < oo, E(Wp(ttn, 1)) = 0 as n — oo.

In particular, E(W, (g, 1)) — 0. As we will see later on, this property, as well as
Theorem 2.13 are no longer true for arbitrary p € Zo(R) in the limit case p = oc.

To address the proof of Theorem 2.14, consider the distribution function F(z) =
p((—oo,z]) =P{X <z}, z € R, of i (or X) and the associated empirical distribution
functions on a sample (Xj),-, of independent copies of X,

1 n
= EZ]]_{X’“SI}’ JIGR, n > 1.

Proof. To begin with, we present a proof of the simpler case p = 1 for which we describe
an additional argument separately from the general case. This argument is based on

the representation
oo

Wilpns) = [ |Fule) = F(o)] da

from Theorem 2.9.

Denote by (€2, 3, P) the probability space where all random variables X,,, n > 1, are
defined. Let A stand for the Lebesgue measure on the real line and let v = A ® P be the
product measure on the product space R x €. Since

E(/_Z (Fu(z) - F(x)) dx) _ /_Z/Q(Fn(x,w) ~ F(2)) dv(z,w) = 0,

for any a € R,

3

E(Wi(pin, 1)) = 2

[ (Buew) - F@) dvia)

/Qandexw+2// — F(2))" dv(z,w)
F(z) dw+2/a /Q(Fn(x,w)—F(x)) dv(z,w),

where we used that E(F,,(x)) = F(x) in the last step.

Now, fix € > 0 and choose a € R such that fa F(z)dz < e. As for the second
integral over x > a, one may use the bound (F,(z,w) — F(z))* < 1— F(x). The latter
function is integrable on (a,0c0) and serves as an integrable majorant on (a,00) x
for the sequence (F,(z,w) — F(x))". Hence, by the Lebesgue dominated convergence

theorem, .
[ (o) F) i) 0

iO

IN
)
m8

m8

= 2

/
/
/

o0
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as n — oo. Therefore, there exists ny such that for all n > ng all such integrals are
smaller than €. As a result, E(W;(un,, 1)) < 4e for all n > ng. The claim follows.

Note that a different proof in this case p = 1 also follows from Theorem 3.5 in the
next section.

We next address the general case p > 1. We start this time from the representation
in Theorem 2.10 which gives, for any n > 1,

E(WE (ftn, 1)) = /0 E(|F, ' (t) = F'(¢)|") dt.

First we show that, for any fixed ¢, € (0, 3),

1—to
/ E(|F(0) — F U (@O)) dt — 0 (2.4)
to

as n — oo. To this end, using the Lebesgue dominated convergence theorem and the
property that F;'(t) — F~!(t) for any point ¢ of continuity of F~! (cf. Lemma A.5), it
will be sufficient to see that the random variables

M(t) = sup [F, M (t)], to<t<1—ty,

n>1

have LP(Q2,P)-norms bounded by a quantity which is independent of ¢.
Choose z > 0 such that pu([zg,00)) + p((—o00, —zo]) < . Then, for all > z, and
t € [to, 1 —to),

Fl)>z — 1—Fyz)>t — F(a)— Fa(z) > %0
~FYt)>2 = F,(-7)>t = F,(-1) - F(-2) > %0
Hence,
IP’{ sup (1) > :c} < ]P’{ sup (F(r) — Fy(x)) > %0}
IP’{ sup (= (1)) > x} < IP{ sup (Fy(—) = F(~x)) > %0}
Those o bounds imply that _
P{M(t) >z} < 1@{ sup |F (x) = F(x)] > %0} +IP{ sup |F (—) = ()| > %0}

In order to estimate the latter two probabilities, write
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where & = l{x,<;3 — F'(z), ¢ > 1. One can now involve a generalized form of the
Kolmogorov maximal inequality due to Héjek and Rényi,

P{supw—n|>r}<iiw, r >0,

n>1 N T r2é~ n?

which holds for all independent centered random variables &,, n > 1 (cf. [H-K], [Et]).

In the present Bernoulli case, this maximal inequality yields
272

< m [F@) (1= F@) + F(=)(1 - F(-2))|, = >,

so that -
E(M(t)?) = p/ P P{M(t) >z} dr < ¢+ E(|Xq[P)
0

with some constants independent on t. This proves the desired convergence (2.4) of
integrals over the intervals (to, 1 — tp).
Let us now turn to the missing intervals (0, ) and (1 — ¢y, 1). By Fatou’s lemma,

/OOE(|F1(t)\”) dt < hminf/ooE(}Fnl(t)\”) dt,

n—oo

and similarly for the integrals over (1 —tg, 1). Hence, it remains to show that uniformly
over all large n the integrals

/OOE(}Fnl(t)\p) dt, /1 E(|F, ' (t)[") dt

can be made as small, as we wish, by choosing an appropriate small value of ¢y. Indeed,
changing the variable ¢t = F,,(x), write

to 1 n
IR @ra = [ aPdn) = 3 X L
0 {Fu(a)<to} n i
The distribution of (X, F,,(X)) is the same for all k, and therefore

to
/ E(|F, (0] dt = B(IX1] L, (x1)<t0)) -
0

By the Glivenko-Cantelli theorem, with probability one, sup,cp |F.(z) — F(x)] — 0 as
n — o0o. So, applying the Lebesgue dominated convergence theorem, we get

E(|XP Lir.x<toy) = E(IXP Ureo)<iy) = / |z|? dF ().
(F(@)<to)
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Given ¢ > 0, the last integral is smaller than ¢ for sufficiently small ¢, > 0, and then

/ ' E(|F, (t)[P)dt < 2¢

for all n > ny with sufficiently large ny.
By a similar argument, if ¢y is small enough,

1
/ E(!F,:l(t)}p) dt < 2e for all n > ny.
1—to

The proof of Theorem 2.14 is therefore complete. m
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3 The Kantorovich distance Wi(u,,, 1)

This section is devoted to the investigation of the Kantorovich transport distance W1 (g, 1)
along the sequence of empirical measures

1 n
n — ) y >1a
H n; Xy n =

of a sample (X}),~, of independent copies of a real-valued random random variable
X with law g and distribution function F. More precisely, we study the rates of the
expected Kantorovich distance E(W; (un, 1)), with a special emphasis for the standard
rate Ln The first paragraph describes the best and worst rates. We then characterize
the standard rate in terms of the functional

W) = [ VF@I=F@) dr (3.1)

In fact, this will be achieved on the basis of two-sided bounds at fixed n on E(W; (i, 11)).
The last paragraph compares these conclusions with former results in the context of
functional limit theorems.

3.1 Best and worst rates for the means E(W;(u,, 1))

According to Theorem 2.14, E(W; (fin, 1)) — 0 as n — oo. We will be interested here at
the rate at which this convergence takes place. Before turning to this natural question,
we first emphasize that the standard rate in is best possible (unless p is degenerate).
As usual, X denotes a random variable with law .

Theorem 3.1 (Best rate for E(W;(un, 1t))). Under the first moment assumption, for
everyn > 1,
E(Wi (. 1)) > —=E(|X — m]) (3.2)
1 mny - \/ﬁ .
where m is a median of X and ¢ > 0 is an absolute constant (c = ﬁi s an admissible
value).

The proof of Theorem 3.1 is postponed to the end of the section. Before, let us
observe that the inequality (3.2) cannot be reversed in general. On the other hand, a
simple sufficient condition insuring the validity of the rate \/iﬁ may be given in terms
of the finiteness of the integral (3.1), which, as will be discussed below, is a stronger
condition than just existence of the first moment.

Theorem 3.2 (Upper-bound on E(W;(uy, 1))). For everyn > 1,
1

E(W1(ptn, 1)) < %Jl(ﬂ)- (3.3)
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This bound is elementary, since by Fubini’s theorem,

E(Wi(pn, 1)) = /_OOE(\Fn(x)—F(xﬂ)dx

o0

< /_ h Var(F,(z))dz = % Ji(p).

In fact, due to the triangle inequality in the space L2, there is a stronger bound

1/2 1

< — Ji(p).
Furthermore, using a Khinchine-type inequality for sums of independent Bernoulli sum-
mands, one may further extend it to LP norms, p > 1, as

[E(W?(pin, 1)) ]

c
[E(WP (1, )] < %5 J(1),
where c is a positive absolute constant.

Returning to the basic L'-bound of Theorem 3.2, here are a few remarks. If X is a
random variable on a probability space (2, X, P) with distribution function F' associated
to the law p on the real line, the finiteness of the integral Ji(u) is equivalent to the
finiteness of the functional

Ao (X) = /OOO,/P{|X| > 2} da. (3.4)

In turn, this functional is equivalent to a norm defining the Lorentz Banach space
L*! = [21(Q, 2, P), dual to the weak-L? space L>*°. In general, one has the inclusions
L** c [*' C L? where LP = LP(2, %, IP) denote the usual Lebesgue spaces with norms
| X[, = (E(]X[?))¥P. The preceding inclusions are strict. For example, the random
variable X with law p and distribution function

1

F(z) =1- : >0,
(@) (14 z)2 log?(e + z) v

has a finite second moment, but J; (1) = oo (equivalently As;(X) = 00). On the other
hand, the condition E(|X|**) < co with § > 0 is sufficient for the finiteness of J;(u).

When J; (@) is infinite, the means E(W; (un, 1)) may decay at an arbitrary slow rate
(of course at least in by Theorem 3.1). The following statement will be obtained as a
consequence of the more general Theorem 3.5 as will be developed in the next section.

Theorem 3.3 (Worst rate for E(W; (g, it))). For any sequence of numbers €, — 0,
there ezists u € Z1(R) such that

E(Wl (:um M)) > En

for all n large enough.



26

We conclude this sub-section with the proof of Theorem 3.1. It is based on the
following classical lemma.

Lemma 3.4. Given independent mean zero random variables &1, ... ,&,,

o(xe]) = 2((29) )

where ¢ > 0 is an absolute constant. (One may take ¢ = ﬁi)

The lower-bound of Lemma 3.4 is standard and represents a particular case of a more
general two-sided inequality due to Marcinkiewicz and Zygmund for p-th moments of
sums of independent mean zero random variables, cf. [M-Z]. To obtain an explicit value
of the constant ¢ in the particular case p = 1, one may use a symmetrization argument.
Let 4, ...,€, be independent random variables with a symmetric Bernoulli distribution,
that is, P{ey = £1} = 1, k = 1,...,n. Let all ¢ be also independent of all . If
(&, ...,&) is an independent copy of (&1, ...,&,), which is independent of the £;’s, by
the triangle inequality and symmetry,

D & -4 )
k=1

(|5l = 35
SRR )

where the last step follows from Jensen’s inequality in the centered &), variables. On the
other hand, by Khinchine’s inequality with optimal constant (due to Haagerup [Hal),

for all scalars aq, ..., ay,
n 1 n 1/2
E ELQ > — az .
(1) = 5 (%)

Combining the two inequalities yields Lemma 3.4 with ¢ = #5

On the basis of Lemma 3.4, we address the proof of Theorem 3.1.

Proof of Theorem 3.1. From Theorem 2.9, for every n > 1,

E(Wi(ptn, p)) = /_OO E(|Fu(z) — F(z)|)dx.

[e.e]

By Lemma 3.4 applied to & = Lix, <.y — F(2), k= 1,...,n, we have

E(|Fy(z) — F(z)]) > §E<(iéi>m>'
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But E((ifiy/z) . (: (E(|§k]))2)1/2 = 2y/nF(z)((1 - F(x)),

so that

1
E(|Fu(z) — F(2)]) > \/—Q_HF(x)((l—F(x)).

After integration over all z € R, we arrive at

W) = 2= [ F@)(1 = Fa)d.

To further estimate the last integral, it remains to recall the general identity

/Oo F(z)(1— F(z))dz = %E(|X1 .4

—00

where X7 is an independent copy of X;. Note also that the expectation E(|X; — al) is
minimized for (any) median a = m(X;) of a given random variable X; with distribution
function F. Theorem 3.1 follows. U

3.2 Two-sided bounds on E(W(uy, 1))

Now, we turn to the more delicate question on how to bound explicitly, both from above
and below, the mean distance E(Wj(p,, 1)) in terms of the distribution function F' of
w for each fixed n > 1. The next statement refines both Theorem 3.1 and Theorem 3.2,
and may be used to obtain a variety of possible rates.

Theorem 3.5 (Two-sided bounds on E(Wy(p,,, it))). There is an absolute constant ¢ > 0
such that for any p € Z1(R), for every n > 1,

¢(Ay+ By) < E(Wi(pn, 1)) < Ay + B,

where
A, = 2/ F(z)(1— F(z))dz,
{(4nF(x)(1-F(2)<1}
1
B, = — VF(z)(1 - F(x))da.
V1 fanr @) (1= F@)>1}
One may take c = 557

Since /n B, — Ji(1) as n — 0o, together with Theorem 3.2, the preceding result
yields the following characterization.
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Corollary 3.6 (Characterization of the standard rate for E(Wy(u,, p))). Given p € Z1(R),

EW1 (pin, i) = O(\/iﬁ) as n — oo if and only if the integral

) = [~ VF@-F@) da
1s finite.

Before turning to the proof of Theorem 3.5, let us look at the possible behavior
of E(Wi(pn, 1)) for some classes of underlying distributions p with finite first absolute
moment and such that the integral J;(u) is infinite. Consider for instance the modified
Pareto distributions p on the real line that are symmetric about the origin and have
distribution functions F' such that

AF(z)(1—F(z)) =277,  a>1

Y

with parameter 1 < 8 < 2. In this case,

An:2/ F(z)(1 - F(z))ds = cgn VP
{(4nF(z)(1-F(2))<1}

where * = % is the conjugate exponent. In addition,

1
VP S nre) (- F @)1y

B, VF (@)1 - F(x))dx = c/ﬁnfl/ﬁ* —anfl/?
Since §* > 2, it follows that
A, + B, ~ CBn_l/ﬁ*

with some constant cg depending on 8. Therefore, by Theorem 3.5, E(W; (4, pt)) can be
of order n™* with any prescribed value of o such that 0 < a < % A similar conclusion
can also be made about standard Pareto distributions.

We next address the proof of Theorem 3.3 of the last section on the same basis.
Indeed, given a rate ¢, — 0, it is sufficient, by Theorem 3.5, to construct a distribution
function F' with finite first absolute moment such that

1
A, =

/ F(z)(1 = F(z))dz > &,
2 {4nF(2)(1-P(2))<1}

for all n large enough. Restricting ourselves to the case where F' is continuous, (strictly)
increasing and symmetric about the origin, one may formulate this task in terms of the
function u(z) = 4F(z)(1 — F(x)) considered on [0, 00). Indeed, u may be an arbitrary
continuous, (strictly) decreasing, integrable function in z > 0, such that «(0) = 1, and
we need to have the additional property that

/ u(z)dr > g,
{u(z)<1/n}
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for all n large enough. But this is a rather obvious statement justifying therefore The-
orem 3.3.

The proof of Theorem 3.5 requires some preparation. First, we need to refine the
bound of Lemma 3.4 in the case of Bernoulli random variables. The next statement is
a preliminary step.

Lemma 3.7. Given independent random variables &, . ..,&, such that |&| < 1 a.s.,
k=1,...,n, we have

Var([l¢]]) < 1
where [|€]| = (Xp_, 52)1/2 denotes the Euclidean norm of the vector § = (&, ...,&,).
Proof. For any random variable R > 0 with finite 4-th moment and such that E(R?) > 0,
there is a general upper-bound for its variance,

Var(R) < % | (3.5)

Indeed, putting a = /E(R?),
Var(R?*) = E((R* —a*)?) = E(R—a)*(R+a)®) > ¢’E((R —a)?) > a*Var(R)

which is exactly the desired bound.
Now, take R = ||£||. Then, by the independence of the £;’s, and using that || < 1,

Var(R?) = Y Var(¢f) < Y E(¢)) < > E(§) = E(R?).

Hence Var(R) <1 by (3.5), and the lemma follows. O

Observe that the bound of Lemma 3.7 represents a special case of the concentration
of measure phenomenon for product measures on the cube [—1, 1], stated for the specific
convex Lipschitz function u(x) = ||z||. See [T2], [L1-3], [Bobl].

The next crucial lemma for sums of independent Bernoulli random variables is per-
haps classical, but we could not find an appropriate specific reference.

Lemma 3.8. Let S, = n1 + --- + 1, be the sum of n independent Bernoulli random
variables ni, k = 1,...,n, with P{ny = 1} = p and P{ny = 0} = ¢ = 1 — p where
€ (0,1). Then

¢ min{2npq, \/npq } < E(\Sn — np]) < min{2npq, \/npq },

where ¢ > 0 is an absolute constant. One may take ¢ = % 574,
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Proof. The upper-bound is elementary. On the one hand,

E(|Sn_np’) V' Var(S,) = v/npq.

On the other hand, by the triangle inequality,

E(|S, —npl) < > E(lm—pl) = 2npg.
k=1

The two estimates imply the upper-bound of the lemma.
To derive a lower-bound, we apply Lemma 3.7 to the random vector £ = (&3,...,&,)
in R” where &, =n, — p, for k =1,...,n. It gives

E(I€1)” = E(IE) —1 = npa—1 2 Snpa,

where the last inequality holds whenever npg > 2. In this case, we get therefore E(||£]]) >
\/Li v/npq, and by Lemma 3.4,

1

4 npq.

It yields the lower bound of the lemma (with the better constant ¢ = }l)
Now, assume that npg < 2 and, without loss of generality, that p > % Hence, ¢ < %,

and moreover,
(1 4
¢ < o0 = min{L, 2,
n

E(|S, —np|) = E(

2?
We have
E(|Sn - np|) > E(|Sn — np| ]1{771=---=nn=1})
=ngP{m=--=n,=1} (3.6)
= p" ' npq.
If n <4, just use p"~* > %. For the remaining values n > 5, we have
4 n—1
P> =) > (1 - ﬁ) > 574 (3.7)

(Here, the last inequality may be explained by the fact that the function (1 — 2)*~!is

increasing in # > 5.) Combining the two lower estimates (3.6) and (3.7), we finally get

]E(]Sn — np|) > ¢-2npq > ¢ min{2npq, \/npq}

with constant ¢ = 1 574 m

N[
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Proof of Theorem 3.5. Start again from Theorem 2.9 to get

o0

E (Wi (ks 1)) —/ E(|Fu(z) — F(x)|) da.

By Lemma 3.8 applied to n, = Lix,<z}, k=1,...,n,and p = F(z), ¢ = 1 — F(x), we

obtain

E(|Fu(z) - F(z)]) < min {20F (2) (1~ F(x)). /aF(@) (1~ F(2) }.

n

Hence,

E(Wi(pn, p)) < 2/ F(z)(1— F(z)) dx

AnF(z)(1-F(z))<1}

/4 F(z)(1—F(z))>1} VF(@)(1—F(z)) dv = A, + By,

The lower-bound of the same lemma yields the reverse bound E(W1 (piy,, i) > c(A,+By,)
with constant ¢ = %5’4. The proof is complete. O

3.3 Functional limit theorems

The condition J;(u) < oo as in Corollary 3.6 appears naturally in functional central
limit theorems. Namely, suppose that Y is a random element in the Banach space
L'(R), and let (Y3) r>1 be independent copies of Y. By the assumption, the integral

1Yl my = / ¥(2)| de

o0

is almost surely finite. As a stronger condition, one may assume the finiteness of the
first L'-norm moment

B(Y ) = [ E(Y@))ds

[e.o]

Define Z,, = \/%7 (Y14 ---+Y,), n > 1. Assuming in addition that E(Y (x)) = 0, for

all z € R, by a theorem due to Giné and Zinn [G-Z], the sequence (Z,), -, is convergent
weakly in distribution in L'(R) to a Gaussian limit v if and only if

/Oo (E(Y(2))]?dz < o. (3.8)

e}

In particular, this theorem can be applied to the random function

Y(z) = 1x(z) — F(z), r € R,
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which belong to L'(R) as long as E(|X|) < oo. For this choice of Y, the condition (3.8)
exactly amounts to the finiteness of J;(u). Therefore

Zy = /n(Fy(z)— F(z)) - v  weakly in L'(R)

if and only if J; () < oo.
To describe the Gaussian limit -, recall the classical fact (known as Donsker’s theo-
rem) that when F is a uniform distribution on the unit interval [0, 1],

Vi (E,(t) —t) — We(t).
weakly in the Skorokhod space D([0,1]). That is, v is the distribution of the standard
Brownian bridge W°(t) = W(t) —tW (1), 0 < ¢ < 1. Recall that D([0,1]) is equipped
with a metric generating the topology such that all balls with respect to the uniform

metric are Borel measurable, cf. [Bi], [S-W], [C-H].
Using the change of the variable t = F(x), this result extends to

Vit (Fu(w) = F(x)) — W°(F(x)

where the weak convergence is understood in the space Dy(—o0,00) of all functions
u = u(z) such that the limits u(z—) and u(z+) exist and are finite for all points = of
the real line, and in addition u(z) — 0 as |z| — oc.

Note that no moment assumption is needed for such weak convergence. But the
Gaussian process G(z) = W°(F(z)), z € R, has trajectories in L*(R), that is,

1Gl ) = / (W(F(z))|dz < oo as.

if and only if

E(IGl ) = [

—00

oo Y 2
E(|We(F(x))|) dz = \/;Jl(u) < 00.

The following statement summarizes the previous conclusions and complements
Corollary 3.6.

Corollary 3.9 (Functional limit theorem for Wi (g, p)). For any p € Zy(R) with
distribution function F, the following properties are equivalent:

@) Vi E(Wi(jin, 1)) = O(1) asn — oo;
b) V/n(F,(x)— F(x)) — W°(F(z)) weakly in L*(R);
c) Ji(p) < oo.

Under one of these equivalent conditions,

\mwwmo%[ﬂwwme

weakly in distribution on R.
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The equivalence of b) and ¢) was first emphasized in the work of del Barrio, Giné
and Matrdn [B-G-M], cf. Theorem 2.1 therein. It is also stated there that, under the
condition ¢), the sequence v/n Wi (u,, i) is stochastically bounded, i.e.

tliglo igll) P{v/n Wi(pn, 1) >t} = 0.

Moreover, it is shown in [B-G-M] (Theorem 2.4) that, if J;(u) < oo, and if addi-
tionally x4 has a finite absolute moment of order p > 2, then there is a finite limit of

o lim E( (it Wi(un, 1)) = E (( /_: |W°(F(:c))\da:>r)

n—o0
for any 0 < r < p.

In case J;(u) = oo with p being a stable law, an asymptotic behavior of distributions
of Wi (pn, ) was also studied in [B-G-M]. In particular, Proposition 4.3 and Corollary 4.4
therein indicate that, if u is in the domain of normal attraction with a normalizing
sequence b, and with J;(p) = oo, then

— — ] in probability.
n—00 bn n—oo ]E(Wl<,umu)) P '

This may be viewed as a variant of the law of large numbers.
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4 Order statistics representations of W, (u,, )

With this section, we start the investigation of the rate as n — oo of E(Wp(un,,u))
for some p > 1. As will be clear in the next sections, it actually turns out that the
behaviour of (W, (4, pt)) for p > 1 can be very different than in the case p = 1 (for
which the preceding section provided the universal rate \/Lﬁ under mild conditions on
1). The investigation of the case p > 1 thus requires different tools and methods. This
section introduces new tools in this investigation, namely the use of order statistics and
related beta distributions after reduction to the uniform distribution, which are more
suited to the case p > 1. Exact rates for the uniform distribution are provided.

As in the previous section, we deal with a Borel probability measure g on R with
distribution function F', law of a random variable X, and with the sequence pu, =
%Zzzl dx,, n > 1, of empirical measures of a sample (X}),~, of independent copies of
X.

4.1 Optimal transport, order statistics and inverse functions

We first develop a description of the Kantorovich distances in terms of order statistics.
First, let us recall a few basic facts from the field of transportation of measure. We refer
to [R-R], [Vil], [Vi2] for more complete accounts.

Any collection of real numbers x4, ..., z, may be arranged in increasing order xj <
-+ < zy. In particular,

x] = min xy and T, = max oj.
1<k<n 1<k<n
A similar notation is applied to random variables X7, ..., X,,, in which case X; is called

the k-th order statistic.
The following lemma is classical.

Lemma 4.1. Let V : R — R be even and convex. For any two collections of real
numbers Tyi,..., T, and Yy, ..., Yn,

iI;f Z Vi(xk — Yor)) = Z V(xg — yr)
k=1 k=1

where the infimum is taken over all permutations o of {1,...,n}.
With every collection of real numbers x4, ..., z,, we associate an “empirical” measure
n
1
w = - 63%
n
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The next lemma specializes the representation of I, in terms of the inverse distribution
functions (Theorem 2.10) to the class of such measures. For completeness, we include a
proof on the basis of Lemma 4.1.

Lemma 4.2. Given two collections of real numbers xy,...,x, and yy,...,Yn, let p and
v be the corresponding empirical measures. Then, for any p > 1,

1 - * *
Wy, v) = " Z |k — yel”-
k=1

In particular,

Woo(p,v) = max |2y, — yil.

Proof. By the very definition of the Kantorovich distance W),(p, v) between p and v,

Wpnw) = inf [ [ o= yPdn(e.g) = int 33l =P m

i=1 j=1

where the infimum is taken over all probability measures © on the plane R x R with
marginals ;4 and v, and where we put 7;; = 7{(z;,y;)} (necessarily, 7 is supported on
the points (x;,y;), 1 < 14,5 < n). Thus, the second infimum is taken over the set M,
of all n x n matrices (7;;) with non-negative entries such that, for any ¢ = 1,...,n and

any j =1,...,n,
n n
1
E ﬂ-ij: E 7Tij:—.
n
=1 i=1

Note that M, represents a convex compact subset of R, and the functional
n n
T = ) lwi =yl
i=1 j=1

is affine on it. Therefore, this functional attains minimum at one of the extreme points
of M,. But, by the well-known Birkhoff theorem, any such point has the form 7;; =
% Lij=o(i)y, where o : {1,...,n} — {1,...,n} is an arbitrary permutation. Hence,

1. . —
Wylu,v) = — inf > Jai = Yo
i=1

where the infimum is taken over all permutations o : {1,...,n} — {1,...,n}. Finally,
to specify the last infimum, it remains to apply Lemma 4.1 with the convex function
V(z) = |z|P. O
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Let us now apply Lemma 4.2 to arbitrary collections of random variables. We denote
by L£(&) the distribution (the law) of a (real) random variable .

Theorem 4.3 (Order statistics representation of W,(u,,i)). Given random vectors
(X1,...,Xp) and (Y1,...,Y,) in R™, let p, and v, be the corresponding empirical mea-
sures. Then, for any p > 1,

n

E (W (i) = 3 (X~ V7 P). (1)

k=1

Moreover, if (Y1,...,Y,) is an independent copy of (Xi,...,X,) and p = E(u,) =
LS e L(Xk) is the mean marginal distribution,

n n

E(|X; ~ EXDI") < BEWr i) < = SO E(IX; —EGXD).  (42)

k=1 k=1

9—p
n
In the case p = 2 similar bounds hold with better constants:

% ZVar(X,’;) < E(Wg(,un,u)) < % ZVar(X;).

k=1 k=1

Proof. The first relation (4.1) immediately follows from Lemma 4.2. To derive the lower-
bound for E(WP (i, 1)) in (4.2), one may use the triangle inequality for the distance
W, to get that

WE (py vn) < 2271 (W2 (s 1) + WE (v, ).

After taking the expectations,
E(WE (s ) < 277 (E(WE(ttn, 1)) + B(WE (0, 12)) ) = 27 B(WE (s 1)
so that .
E(V (o) > 20 SR - VP
k=1
Also, by Jensen’s inequality and independence,

E(1X; - YD) = E([X5 - E(Y)

") = E(|x; —E(Y)

)
so the lower-bound in (4.2) follows. Note that E(|X; — Y;*|?) = 2 Var(X}), which leads
to the improvement in the constant when p = 2.

To derive the upper-bound in (4.2), we use the convexity of the functional v +— W;’( [, V).

This property may actually be verified in the setting of an arbitrary metric space (E, d).
Fix t1,t5 > 0, t; +to = 1. Given p, 1,15 € Z,(E,d), let probability measures m; and
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me on E X E have marginals (u, 1) and (p, v9), respectively. Then m = 17 + toms has
marginals (i, v) where v = t11y + to1n. Hence,

Wr () < / /E & — yP? dn(z,1)

- / / @ — gl dm(z,y) + to / / © — g dmalz, y).
EJE EJE

Taking the infimum on the right-hand side over all admissible measures m; and 7y, we
arrive at
W;(,U/, V) < th;(/@ Vl) + t2W5(:u7 VQ)

which means exactly the convexity.

Since the functional v — WP2(u,v) is also continuous on Z,(E, d), the above Jensen
inequality extends to infinite sums or integrals, at least, when (F,d) is separable. In
particular, in the space Z,(R)

Wy (bt 12) = Wy (i, By () < By (W) (i, v)).-

After the next integration with respect to X this yields
1 - * *
E(WP (i, 1)) < - ZE“Xk ~ Y P)
k=1

from which (4.2) immediately follows. If p = 2, the latter expectation is equal to
2 Var(X}). Theorem 4.3 is proved. O

To conclude this section, we briefly investigate another possible approach to the
study of the Kantorovich distances between probability distributions on the real line by
means of inverse (distribution) functions. With every distribution function F, recall the
associated inverse distribution function

F7't) = inf {z e R: F(z) > t}, 0<t<l1

from (2.2). (We refer to Appendix A for a complete analytic investigation of inverse
distribution functions.) The alternative description of Kantorovich distances is based
on the general explicit representation

Wi = [P -6

from Theorem 2.10. Applying it to the empirical measures, one obtains the following
alternative variant of Theorem 4.3 for E(W2 (1, t)) in terms of the quantile process
t— FL(1).
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Theorem 4.4 (Quantile representation of W2 (i, i)). Let (Xi, ..., X,) be a vector of
random variables with finite p-th absolute moments (p > 1). Let u, be the corresponding
empirical measure, and p =+ 3" L(X}) be the mean marginal distribution. Then

1
E(W (o) = [ E(IF (0~ F ) de
0
where F,, and F' are distribution functions associated with p,, and p respectively.

The representation of Theorem 4.4 leads to a different expression for E(WP (i, 1))

in comparison with the bounds of Theorem 4.3. For definiteness, assume that X <

- < X} a.s., so that p, assigns the mass % to n distinct points (this assumption can
be removed in the resulting representations). Then F,(X}) = £ and

FE7Yt) = X; for <t<

n

kE—1 k
-, k=1,...,n.
n n’

Hence, by Theorem 4.4,

k/n
E WP (i, 1t Z/ E(|X; — F~'(¢)|")dt.

Under further regularity assumptions on F', one may change the variable t = F'(z), and
then the above formula becomes

n (k/n)
BV (o)) = > [ E(|X; - af)dF ().
=1 Y F71((k=1)/n)

Both formulas can be used for computations in special cases. For example, for the basic
exponent p = 2,

* - 2 * * — 2
E(|X; — F'(t)|) = Var(X;) + [E(X}) — F'(1)]"
The following statement results.

Corollary 4.5. In the setting of Theorem 4.4 with p = 2,

E(W2(ptn, ZVar X7) +Z/ — FY ()| dt.
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4.2 Reduction to the uniform distribution

In the study of rates for the mean Kantorovich distances in the scheme of indepen-
dent identically distributed random variables, the uniform distribution appears as the
best possible example (in some sense). On the other hand, many questions about
E(WP(pin, 1)) in the general case can be reduced to this example.

When a sample (Uy,...,U,) consists of independent random variables uniformly
distributed in the unit interval (0, 1), the order statistics Uy < --- < U} are well-studied
in this case. Indeed, the k-th order statistic U}, k = 1,...,n, has a beta distribution
Bi n—k+1 with parameters (k,n — k + 1), i.e. it has the density

Prn(r) = nCF 1" (1 —2)"7F, 0<z<l,
where C*~1 = % are the usual binomial coefficients. We refer to Appendix B

for a complete analysis of beta distributions and their densities.

Therefore, when the random variables X, ..., X, are independent and distributed
according to y with distribution function F and associated inverse function F'~1 (cf. (2.2)),
the corresponding order statistics may be represented as

X; = FY(U)), k=1,....n
(cf. Proposition A.1). As a result, there is yet another alternative to the representation
of ]E(W]g’(un, Vn)) given in Theorem 4.3. As usual, u, = %zzzl Ox,-

Theorem 4.6 (Beta representation of W, (i, 1t)). If vy, is an independent copy of pin,
forallp>1,

n

E(W2(pin,vn)) = 1 Z /O /O |F71(t) — F'(s)[" dBini1(t) dBrprs1(s).  (4.3)

Recall that

E(W3 (ttn, 1)) < E(W} (ny va)) < 2PE(W) (i, 1))

so that the right-hand side of (4.3) with F' the distribution function of p describes in
essence the behaviour of E(WP(u,,1)). This approach will be used in Section 5 below.

At this point, let us illustrate how Theorem 4.3 may be used to derive an exact
formula for the mean of the quadratic Kantorovich distances in the case of the uniform
distribution.

We first recall from Appendix B the moment formulas for the beta distributions. For

the sample (Uy,...,U,) drawn from the uniform distribution and the associated order
statistics Uy < --- < U, we have o« = k and f =n — k + 1 so that
k k(n—Fk+1)
E(U;) = d Var(U) = :
( k) n+ 1 an ar( k) <n+ 1)2 (7’L+2)
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It then easily follows that

Var(U}) =
k=1

1
6(n+1)

SRS

Using Theorem 4.3, we obtain an exact formula for E(W3(u,,v,)), where v, is an
independent copy of u,. It also provides the two-sided bound

1

9 1
2m1) < E(W3(ptn, 1) <

~“3(n+1)
For an exact formula, one may appeal to Corollary 4.5 which gives

k/n

E (W2 (fin, 1 Z\/ar Ur) —|—Z/ E(U;) —t) dt

1 " /’f/" k
= ——+ (t— ) dt
6(n+1) ; (k—1)/n n+1

n

1 1 , ,
T 6mt D) 3nmr D) ;[k‘ +(n—k+1)7.

Using that > k® = (”("TH))Q, we arrive at the following conclusion.

Theorem 4.7 (Exact rate of E(W3(pin, 1)) for the uniform distribution). If u is the
uniform distribution on (0,1), for each n > 1,

1
E (W3 (1) = &~
In addition, if v, 1s an independent copy of jiy,
1
E(W5 (ttn, vn)) = St 1)

Similar asymptotic behaviours are valid for E(WZ(u,,p)) with arbitrary p > 1.
Theorem 3.1 produces the lower-bound

E(Wp (i, 1) > E(Wi(pin, 1)) > %E(IX—WD (4.4)

where m is a median of X (with law p) and ¢ = ﬁ To improve the factor E(|X —m]),
recall that on the final step of derivation, we obtained a slightly better general bound

/00 F(z)(1 - F(z)) dz,

—00

E(W1(ptn, 1)) >

5 -
S
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which in case of the uniform distribution g on (0, 1) becomes E(W; (g, 1)) > 6\/1%.

For an upper-bound, one option is to apply a Khinchine-type inequality holding for
random variables with log-concave probability distributions (and using the fact that the
beta distributions are log-concave for & > 1 and 5 > 1). To get a sharper estimate, one
can also use the property that the U}’s are uniformly sub-Gaussian. Indeed, as will be
shown in Appendix B (cf. Proposition B.10), for all k = 1,... n,

P{|U; —E(U;)| > r} < 2700 >0,

This readily provides bounds on the moments, for example

) < (<o)

n

E(|U; —E(UR)

with some absolute constant C' > 0. The following statement is then immediately
obtained from Theorem 4.3.

Theorem 4.8 (Exact rate of E(WZ (i, 1)) for the uniform distribution). Let yu be the
uniform distribution on (0,1). Then, for any p > 1, and any n > 1, with some absolute
constant C' > 0,

BV ()] < €)%

B

Note that from (4.4) and Theorem 4.8, E(W, (i, 1)) is of order \/iﬁ for any p > 1.

However, the behaviour of E(W,,(ju,, 1)) and [E(WP (1, j1))] 7 i different for grow-
ing p. Indeed, in the case of the uniform distribution p on (0,1), F(z) = « for all
x € [0,1]. Let as usual F,, denote the distribution function associated to u, which is
thus constant outside [0, 1] (with probability one). Then, by Theorem 2.8 applied to
, the distance Wi, (p,, 1) may be described as the infimum over all h > 0 such that
r—h < F,(x) <z +h, for all x € [0, 1]. That is, with probability one we have

Woolptnnst) = B = Fl| = sup | Fy(a) = F(a)].
xe

which represents the (uniform) Kolmogorov distance between F,, and F'. In that case, by
the Dvoretzky-Kiefer-Wolfowitz theorem [D-K-W], the random variables v/n || F,, — F||
are uniformly sub-Gaussian, and more precisely,

(VA —F| >t} <277 >0
cf. [Mas]. As a direct consequence, we obtain:

Theorem 4.9 (Exact rate of E(W(un, 1)) for the uniform distribution). Let p be the
uniform distribution on (0,1). Then, with some absolute constant C' > 0 (for example

C:\/g),forcmynZL .

EWQWmM)SCﬁ.
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On the other hand, the bound of Theorem 4.8 cannot be true with a p-independent
constant, and the stated dependence in p is correct. Indeed,

E(WE(n, 1)) = E(/Ol\Fgl(t)—tV’dt) = E(/Ol\Fn(x)—x\pdx).

By the central limit theorem, the random variables \/n (F,,(z) — F(x)) are weakly con-
vergent to the normal law N(0,z(1 — z)). By convergence of moments, we get that

1/p

n—oo

lim v/ E(W (1 1)) 77 = [E(|Z!”) /01 (I(l—x))p/zdx]

where Z ~ N(0,1). Here [E(|Z|P)]"/ is of order \/p.
It is also of interest to compare Theorem 4.9 with the asymptotics (without any
normalization)

lim E(Wp(un,yn))l/p =1,

p—0o0

where v, is an independent copy of p,,, which can be made on the basis of Theorem 4.6.
Indeed, since both p, and v, are supported on [0, 1] (with probability one), we have
Wy (ptn, V) < 1. On the other hand, from (4.3), forany k=1,....,n

1/p
[E(Wg(ﬂn,l/n /p Z |: // |t—8| dBkn k+1 dBkn k+1() — 1

as p — 00.
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5 Standard rate for E(W?(u,, 1))

In this main section, we study the rates for the mean transport distances E(W), (1, 1))
or E(WP(pn, 1))'/?, with a special focus on bounds that provide the standard \/iﬁ—rate.
Here, as usual, p is a Borel probability measure on R with distribution function F', and
Uy = %Ezzl dx,,n > 1, are the empirical measures on a sample (Xj),-, of independent
random variables with common law pu. -

Unlike the case p = 1, it actually turns out that, even if u is compactly supported,
an extra condition on y is needed in order to insure that W),(uy,, i) with p > 1 is of order
\/Lﬁ. A complete characterization of the standard rate for E(W, (1, 1)) will be provided
in this part in terms of the functionals

[ F@) = PP
) = [ S (5.1)

where, as before, F' is the distribution function associated with y and f is the density
of the absolutely continuous component of . A first step is to achieve upper-bounds
with the help of the functional J,(u) (starting with the important example p = 2). In
this process, a further analysis will involve the I-function

I(t) = Ip(t) = f(F7'(1)), 0<t<l, (5.2)

of the distribution function F' leading to sufficient conditions in terms of Cheeger-type
inequalities. Necessity and lower-bounds are examined next, based on the refined lower
integral bounds of Appendix B. The section is completed with a study of the standard
rate in the metric W,,. We refer to Appendix A for a complete account on inverse
functions and the associated I-functions and to Appendix B for material on beta distri-
butions and their densities.

5.1 General upper-bounds on E(W3(p,, 1))

This first paragraph is concerned with the important case p = 2 and states one of the
general results.
Given a probability meausure p on the real line R, recall from (5.1) the Jp-functional

[P R0 F@)
Jo(u) = / R (5.3)

We agree that § = 0, and if y is a delta-measure, that Jy(u) = 0.

Theorem 5.1 (Upper-bound on E(WZ (i, 1t))). For everyn > 1,

2

2
E(W5 (ptn, 1)) < —l

Ja(p).
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Moreover, if v, is an independent copy of jiy,

2
n+1

E(WQZ(NmVn)) < J2(,u>'

The theorem is applicable when the functional Jy(u) is finite, which is a stronger
property than having a finite second moment (like finiteness of Ji(u) is stronger than
finiteness of the first absolute moment). For example, if p has density of the form
f(x) = coe " 2 € R, with a parameter a > 1, then Jy(u) < oo for a > 2, but
Jo(p) =00 forall 1 < a < 2.

As we know from Appendix A, for the finiteness of Jy(u), it is necessary that p be
supported on an interval A of the real line, finite or not, and f be a.e. positive on it
(and then integration in the definition of .J; should be restricted to A). An equivalent
approach to this definition is to require that the inverse distribution function F~! be
absolutely continuous on (0, 1), in which case

H) = [ (O] -0

where (F~1)" is the Radon-Nikodym derivative (cf. Corollary A.22). One can also rep-
resent this derivative in terms of the associated I-function I(t) = f(F~!(t)), 0 <t < 1,

of (5.2), so that 1
Ja(p) = /0 %dt-

For more details we refer to sub-Sections A.4 and A.5 in Appendix A.

Proof of Theorem 5.1. Assume that Jo(p) is finite. In particular, the inverse func-
tion F'~1 is absolutely continuous on (0,1). First, we recall from sub-Section 4.1 that
E(W3 (i, 1)) < E(WZ(ptn,vn)). To derive the second bound of the theorem, let us
rewrite the representation of Theorem 4.6 in terms of the mean beta distribution B,, of
order n,

1 n
B, = - Z By n—k+1 @ Bpn—kt1,

B (W2 (jin, vn)) :/0/0 [FY(t) — FY(s)]” dBy(t,s).

It remains to apply Proposition B.13 with v = F'~! which then yields

/0/0 [F(t) - F'(s)]>dBy(t,s) < n—2|r1/0 P (0] 41— t) dt.
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Let us now return to the canonical representation from Theorem 2.10,

1 1 !
W) = [ [0 - @] = o [ w2
0 nJo
in terms of the empirical quantile processes

&) = Vn(FM(t) - F'(t), o0<t<l

Here, as before, F;! denotes the inverse of the empirical distribution function F), as-
sociated to the sample X, ..., X, drawn from the distribution p with the distribution
function F. Since F~! is distributed according to p under the Lebesgue measure on
(0,1), the trajectories of &, belong to L*(0,1) if and only if x4 has a finite second mo-
ment. Under this condition, one may therefore wonder whether or not, the distributions
of &, (as probability measures on this Hilbert space) have a non-degenerate weak limit
in L%(0,1) in analogy with a similar property for the distance W;. This question was
solved in the work by del Barrio, Giné and Utzet [B-G-U] under the additional regularity
assumption on the distribution of the sample, namely that the measure u is supported
on an interval (a,b), where it has a positive differentiable density f such that

F(z)(1 -
s f(@)

This condition is going back to [C-R] (see also [S-W]). Note that in terms of the function
I(t) = f(F~1(t)), (5.4) may be rewritten as

f(x)) ()] < oo. (5.4)

tH(1—1)
Ssu
ool I(D)

[I'(t)| < oo.

One of the main results of [B-G-U] may then be stated as follows. As before, denote by
W? the standard Brownian bridge.

Theorem 5.2. (B-G-U) Under the regularity assumption (5.4), if Jo(u) < oo, the distri-
butions of the quantile processes &, are weakly convergent in L*(0,1) to the distribution
of the random process W°(t)/I(t). Moreover, in this case

Wwe (t)z
0L dt

1
n W3 (p, 1) — /
0

as n — oo weakly in distribution on the real line.

In the same work [B-G-U], del Barrio, Giné and Utzet have also studied an asymp-
totic behaviour of the empirical distributions and the distributions of nW3(u,, 1) in the
case where Jo(p) is infinite.
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5.2 General upper-bounds on E(W} (i, 1))

Theorem 5.1 admits a natural extension to the general case p > 1 with the J,-functional
of (5.1). The following result is a combination of Theorem 4.6 with Proposition B.13
from Appendix B similarly to the case p = 2.

Theorem 5.3 (Upper-bound on E(WE(in, p1))). For any p > 1, and anyn > 1,

E(W) (kn, 1)) < (\/sp—”) Tp(1).

In particular, .

Wt )], < —];Jé/p(u),
which is effective when the integral J, () is finite.

In the case p = 2, the preceding amounts to Theorem 5.1 although with a worse
absolute constant. The same holds true for p = 1 in which case the statement is covered
by Theorem 3.2 with a worse constant and with an additional assumption about the
absolutely continuous component of ;. The latter may actually be removed by a simple
approximation argument (since the density f does not appear explicitly in J;).

One immediate consequence of Theorem 5.1 (and essentially of the Poincaré-type
inequality of Proposition B.8) is that the finiteness of the integral J,(u) implies the
finiteness of the p-th absolute moment of 4. Indeed, since W2 (yu,,, 1) < 0o a.s. and since
f, is compactly supported, necessarily E(|X|P) < oco. This fact is not so obvious if we
only look at the definition of .J,.

As in the case p = 2, if p > 1, for the finiteness of J,(u), the measure p should be
supported on an interval, and f should be a.e. positive on it. In this case, in terms of
the I-function of (5.2), the definition of J,(u) becomes more natural

Jo (1) :/0 (—M) dt. (5.5)

(1)

In particular, it may be seen that the quantities J;/ P(u) grow with p.
Often, the last representation (5.5) is more convenient for determining whether or
not J,(p) is finite. For example, if 41 is standard normal, the function / is symmetric

about t = 3 and I(t) ~ t\/2log(1/t) as t — 0. Therefore, J,(u) < oo if and only if

1 < p < 2. The value p = 2 is indeed critical for the Gaussian measure, since as we will

see, the relation E(Ws(pn, 1)) = O(\/Lﬁ) does not hold true in this case.

Actually, given a > 1, let pu have density coe **, 2 € R, where ¢, > 0 is a
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normalizing constant. For large x > 0, the associated distribution function F' has tails

1 F) = @ [T L gew

-1
a J,ooy®

c 1 o <1 o
= = T —(a—1 —e Y d
O{|:.Z'a1€ (c )/x yae y}

= e L youy).

Q moc—l

Hence, the [-function is symmetric about the point t = % and has an asymptotic I(t) ~
const - ¢ (log(1/t))/*" as t — 0, where a* = -2 is the conjugate exponent. Therefore,
Jp(p) < oo if and only if 1 < p < 2. This conclusion applies, in particular, to Gaussian
measures.

On the other hand, the property J,(1) < oo with 1 < p < 2 is true for a large
family of probability distributions p on the line. This will be discussed in further details
in the next section. At this point, let us describe one class of compactly supported
distributions for which the standard rate is applicable regardless of the range of p.

Corollary 5.4. If the I-function of u satisfies

I(t) > e Jtl—1), O0<t<l, (5.6)

for some constant ¢ > 0, then, for any p > 1,

[E(W (1, )] " < g

ok

In particular, the uniform distribution on [0, 1] belongs to this class, so we extend
Theorem 4.8, although with a worse behaviour of the p-dependent constants.

Note that all probability measures such that I(t) > c¢y/t(1 —t) have a compact
support. Indeed, if (a,b) is a supporting interval of p, then, by Corollary A.23,

bodt 1ot dt ™
boa= [ L2 T
o I(t) = ¢ Jo t(1—t) ¢
As we know from sub-Section A.6 in Appendix A, these measures may be described
as Lipschitz transforms (with Lipschitz seminorm not greater than 1/c) of a special
symmetric probability distribution v whose associated I-function is exactly I(t) =
t(1 —t). Namely, v is supported on the interval [—7, 7] and has there density

1 T

g(x) = 7 Co8 <§>, x| < .

To relate with other known distribution, let us note that the beta distribution with
parameters a = [ = 2 has a very similar /-function. Indeed, the beta density and
distribution function are given in this case by

f2,2($) = 6x(1 — ), F2,2(x) = :172(3 — 2z), 0<zxz<1.
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For x € 0, %], we have 3z < fyo(z) < 6z and 22?2 < Fyy(x) < 322 The latter implies
\/g < Fy5(t) < \/g for t € [0,1]. Since Fy;(t) € [0,3], we get that

PP ) < 6730 < 6,1 < 6y/AT)

and

faa(Faa (1) > 3F,5(t) > V3t > \/3t(1—1).
Since the function I5s(t) = fa2(Fy, (t)) is symmetric about the point ¢ = 1/2, the final
estimates remain to hold for ¢ € [%, 1] as well. Hence,

V3t(1 —t) < Iho(t) < 64/t(1 —1), 0<t<l,

Therefore, the probability measures satisfying (5.6) in Corollary 5.4 can also be obtained
as Lipschitz transforms (with Lipschitz seminorm not greater than 6/c) of the beta
distribution with parameters a = § = 2.

In case of other beta distributions B, , with general parameter o > 0, the cor-
responding I, o-functions behave near zero like t/(@+) and therefore satisfy similar
two-sided bounds

co (H(1 =) < L) <oy (t(1 =)V o<t <1,

up to some positive constants ¢y and ¢y, depending on «a.

5.3 Distributions with finite Cheeger constants

Theorem 5.3 may be applied to a large family of probability distributions u, especially
when 1 < p < 2. For example, one may require that p satisfies a Cheeger-type isoperi-
metric inequality, or, equivalently, a Sobolev-type inequality

h/_oo lu(z) — m|du(z) < /_OO |/ ()| du(x).

Here, u is an arbitrary absolutely continuous function with median m = m(u) under g,
and h > 0 is a constant independent of u. An optimal value h = h(u) in this inequality
is called the Cheeger isoperimetric constant. It admits a simple explicit description

= essin /()
h(p) = xeRf min{ F'(z),1 — F(x)}

where F'is the distribution function associated to p and f is the density of an absolutely
continuous component of u (cf. [B-H1]). In particular, for the property A > 0 it is
necessary that f be supported and be a.e. positive on the supporting interval of p.
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For such measures, the inverse distribution function F~! is absolutely continuous,
and the associated function I = 1/(F~1)" necessarily satisfies a lower-bound

I(t) > h min{t,1 —t}, 0<t<1 (ae.)

which readily implies the finiteness of J,(1) < oo for the range 1 < p < 2. Moreover,
we have that
1/2 P 4
J, < 2n7P tTPEdE < —— .
(1) < /0 2_p
Therefore, from Theorem 5.3, we obtain the following consequence.

Theorem 5.5 (Upper-bound on E((WJ(jt,, 1)) under Cheeger constant). Let pu have a
positive Cheeger constant h. Then, for any 1 < p <2 and anyn > 1,

E(WE (ptn, 1)) < % (%)p

where C' > 0 1s an absolute constant.

Theorem 5.5 admits an alternative proof using the Lipschitz images as developed
in sub-Section A.6 from Appendix A. Indeed, denote by v the two-sided exponential
distribution on the real line with density %e"’”‘. The canonical non-decreasing map
T : R — R which pushes forward v onto y has the Lipschitz semi-norm [Tl ;, < 7.
Write the order statistics for the sample Xy as X = T(Uy), where Uf,... U} are
order statistics in the sample taken from v. Let (V/*,...,V*) be an independent copy
of (Uy,...,U}) and put Y, = T(V}¥). Then, by Theorem 4.3, and using the Lipschitz
property of the map 7', we get

1 n
E(Wp (i, 1)) < - ZEGXZ - Y1)
k=1

1 - * *
< ;E(M—Vk ’)
< 2pE wr

where v, is an empirical measure constructed for the sample drawn from v. Thus, at
the expense of a factor we are reduced in Theorem 5.5 to the particular case of the
two-sided exponential distribution. In this case, estimates for E(|U; — E(U})|?) can be
explored directly.

5.4 Connectedness and absolute continuity

In this section, we turn to necessary conditions needed to get a standard rate for
E(W,(ttn, it)). Being bounded by using J,(u), it has already been emphasized after
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Theorem 5.1 for the case p = 2 (with reference to Appendix A) and after Theorem 5.3
for p > 1 that the finiteness of this functional includes the requirement that the distri-
bution function F of ;1 has an absolutely continuous inverse function F~!. In particular,
the support of u has to be an interval. What can one say therefore in this respect under

the formally weaker assumption that E(W),(un, 1)) = O(\/Lﬁ)?

As we will see later in Section 7, once p has a disconnected support, the rate for
E(W,(4tn, 1)) cannot be asymptotically better than n=1/?". In case p > 1, this is of
course worse than the standard rate. In fact, the validity of the standard rate requires
more. The purpose of this section is to prove the following statement.

Theorem 5.6 (Necessary condition for the standard rate). Given p > 1, assume that

E(W,(fns 1)) = 0(%)

holds true along a subsequence n = ny — 00 as k — oo. Then necessarily the inverse
function F~1 is absolutely continuous on (0,1).

This observation is partly based on the corresponding formulations of the lower-
bounds appearing in Proposition B.18 of Appendix B. More precisely, the latter yields
the following statement.

Theorem 5.7. If v, is an independent copy of ., then

E(WE(ftn, vn)) > c/{t(1 N {F‘l(t + %6n(t)> - F—l(t - %%(t))]p dt

> 7t}
and
1 1 P
E(W,(ttn, vn))]" > {F1t+—nt —Flt——nt}dt
[ ( p(ﬂ V>)] {t(1—t)> fﬂ} ( 68 <)> ( 66 ()>

t(1—t)

o1 and c is a positive numerical constant.

where e,(t) =

Proof. According to Theorem 4.3, WE (i, vy) = % >y |Xj: — Y|P where X} is the
k-th order statistic for the sample X, ..., X,, drawn from g, and Y,* is an independent
copy of X}. Hence,

E(W? (1 1)) = / / [F (@) — () dBo(a,y)

where B,, is the mean beta square distribution of order n. Therefore, the first inequality
follows from the first bound of Proposition B.18.
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In order to estimate E(W, (i, v,)) from below, we use the following general inequal-
ity which is a variant of the triangle inequality. If & ,... &, are non-negative random
variables, then for all p > 1,

E((€ 4+ &)"7) 2 [B@)y +-- + )],

This gives a lower-bound

ZE(\X;‘ - Y]

= ZE [P )

SI*—‘

[E(Wp<ﬂn7 Vn))}p >

)P

Here, U} is the k-th order statistic for a sample of size n drawn from the uniform
distribution on (0,1) with its independent copy V;*. But U} has the beta distribution
Byn—k+1, 80 we may apply the second bound of Proposition B.18 with u = F~1. [

For the proof of Theorem 5.6, we need a general auxiliary lemma about integral
moduli of continuity.

Lemma 5.8. Let p > 1, and let u : (a,b) — R be a non-decreasing function such that

/ ihhn [t + ho) — u(t — h)]Pdt = O(2)  (n— o0)

for some sequence h, | 0. Then u has to be absolutely continuous on the interval (a,b).

Proof. Since the absolute continuity is understood in the local sense, one may assume
that the interval (a,b) is finite, as well as the values u(a+) and u(b—). Then we need
to show that, for any ¢ > 0, there exists 6 > 0 such that, for any sequence of non-
overlapping intervals (a;, b;) C [a, b],

> (b — a) _5=>Z bi) —u(a;)) < e

i

Without loss of generality, it suffices to require that there are finitely many of such
intervals, say N, and all of them have equal length §/N. Moreover, it suffices to consider
such a property along any prescribed sequence N = N,, — oo with sufficiently large n
(this sequence may be chosen after ¢ is fixed).

Thus, fix ¢ > 0 and put § = (ce)?, where ¢ = 1% is the conjugate power and ¢ > 0
is a constant to be chosen later on. Because of the constraint 6 < b — a, let € be small
enough. Moreover, put N = [;Z] + 1.
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Extending the function u as u(t) = u(a+) for ¢t < a and u(t) = u(b—) for ¢t > b (and
shrinking a little the interval (a,b) if necessary), the main hypothesis may be written as
the inequality

/b [u(t + hy) — u(t — hy)]"dt < CPR,

holdm% w1th some constant C'. Equivalently, for any measurable function v > 0 such
that [ v(t)dt <1,

/b [u(t + hn) — u(t — hy)]v(t)dt < Chy,.

We apply this inequality to a constant indicator function v = 14 with the set

51/q
N . : :
A =J,_,(a;, b;), in which case it becomes

N b;
3 / [t + h) — u(t — ha)] dt < C§Y
i=1 7 ai
Note that N = [%] +1> % implying h,, > %. Therefore, for any ¢t € (a;,b;), we have
t—h, <a; <b; <t+ hy,, so that by the monotonicity of u,
u(t + hy) —u(t — hy) > u(b;) — u(a;).
Hence, using again that b; — a; = /N, we get

(5

Mz

) — u(a; } < ¢,

=1

Flnally, > 2 for sufficiently large n, hence N < Qi and thus 065// hy < 2001 = ¢
with ¢ = 1/(20) The lemma is proved. O

It would be interesting to know whether or not the statement of Lemma 5.8 continues
to hold for arbitrary functions u (without monotonicity assumption). Let us describe
an alternative argument for the class of functions of bounded variation, which however
works for the case p = 2, only (and hence for all p > 2, since the statement is getting
weaker when p grows).

Without loss of generality, let us start with the hypothesis [*_(Aju(t))?dt < C

where, for h > 0,

Apu(t) = u(t + h)2—hu(t —h) |

assuming that u is a function of bounded variation with u(—o0) = u(co) = 0. In
particular, Apu belongs to L?(R). Introduce the Fourier-Stieltjes transform

u(zr) = / e du(t), r e R.

o0
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Integrating by parts, the Fourier transform of the function Aju is given, for any x # 0,

by

(FApu)(z) = /OO e Apu(t) dt

T .
_ it _ sin(hx) .
= Th_r}r;o _Te Apu(t)dt = e u(z).

Hence, by Parseval’s theorem,

/‘X’ (sin(hx)>2
o hx
Restricting the left integral to the interval |zh| < 1 and using sin(t) > tsin(1), for
0 <t <1, we conclude that

[e.e]

ﬂ(x)’de = 27r/ (Ahu(t))zdt.

—00

1/h )
/ (o) de < 22¢

1/h - sin2(1) ’

But, if this inequality holds true for all A > 0 small enough or even along some sequence
h = h, {0, in the limit we get

/ )P de < 22

o sin?(1)

That is, @ belongs to L*(R). But any function of bounded variation with a square inte-
grable Fourier-Stieltjes transform is absolutely continuous and has a square integrable
Radon-Nikodym derivative.

Proof of Theorem 5.6. Introducing an independent copy v, of u,, the hypothesis may
be stated as the inequality

E(Wp(:unvyn)) < %a n=ng,
holding with some constant C' independent of k. Hence, under the hypothesis about the

standard rate, we obtain with the help of the second bound of Theorem 5.7 that, for all
0<ty< %,

/ TP ) — P (- h)]" dt = O(R) (0 o)

with h,(t) = ;en(to). By Lemma 5.8, the function F~! is absolutely continuous on
(to, 1 —to) and thus it is absolutely continuous on the whole interval (0, 1). O
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5.5 Necessary and sufficient conditions

The inequality of Theorem 5.3 can be reversed in the following asymptotic forms.

Theorem 5.9. For allp > 1,

i inf [0 B(W) (1n, 1))] > ()
where ¢ > 0 is an absolute constant. Moreover, for possibly another absolute constant
c>0,

liminf [V E(Wp(un, )] = Ty (n).

n—oo

Being combined, Theorems 5.3 and 5.9 provide the two-sided asymptotic bounds

¢p Jp(p) < liminf [np/2 E(W? (1, 10))]

n—o0

< limsup ["PE(W2(pn, 1))] < ¢, (1)

n—o0

with some p-dependent constants. As a result, we obtain the characterization of all
probability distributions ¢ on R to which p,, are convergent in W, at the standard rate.

Corollary 5.10 (Necessary and sufficient condition for the standard rate). Given p > 1,
the following properties are equivalent:

1
a) [EW(tn, 1m)]""* = O(%) asn — oo;
) E(Wy(jtn, 1) = O() as n — o0;
c) The latter property holds true along a subsequence n = ny — 0o as k — 0o;

d) Jp(p) < oo.

Recall that, according to Corollary 3.6, we also have
1
N4
A similar characterization about W is also true when one considers the convergence at

the standard rate along a subsequence n = nj growing to infinity. So, the case p = 1
may be included in Corollary 5.10.

E(Wi(pn, 1)) = O( ) — Ji(p) < oo.

Proof of Theorem 5.9. As a preliminary step, it was already proved in Theorem 5.6 that
if
C = liminf [\/ﬁ E(Wp(pn, u))}p < 00,

n—oo

then the inverse distribution function F'~! associated with yu is absolutely continuous.
In particular, F~! is differentiable a.e. (by the Lebesgue differentiation theorem).
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Set, forn > 1, t € (0,1),
E(t) = F7Ht + ren(t)) — F7H(t — wea(t),

t(1—t)

o1 and k > 0 is a parameter. Recall the lower-bound

where ¢,(t) =

[E(Wp(ﬂnayn)ﬂp > Cp/ &n (t)p dt

{t(1-1)> A5}

obtained in Theorem 5.7 with kK = % and a positive numerical constant ¢, and where v, is
an independent copy of y,,. Using the triangle inequality E(W,,(jtn, v,)) < 2E(W, (e, t))
and applying our hypothesis, we may conclude that

cp/ (Vné&a(t)" dt < 2°C'
{t(1—t)>

A

holds true for infinitely many n with any prescribed value C’ > C. But for almost all
te(0,1),

lim V&, (t) = lim (t=renlt)) o, o 1yvm

n—oo n—oo

[F‘l(t + ken(t) — F71
2k (1)

(P 2T

Applying Fatou’s lemma, we then get
6r C’

cP

/01 [(F—l)’(t) i —t)}pdt <

Here, the left integral is exactly J,(u), thus proving the second assertion of the theorem.
The first assertion is proved by a similar argument — we then need to apply the first
lower integral bound of Theorem 5.7 with x = % Theorem 5.9 is therefore established.
O

5.6 Standard rate for W, distance

In the last section of this part, we turn to the limit case p = co. Again, let (X}),-, be
a sample drawn from a distribution x on the real line with the distribution function F,
and let u, be the empirical measure pu,, constructed for the first n observations. As we
know from Theorem 5.3, if the inverse function F~! is absolutely continuous, then

E(W, (i 1)) < }Jg/% )
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where
Jo(p) = / [P i1

However, in the limit as p — oo, this general upper-bound does not yield a reasonable
inequality, since the involved p-dependent constants grow to infinity. On the other hand,
there is a limit

Joo(pt) = lim J2/P(p) = esssup (F71)'(1). (5.7)

p—00 o<t<1

As an equivalent definition, one may also write

Too(1t) = 17l

Therefore, if this functional is finite, it is natural to expect that a similar bound still
holds for E(Ws(ttn, 1)) in terms of Jo..

Theorem 5.11. For some positive numerical constants ¢y and cq,
C1
E WOO ny S = JOO
(Woo(btn, 1) o)

and
liminf /i B(Wao(tn, 1)) > co Joo(p)-

n—oo

Necessary and sufficient conditions ensuring the finiteness of J,(u) are given in
Proposition A.25. As a result, we obtain the following characterization complementing
the characterization in case of finite values of p (Corollary 5.10).

Corollary 5.12 (Standard rate for E(W(tin, 1t)). If o is non-degenerate, the following
properties are equivalent:

@) B(Waelptns 1) = O() a5 1= o0;

b) This property holds true along a subsequence n = ny — oo as k — 0o,

¢) Joo(p) < 00;

d) p 1s supported on a finite interval A, and the absolutely continuous component
of u has a density f which is separated from zero on A.

If one of these equivalent properties holds,

1

Joo(pt) = essinfen f(z)

Proof of Theorem 5.11. For the upper-bound, the argument is based on Theorem 4.9
(i.e., in essence, on the Dvoretzky-Kiefer-Wolfowitz theorem). Indeed, assuming that
Joo(pt) is finite, that is, F~! is Lipschitz, write X; = F~1(U}), Y = F~1(V}), where
Uj is the k-th order statistic for a sample of size n drawn from the uniform distribution
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p' on (0,1), and V;* is an independent copy of U}. If v, is an independent copy of p,,
we get, by Lemma 4.2,

WOO(UnaVn) = lr£1ka<x |Xk: Yk*’
= 1glka<Xn|F Uk) F_l(vk*) S ||F 1||L1p maX |Uk Vk*|

Also, using the convexity of the functional v — W (u,v),

WOO(Mn: /L) < EV(WOO(,UM Vn))

where Ey denotes expectation with respect to the random vector (V{*, ..., V*). The two
bounds give

() E( max |U = V)

1<k<

= ) ( Nm 1/1 )
< ( )E(Wos (i, 1)),
where p!, is the empirical measure for the sample Uy, ..., U, with its independent copy

v),. By Theorem 4.9, the last expectation does not exceed C'/\/n.
To get the lower-bound, one may just apply Theorem 5.9 for every p > 1 to obtain

liminf v/n E(Wa(ptn, 1)) > hmlnf\/_E( (s 1)) > CJ;/p(,u),

n—oo

E(Weo (tn, 1))

IN

where ¢ > 0 is an absolute constant. It remains to let p — oo. The proof is complete. []
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6 Sampling from log-concave distributions

This section turns to the question of obtaining two-sided bounds on the mean transport
distances E(WP(un, 1)) for samples drawn from log-concave distributions. To this end,
the chosen route of study is the one based on the application of Theorem 4.3. It is
therefore to focus, as a preliminary step, on the study of the variances of order statistics
associated to a sample drawn from a log-concave distribution. We next achieve two-
sided bounds on E(WP2(un, 1)) in terms of the [-function associated to y and obtain
(by different means than the ones developed in the previous section in the general case)
necessary and sufficient condition for the standard rate. Upper-bounds involving the
variance of p are studied next. Several examples of interest, with specific rates, are
discussed in the last paragraph.

The notation of this section are the same as in the preceding sections. The measure
p is a Borel probability on R with distribution function F. If (Xj),-, is a sequence
of independent random variables with common law g, for each n > 1, u, denotes
the empirical measure %22:1 dx,- If (Xi,...,X,) is a sample of random variables,
(X7 <--- < X}) denotes the associated order statistics.

We refer besides to Appendix B and the references therein for some basic facts on
log-convave measures.

6.1 Bounds on variances of order statistics

If (Xy,...,X,) is drawn independently from a common absolutely continuous law
with distribution function F' and density f, the k-th order statistic X};, 1 <k <mn, has
density
ful) = nCEH LR (1= F(2))" " f(z), zeR

This explicit formula implies that, if the function f (and therefore F' and 1 — F) is
log-concave, all the functions f, will be log-concave as well. As another explanation,
one may note that the joint distribution u" of the sample is log-concave on R", so the
joint distribution of (X7, ..., X*) is log-concave as the normalized restriction of u™ to
the cone z; < --- < g, in R"™.

Moreover, once X; has a log-concave distribution, it shares all inequalities mentioned
in the general case (cf. sub-Section B.1 of Appendix B). In particular, we have the
following relations implied by Proposition B.2,

S O e—
—————— < esssu x —.
12 Var(X;) — xeRp : ~ Var(X;)

To proceed, let thus 1 be a probability measure on the real line with a log-concave
density f supported on some interval (a,b) C R, finite or not. Recall the associated
I-function from Definition A.20

I(t) = Ip(t) = f(F7'(1)), 0<t<l, (6.1)
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where F'~1: (0,1) — (a, b) is the inverse of the distribution function F(z) = u((—o0, z])
restricted to z € (a,b). As is well known (cf. e.g. [Bob2]), u is log-concave if and only if
I is positive and concave on (0, 1). (Moreover, in general any such function I generates
a certain log-concave probability measure on the real line, which is unique up to a shift
parameter.) In terms of the /-function for this measure p, the density fi of the k-th
order statistic X; has maximum (essential supremum)

esssup fy(z) = nChiZ} sup F(z)"'(1— F(a:))nikf(:z)
zeR a<z<b
= nCr L sup T —t)" R I(1).
0<t<1

As a result, we obtain a preliminary description of the variance in terms of the associated
I-function.

Lemma 6.1. If  is log-concave with associated I-function I, for any k=1,... n,

1 1
< y/Var(X;) <
V12 supgeyeq Lin(t) : SUPy<i<1 Lk (t)

where
Lin(t) = nC L5711 — )" 7 I(¢), 0<t<l.

For example, when g is a uniform distribution on the unit interval (0,1), then
I(t) = 1, and I}, (t) = nC*] t*=1(1 — #)"* is the density of the beta distribution
with parameters (k,n — k + 1). In this case, supg.;q Ik, (f) is attained at the mode
t = % (n > 2), but the maximum itself represents a rather complicated expression in
variables (k,n). In an opposition direction, recall that for the sample from the uniform
distribution we have the simple description

k(n—k+1)
CESIErE.

Var(X}) =

As a consequence of the preceding lemma, we get:

Corollary 6.2. Given k =1,...,n, the marimum

My, = max nCF ] 11 —¢)n*
0<t<1

satisfies

1 < k(n—k+1) < 1
12M,§’n “(n+1)2(n+2) — M,?n

To make the bound of Lemma 6.1 effective, we need to properly bound from above
and below the maximum of the function I ,. To this aim, a first step is achieved in the
next lemma.
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Lemma 6.3. If I is a non-negative convex function on (0,1), for any k=1,...,n,
]k,n(tk,n) S sup Lc,n(t) S 62 ]k,n(tk:,n)
o<t<1
where ty, = niﬂ

Proof. Only the right-hand side inequality requires a proof. To this end, we study the
constant C' in an inequality of the form Iy ,,(t) < C I} (tgn) for every 0 < t < 1.

First, assume that [ is non-decreasing. Then I represents an envelope of a family
of non-negative non-decreasing affine functions [(¢) = a + bt on (0, 1) with necessarily
a > 0 and b > 0. The task thus reduces to showing that

L = )" U(E) < Ot = trn) T L),

for any [ with the decribed properties. Actually, since a,b > 0, the above would follow
from the two inequalities

=) < Ot (1= ten)" (6.2)

and
A=t <Oty (1=t (6.3)

In (6.2), t = =1 is a point of maximum for the left-hand side (n > 1), so this inequality
becomes

k—1 n—k k—1 n—k
k—1 n—k e k n—k+1 .
n—1 n—1 n+1 n+1
The latter readily follows from (2£1)"~! = (1 + -2-)""! < C, so C' = ¢* works. Also, if

k = n = 1, the inequality is immeadiate with C' = 1. In the second inequality (6.3), the
left-hand side is maximized for t = %, and the inequality becomes

() (F) el ()
n n - n+1 n+1
This follows from ("TH)n = (1 + %)n < C with C' = e. Therefore, the lemma is proved
when [ is non-decreasing.

Now, assume that I is non-increasing. Then [ represents an envelope of a family of
non-negative non-increasing affine functions /(¢) = a4+ b(1 —t) on (0, 1) with necessarily
a>0and b > 0. As above, the task reduces to showing that

A=) U(E) < CH L = )™ Utk
which would follow from the two inequalities

=) < O (L= t)" T,
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Here, the first inequality was already considered in the previous step and was derived
with constant C' = e%. In the second one, the left-hand side is maximized on [0, 1] for
t= %, and the inequality becomes

k-1 n—k+1 k—1 n—k+1
(k—l) (n—k+1) SC( k ) (n—k+1) |
n n n+1 n+1

Again, this follows from ()" = (14 1)" < C with ¢ = e. Therefore, the lemma is
also proved when [ is non-increasing.

Now, consider the remaining case: For some to € (0, 1), I is non-decreasing on (0, o]
and is non-increasing on [tg, 1).

Case 1: ti,, < to. Introduce the function

= B [(t), it 0<t<ty,
It) = {I(to), it ot <t< 1.

Clearly, T is non-decreasing, so by the previous step, for any ¢ € (0,1),
L — )R () < et N1 = trn)™ T ().

But [ > I, while I(tx,) = I(tx,), so we arrive at the desired inequality.
Case 2: ty,, > to. Introduce the function

L (I(t), it 0<t<t
It) = { I(t), if te<t<l.

Then, I is non-increasing, and a similar argument leads to the conclusion of the lemma.

O
Lemma 6.1 and Lemma 6.3 may be combined to get a two-sided bound
! < Var(X?) < - (6.4)
_ ar T T .
12 64 Ilz,n(tkm/) N M [lz,n<tk77n)
where, as before, ¢, = niH and

Lin(t) = nCE L 11 — )" F I(1).

In fact, one can further simplify the expression Iy ,,(tx ) by using the following elemen-
tary argument involving Corollary 6.2. Indeed, let

I(t) = t(1—1t) J(t), 0<t<l.



Then, since t*(1 — ¢)"**! is maximized on [0, 1] for ¢ = t;,, we have

sup Ipa(t) = nCF] sup t"(1 — )" F J(t)
0<t<1 o<t<1

> nCFL (1= tyn)" " T (ten)

— RO sup (1 — 6" (1)
0<t<1
nC*
vJ(tin . n=°
( & ) (n+2) Cr]fﬂ

where

v = (n+2)CF,, sup tF(1—¢)"FH,
0<t<1

By Corollary 6.2 applied to the couple (k + 1,n + 2),

R 1 (n+3)°n+4)
SRR = 9 (k+ 1) (n—k+2)

In addition,

nCr=i  k(n—k+1)
(n+2)Ck,  (n+1)(n+2)°
Hence,
) 1 (n+3)2%(n+4) k(n —k+1) \? )
e 2 5 gy (e ) o
_ 1 (n—|—3)2(n—|—4)‘ k*(n—k+1)> . 1 I (ten)?
12 (n+12(n+2? (k+1)(n—k+2) &,(1—-t.)° "
_ i(n+1)2(n+3)2(n+4)' 1 (tpn)?
12 (n + 2)2 (k+1)(n—k+2) &

To simplify, use that
(k+1)(n—k+2) <4dk(n—k+1) = 4n+ 1) tgpn(l — tpn),

so that A / )
tim
sup Lw(t)2 > n+i (tx.n) )
0<t<1 48 tpn(l —tgn)

Hence, by Lemma 6.1,
48 b (1 —tgn)

Var(X;) <
ar( k) — n+4 I(tk,n)Q

62
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Using Lemma 6.3, the argument may be reversed by choosing different absolute
constants. Indeed, with the same value of v,

e sup Lin(t) < Iin(ten)
0<t<1

= nCpy (1= tin)" " T (i)
nCh1

— J(t n __n=2
v Jten) (”+2)C§+1
Again, by Corollary 6.2,

(n+3)%(n+4)
(k+1)(n—k+2)"

2 2
vo= Mk+1,n+2 =

Hence, arguing as before,

Ly s _ (n+1)2(n+3)%*(n+4) 1 )
® omen Tialt)” < (n+2)? k+D(n—k+2) I{ten)”

To simplify, use that (k+ 1) (n —k+2) > (n+ 1)*txn(1 — tgn) and n+ 3 < 2(n + 2),
so that

sup Ipn(t)? < 4e* (n+4) - _Mten)”
o<t<1 - ton(1 = ten)
Hence, by Lemma 6.1,
1 ten(l — ten)

Var(X}) >
ar(Xg) = 48¢2 (n+4)  I(tpn)?

The next statement summarizes the conclusions of this investigation.

Theorem 6.4 (Two-sided bound on Var(X})). Let u be log-concave with associated
I-function I. For some absolute constants co >0 and ¢y > 0, for any k=1,...,n,

o ten(l —trn)
n -+ 1 I(tk’n)2

1 tk,n(]- - tk,n)
n -+ 1 I(tk,n>2

< Var(X}) <

where ty, = nL—f—l

Here, the factor n%l may be viewed as the step tj, — tx_1,, of the partition of the
interval [0, 1].
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6.2 Two-sided bounds on E(W}(ji,, 1))

On the basis of Theorem 6.4, we are now ready to reach two-sided bounds on E (W2 (fin, 1))
for log-concave probability distributions g on the real line.

As announced, a basic starting point is the general two-sided bound from Theo-
rem 4.3,

ZE | X} — E(X)

Thus, the issue is how to effectively bound, both from above and below, the variances of
order statistics, Var(X}), or more generally, the quantities E((|X; —E(X})[?). By virtue
of Theorem 6.4, the problem may be solved for any (individual) log-concave measure .

First, let us emphasize that, due to the Khinchine-type inequality (B.4) (in dimension
one) for log-concave measures, it is sufficient to study the case p = 2, only. Namely, for

any p > 1and k=1,...,n, we have
1
p)} P < ¢1py/ Var(X}).

p)'

) < BV m) < 2 S B(X; -

Var(X;) < [E(|X; - E(X;)

Hence, Theorem 6.4 yields the following lemma.

Lemma 6.5. Let i be log-concave distribution with the associated I-function I. For

anyp>1landk=1,....,n
p/2 _ /2 p/2 _ p/2
Co (tk n(]- tk n))p p C1 (tlc n(]- tk n))
v ) ) < E X* _]E X* < = 9 )
(2) < B(|x; B < (2 e

n I(tk’n)p

where ty,, = niﬂ, and cy and ¢, are positive absolute constants.
Performing summation over all £ = 1,...,n leads to the two-sided bound
CO p/2 p/2
where

)p/2

1 Z (ten(l — i)
nk tkn

The natural step at this stage is to replace this Riemann sum with the corresponding
integral (at the expense of constants depending on p, only). This can be done using the
concavity of the function I. For points t5, <t < tpi1n, 1 <k <n—1n > 2, the
concavity implies that

I(t) > min {I(ten), I (ter1,n) }-



65

In addition, in the same range,

t(1—1t) < 3min {ten(l = tin), terin(l — terin) }-

Let us check the last bound. If ¢4, < %, since the function #(1 — t) is increasing in
0<t< %, we obviously have

t(l - t) S tk+1,n<1 - tk-i—l,n) S 2tk,n<1 - tk,n)'

The case ty, > % is similar (or symmetric). Now, assume that #;, < % < g1, 1€

n—1 n+1
5 S k S - Then,

tk,n(l—tk,n)zi(l k ) > 1o

n+1 _n+1 n—i—l'

—_

>

1 1
- = — (1 —-1).
4_3( )

>

A~ =
W

Similarly, tg11,(1 —tgy10) = ﬁ—ﬂ (1— ﬁ—ﬂ) > % t(1 —1t). Using these bounds, we obtain
that the integral

lht1,n (t(l _ t))p/Q
.

k,n

does not exceed

(min{tpn(1 — trn), thorn(l — ter1n)})P/?
max{](tk,n), I(tk+17n)}p ’

3p/2 (tht1.0 — i)

which in turn is bounded from above by

3p/2 {(tk,n(l — tea))P? (b (1 = Lo n))P/?

n+1 I(tgn)? I(tgs1n)P
Hence, after summation over £k =1,...,n — 1, we arrive at
n/(n+1) H1 =1t p/2
/ udt < 2.310/22”'
1/(n+1) I(t)r

Now, to derive a similar reverse bound, by the concavity of I (and since I > 0),
whenever 0 < a < b < 1, we have

@ < @ for a <t<1 and [(t) < [(0)

< b.
P 151 for 0<t<b

Hence, multiplying these two inequalities, we get in the interval a <t <b

-t _ a(1-b)
62 = I(a)I(b)
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Also, using @ < @ at t = b, we have @ < @, SO Ia(Ell);(bg) > “j}(l;)? and thus
_ 201 _
t(1 t)ZCL(l b)7 a<i<b
I(t)? bI(a)?
In case a =ty pn, b =thr10, 1 <k <n-—1,
a’(1—10b) a(l —b) k(n —k) 1
TV a1 - — a(l— > Sl —
b l—a)a—y =M -9 pnrrn = 1409
hence,

t(1—1t) S 1tgn(1—trn)
It)? — 4 I(tgn)?

Similarly (so as to involve the value &k = n on the right-hand side), one may apply

% < % at t = a, that is, % < %. It gives, as before,

tk,n S t S tk+1,n-

the previous bound

H1—1) _ a(l—b) _  a(l—b)?
02 = HaI0) = 0—a)lb)?

Again, in case a =ty , b =tpi10, 1 <k <n—1,

a(l —b)? a(l =) 1
-~ 7 — (1= > —b(1—
(I L
hence,
t(1—t) bierin (1 — teg1n)

1
— 5 = 7 bk <t < Lkt n,
I(t)Q =4 I(tk+1’n)2 9 kn > U > Ug41,

and with the previous bound for the left end point

t(l B t) > 1 tk,n(l - tk,n) tk—i—l,n(l - tk—i—l,n)
> — max R 5 .
4 I(tyn) I(trt1.n)

Now, raising this inequality to the power p/2, we get, for all tx,, <t < tgi1,,

=02 ot [ = ten))”?  (trrrn(l — thrrn))
[(t)p 2 ’ [ [(tk,n>p ](tk+1,n)p ] .

After integration over [ty ,,tx41.,] and summation over k =1,...,n — 1, we arrive at

n/(n+1) . p/2
/ M dt > 9—p—1 _n Y.
1/(n41) I(t)» n+1

Together with Lemma 6.5 and Theorem 4.3, we may summarize the conclusions.
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Theorem 6.6 (Two-sided bounds on E(W2(un,p))). Let p be log-concave with the
associated I-function I. For any p > 1 and any n > 2,

co\P/2? n/(n+1) (t(1 —t))p/2 d < E(W? < c1p? \P/2 n/(n+1) (t(1 —15))1"/2 di
<_) 1(ty < E( p<“”’“))—(_> (1)
n 1/(n+1) ( ) n 1/(n+1) ( )

where ¢y and ¢y are positive absolute constants.

In the basic particular cases p = 1 and p = 2, these two-sided bounds become

n/(n+1) _ n/(n+1) _
Co t(l t) C1 t(l t)
— Y——dt < E(Wi(pn,pn)) < — ~———->dt (6.5)
VIS I(t) ( ) VIS I(t)
and respectively
n/(n+1) H1 —t n/(n+1) H1 — ¢t
“© (—2) dt < E(W3(ptn, 1)) < E/ (—2) dt  (6.6)
n Jijnsry L) n Jijnsry 1)

for absolute constants ¢y > 0 and ¢; > 0.

Note that the case n = 1 should be excluded from such inequalities, since the above
integrals are then vanishing. According to Lemma 6.5, the bounds of Theorem 6.6 for
n = 1 need to be changed to

(%)p < B(WE (1, 1)) < (%)p

with some positive absolute constants ¢y and c;. Here iy = 0, is just a delta measure
at the random point X; distributed according to pu.

6.3 Khinchine-type inequality

To start with in this paragraph, let us rewrite the two-sided bounds in Theorem 6.6
explicitly in terms of the distribution function and the density of the sample. Changing
the variable t = F'(x) in the involved integrals, we indeed obtain the following statement.

Theorem 6.7. Let i1 be log-concave distribution with distribution function F' and density
f. For any p > 1, and any n > 2, with some absolute constants co > 0 and c¢; > 0,

(%)p/QJp,n(u) < B(WP(jn, 1)) < (ClTpQ)p/QJp,n(u),
e G (F@)(1 = F(a)
F2GE) (F(x)(1 — F(x)))P/?
Tonli) = o e e (6.7
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In the case p =1,

()
Do) = [ VG F @)

and Theorem 6.7 is therefore telling us that

Co C1
N (1) < E(Wi(pin, 1)) 7 (1)
This should be compared to Theorem 3.5. In a slightly modified form (due to Lemma 3.8),
the two-sided bounds of Theorem 3.5 may be written as

CO(An + Jl,n(ﬂ)) < E(Wl(ﬂmﬂ)) < (zzln + Jl,n(ﬂ))

where

1

)
i, = /0 Fa)(1— F(z)) dr + /Fl(n)F(:c)(l ~ F(2)) de.

Hence, by Theorem 6.7, when p is log-concave, the term A,, is dominated by Jin (i)
and therefore can be removed from the bounds of Theorem 3.5.

One immediate consequence of Theorem 6.7 is necessary and sufficient conditions for
the standard rate, which have already been discussed with completely different tools in
the general case (cf. Corollary 5.10).

Corollary 6.8 (Characterization of standard rate for log-concave distribution). Assume
that p is log-concave distribution with distribution function F' and density f. Given
p=>1,

P 1/p Q
[E(W) (kas )] < NG

with a constant C' > 0 independent of n, if and only if

Y (F(x)(1 — F(x)))P/?
7,0 :/0 (F'( )(;(3;)5(1 )

dr < 0.

Although Theorem 6.7 provides two-sided bounds for E(WZ (i, 1), one may wonder
whether or not it is possible to improve upper-bounds for E(W, (g, pt)). This is in fact
not possible, at least in the class of log-concave distributions . More precisely, in this
case, E(WE(fin, 1))YP and E(W,(jn, 1)) must have similar rates.

To this end, we make use of the multidimensional Khinchine-type inequality from
(B.4). Given fixed p > 1, this result may be applied, in particular, to the random vector
X = (X7,..., X, Yy, ...,Y") in the Euclidean space R*" equipped with the semi-norm

1 n 1/p
H(x7y)H = (E Z|$k—yk|p) ) x:(x177$n>€Rn7 y:(y177yn)€Rn
k=1
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As before, (Y, ...,Y,") is an independent copy of the vector (X7, ..., X}) of order statis-
tics, constructed for the sample drawn from a given log-concave probability distribution
i on the real line. If u, and v, denote the empirical measures for the two vectors, we
have (cf. sub-Section 4.2) that

X[ = Wt ).

Hence, by the multidimensional Khinchine-type inequality (B.4) applied to this semi-
norm

[E(W (s v))] 77 < Cp E(Wy(pn, 12).

In view of Theorem 4.3, this relation refines Theorem 6.7 in the following form.

Theorem 6.9. Assume that p is log-concave distribution with distribution function F
and density f. For any p > 1, and any n > 2,

%Jz},ﬁf’(u) < E(Wy(ptn, 1)) < [E(W2(pn, )]"" < %Jﬁ,@p(u)

where cy and ¢ are positive absolute constants.

In fact, the difference between E(W,(tin, 1)) and [E(W2(pi,, 11))] 7 cannot be large
at least for p < 2 in view of concentration inequalities for random variables W, (i, 1t).
This interesting property also holds for many other non-logconcave distributions g,
and admits further extensions related to the concentration phenomena for non-product
measures on R™ (not considered here). For example, it is possible to control deviations of
Wy (fin, ) from its mean if p satisfies certain integro-differential inequalities of additive
type. One family of such inequalities will be discussed in sub-Section 7.1.

6.4 Bounds in terms of the variance

To start with in this sub-section, observe that Theorem 5.5 actually covers the family
of all log-concave probability distributions on the line. Indeed, as recalled in Appendix
B, sub-Section B.1, for such distributions, h (the Cheeger constant) is equal to 2f(m)
and % < 3 Var(X)), yielding therefore the following corollary.

Corollary 6.10. Let p be log-concave on the line with the standard deviation o. Then,
forany 1 <p<2andanyn >1,

E (W (ns 1)) < 2%1) (%)p

where C' > 0 is an absolute constant.
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In order to involve the important value p = 2 in such a statement, an extra con-
dition on p is required. As another application of Theorem 5.3 — or more precisely, of
Theorem 5.1 (which provides a better constant) — we mention here one such sufficient
condition.

Corollary 6.11. Let u be log-concave supported on a finite interval [a,b]. Then, for all
n>1,

C(b—a)?
E(W3 (i < —
where C > 0 is an absolute constant (one may take C' = ; 42).
og

Proof. It is enough to provide a suitable lower-bound on the I-function associated to
the measure p. It is known (cf. [Bob4], Proposition 2.1) that

1
(b—a)](t)Ztlogg%—(l—t)logl_t, 0<t<l.
Hence,
V(1 —1t) V2 4(1—1)
J. :/ dt§2b—a2/ — Lt
= e G=al |, Tlog Dy
2 4 2b — a)2
< 2(b—a)2/ 21dt:(—a).
o tlog”+ log 2
The conclusion follows from Theorem 5.1. O]

As we will now see, for the range p > 2, the compactness of the support is however
not sufficient to get a standard rate, i.e. for the relation E(W),(pn, 1)) = O(\/iﬁ) to hold.
Applying Theorem 6.6, we can extend Corollary 6.10 to the range p > 2, although with
weaker rates. Furthermore, the universal estimate of Corollary 6.10 is no longer true
for the critical value p = 2, although the rate \/Lﬁ does hold for Wy for the class of

log-concave probability distributions with a compact support (Corollary 6.11).
Corollary 6.12. Let pu be log-concave with standard deviation o. Then, for any n > 2,

2
E(W3 (tn, p)) < M,

n

while for p > 2,

where C, > 0 depends on p, only.
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Proof. One may use the argument described after Theorem 5.5. For any p > 1, in terms
of the Cheeger constant h = h(u), it yields a comparison bound

E(W] () < %ZEGX;—Y;P)

< o DB - )

2P

< 7 E(Wé’(yn, V))
where (Uf,...,U}) and (V,..., V) are order statistics for two independent samples
(Uy,...,U,) and (V4,... V) taken from the two-sided exponential distribution v on
the real line with den81ty e~1#l and where v, is the empirical measure on (Ui, ..., U,).

Hence, keeping h to be ﬁxed, we are reduced to the case of the measure v.
Now, since I,(t) = min{t, 1 — t}, Theorem 6.6 with p > 2 gives, for any n > 2,

2 /2 n/(n+1) H1 —¢t p/2
(@)p / (ta—nyr=
1/

n (n+1) IV(t)p

< < ) /1/2 P2 dt
1
n’

E(W;(Vmu))

1/(n+1)

<

where ¢1,¢] > 0 are absolute constants and where we assume that p > 2 on the last
step. When p = 2 the last integral grows like logn. To finish the proof, it remains to
use an upper-bound % < 0v/3 (which was already mentioned before Corollary 6.10). [

Both estimates of Corollary 6.12 are sharp with respect n. Indeed, by the lower-
bound of Theorem 6.6, for the two-sided exponential distribution v we have with some
absolute constant ¢y > 0

B = (@) [ 0,

P n 1/(n+1) L(t)»
<&>p/2 /1/2 +7PI2 gt
2n 1/(n+1)

If p > 2, the last expression decays hke =, while for p = 2 it decays like
Moreover, by Theorem 6.9,

log n

E(WQ(yn,y)) > c logn

n



and, for p > 2,

where ¢ > 0 is absolute and ¢, > 0 depends on p, only. Hence, the rates in Corollary 6.12

E(W,(vy,v)) > %

— pl/p

cannot be improved for the potentially smaller quantity E(W), (g, it))?.

Remark 6.13. Without appealing to the lower-bound of Theorem 6.6, the sharpness of
the estimates in Corollary 6.12 can be verified directly on the example of the one-sided
exponential distribution v with density e=* (z > 0). Indeed, in this case (cf. e.g. [Gal)

the k-th order statistic U}, is equidistributed with the random variable

where (U, ...

Z Var(Uy)
k=1

so that, by Theorem 4.3, E(WZ2(v,,v)) has the rate 10%. For p > 2, simply use

Since

again by Theorem 4.3,

E(WP(vn,v)) > %ZE(\U;—E(
k=1
1 * *
= ¥n (}U E(UL)
1
>
- 2Pn

E(|Ui —E(U)

k

U.:
T. = -7y
k ;n_jJrl

,U,) is the sample taken from v. Hence,

ZZ

k:1]1 _j—'—l

n

Var(U}) = Z(—12 >

6.5 Some other log-concave examples

For a log-concave probability distribution px on the real line, Theorem 6.6 may provide a
variety of possible rates for E(W,,(u,, 1)), especially for the range p > 2. More precisely,

> Lol
—n-j+l 2

p) > Var(U,j)p/Q.

1
+ — ~ logn,
n



73

the rate may vary from \/Lﬁ to nll/p when p > 2, while Corollary 6.10 guarantees the

standard rate \/%77 when p < 2.
In the previous section, we considered the example of the exponential distributions
(both one-sided and two-sided). Here are some further specific examples.

Corollary 6.14 (Two-sided bounds for Gaussian measure). Let n > 3. If pu is the
standard Gaussian measure,

cloglogn C'loglogn

< [EWalpn 1)]" < E(WS () <

n n

where ¢, C' > 0 are numerical. For p > 2,

C

wTop < [EWala)]" < E(WY(n0) <

%
n (logn)r/?

where the involved constants c,, C, > 0 depend on p, only.

Indeed, in the Gaussian case the associated [-function is symmetric about the point
t = 1 and satisfies, for 0 <t < £,

coty/log(1/t) < I(t) < erty/log(1/)

with some positive constants ¢y and c¢;. Hence, by Theorem 6.6, within p-dependent
factors, the value E(W2 (j,, 1t)) is described by

1 (Y2 (1 —t))P/? 1 Y2 dt
/ (t( ) di /
1 1

P2 J ey ()P P2 gy (¢ log(1/t))P/2

When p = 2 the last integral grows like loglogn. If p > 2, the latter integral (up to the
factor ﬁ) may be integrated by parts to obtain
2

_/1/2 1 i - (n+1E1 25!
1/(nt1) (log(1/t))r/2 (log(n +1))r/2  (log2)r/2

i p /1/2 dt

Therefore, this integral grows like the first term, i.e. n%~*(logn)*/2.

As a further example, consider the family of the beta distributions p with parameters
a > 1and f = 1. Any such measure is supported on the unit interval [0, 1], where it
has the density and distribution function

fol2) = az™ ™, F,(z) = x%, 0<z<1.
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Hence, the associated [-function is given by
L(t) = fu(FSN®) = atl Ve o<t <1

For example, the value a« = 1 corresponds to the uniform distribution on [0, 1].
If « < 2, then [,(t) > a\/t(1 —t), and according to Corollary 5.4, we obtain a
standard rate
Cp

p 1/p
[E(W} (s )] " < T

where p > 1 is arbitrary, and C' > 0 is an absolute constant.

If @« > 2, the same conclusion remains to hold for the range 1 < p < 2 (recall
Corollary 6.11 concerning general compactly supported log-concave measures).

Let now a > 2 and p > 2. Again, by Theorem 6.6, within («, p)-dependent factors
the value E(W) (j1,, 1)) is given by

1 0D (41— ¢))P/2 1 /! dt
/ (t( ) d o~ /
1/ 1

EYIEN T I(t)r np/2 St D) wG=3) "
Here the last integral is bounded whenever p < % It grows like logn for p = %, and
grows like n® with xk = p(% — %) — 1 when p > % Thus, in the latter case,

1 /1 dt 1
2 Jy ) 7G5 w) natl’
As a conclusion, we get:

Corollary 6.15 (Two-sided bounds for beta distributions). Let u be the beta distribution
with parametersa > 1 and f=1. If 1 <a<2,p>1,orif a>2,1<p< %, then,

forn >1, .
\/—% < [E(WE ()] <

while for a > 2 and p > %,

1

% )

o < [EWE G )] <
n« »p no« p

Here the involved constants cy and ¢y are positive and may depend on o and p, only. In

the critical case p = % with o > 2, up to p-dependent constants, we also have

o (log(n + 1))V/7 cr (log(n + 1))

v Vn

A similar conclusion may also be made about the beta distributions with parameters
a = > 1 (in which case the distributions are symmetric about the point x = 1/2).

Thus, when p is large, the rate can be rather weak, even for compactly supported
measures.

< [E(W2(pn, w)]'"" <
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7 Miscellaneous bounds and results

This section collects a number of results both supplementing the previous investigations
and of independent interest. The first paragraph essentially shows that for classes of
distributions y satisfying a Poincaré-type inequality, the behaviours of E(W),(pn, pt)) and

[E(WP (pn, )] "7 are of the same order. Next, we describe upper-bounds in terms of
modulus of continuity of the inverse distribution function F~!'. Two-sided bounds for
classes of compactly supported distributions are examined in the further paragraph, with
in particular a detailed study of connectness (of the support of 1) and absolute continuity
(of F~1). While moments cannot achieve the standard rate in general, nevertheless the
use of alternative tools such as the Zolotarev ideal metrics allow for the Kantorovich
distance W5. The last sub-section completes the study of convergence in W,.

The setting is as in the preceding sections, with a probability x4 on R with distribution
function F' and the associated empirical measures p,, = % > r_10x,, n>1, on asample
(X%)y>, of independent random variables with common law p.

7.1 Deviations of W, (j,, 1) from the mean

This paragraph investigates, in a general setting, the possible deviations of the random
variables W), (fun, 1) from their expected values. We will pose the hypothesis on the
spectral gap of the underlying distribution .

Refereing to [B-H2|, [L2], [L3], [B-G-L]..., a Borel probability measure P on R" is
said to satisfy a Poincaré-type inequality with constant A > 0, if for any bounded smooth
function u on R",

A Varp(u) S/ |Vul? dP. (7.1)
R

On the real line, a full characterization of such probability measures is well-known. In
particular, they have an interval as a support (finite or not), and a finite exponen-
tial moment (cf. the preceding references). In particular, for a log-concave probability
distribution g, there is a lower-bound

1

> 1o 90

~ 1202
where o is the standard deviation of p (cf. [Bob4]). If 1 on the real line satisfies (7.1)
with constant A > 0, so does P = pu®" on R™ with the same constant.

The following theorem is essentially contained in the works of Gozlan and Léonard

(see [Go|, [G-L1], [G-L2]).
Theorem 7.1 (Concentration of W,,(ji,, ). Assume that p satisfies a Poincaré-type

wequality on the real line with constant A\ > 0. Then, for any p > 1 and r > 0, and any
n>1,

P{ Wi, 1) = B(W (i, 12)) | > 7“} < Cexp { — 20"/ m>®DV )7},
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where C > 0 is an absolute constant.

The proof of Theorem 7.1 is based on two elementary and known lemmas.

Lemma 7.2. The map T,, : R" — Z,(R) assigning to each point v = (xq,...,z,) € R"
the “empirical” measure

1 n
k=1

has Lipschitz seminorm || T, |5, = n~ 1/ max®:2) yith respect to the Euclidean metric and
the metric W, (p > 1).

Proof. Consider the map which assigns to each point = = (x1,...,x,) € R" the vector
z* = (x7,...,2) € R" whose components are the same as of =, but are arranged in
increasing order, z7 < --- < 2. By Lemma 4.2, this map is Lipschitz with respect to

any (P-norm || - ||, (p > 1) in the sense that for all z,y € R",

n n
lz" =7y = D lei —wil” < o=yl = D lze —wl?
k=1 k=1

However, it will be more convenient to relate the latter distance to the Euclidean norm.
If 1 < p < 2, Holder’s inequality yields ||z||, < n=P/2 x|y, while for p > 2 we have
], < [l]l2. Hence,

2-p)/2p ||p — if 1<p<?2

N N n x , 1 <p<2,
2" —y Hp < { Hx yH2 £ ]29

—Yllgy U P>z

where both inequalities are sharp.
Now, recalling Lemma 4.2, for z,y € R",

1, 1
Wy (Tu(@), Tuly)) = —lle” =yl < —lle = ylly-

Hence, if R™ is equipped with the Euclidean distance, the Lipschitz semi-norm of the

. 2— 2 .
map 7T, equals n='/? for p > 2, but is equal to % = #, for 1 < p < 2. This
completes the proof of the lemma. O

Lemma 7.3. Let P be a Borel probability measure on R™ with concentration function
1
ap(r) = Sup{l—P(AT) :P(A) > 5}, r > 0.
Then, the concentration function ag for the image Q = PT, ' of P under the map T,

satisfies, for all r > 0,
ag(r) < ap(nl/max(p’Q) r).
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Here, A" denotes an open r-neighbourhood of a set A C R™ with respect to the
Euclidean distance, while the definition of the concentration function «y is similar and
refers to the metric W, on Z,(R). Note that @) is supported on a relatively “small”
subset of Z,(R), namely, the collection of all discrete probability measures on the real
line having at most n atoms.

The statement of Lemma 7.3 immediately follows from Lemma 7.2. Indeed, for any
set B C Z,(R), there is a general set inclusion
[T7'(B)]" c T, (B),  r>0,

n

where L denotes the Lipschitz seminorm of 7, (explicitly described in Lemma 7.2).
Hence, if Q(B) = P(T,;*(B)) > 1/2, we have

n

1-Q(B) < 1-P((1;'(3)") < ap(Ln)

n

It remains to take the supremum over all B such that Q(B) > 1/2.

Proof of Theorem 7.1. For any Borel probability measure P on R"™ admitting a Poincaré-
type inequality with constant A\ > 0, it is classical that its concentration function satisfies

ap(r) < Ce 2V r >0,

This general observation is due to Gromov and Milman [G-M] (and Borovkov and Utev
[B-U] for dimension n = 1). See also later [A-S], [L2], [L3]. The fact that the constant
2 in the exponent is optimal was emphasized in [Bob3].

By the assumption of the theorem, this result may be applied to the product measure
P = ™. Hence, by Lemma 7.3,

ag(r) < Cexp{ — 2nl/max(p’2)\/X7"}, r > 0.

Equivalently (up to an absolute constant C' > 0), for any function u : Z,(R) — R with
Lipschitz seminorm ||ul|;;, <1 with respect to the metric W), for every r > 0,

A

In particular, one may apply this inequality to the distance function u(v) = W, (v, p),
and then we arrive at the desired conclusion. Theorem 7.1 is established. O

u—/ udQ‘ > 7’} < C’exp{ —2n1/max(p’2)\/X7’}.
Zp(R)

Corollary 7.4. Under the assumptions of Theorem 7.1,

Cp

BV o )] < B (Wl ) + — 20—

where C > 0 1s an absolute constant.
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Indeed, for the random variable £ = 2n!/max(@:2) /X W, (ftn, it), the bound of Theo-
rem 7.1 may be rewritten as

P{|¢-E()|>r} < Ce, r>0,

which implies E(|§ — E£P) < CT'(p+ 1) and so [E(&p)}l/p <E(€) +CVrp,
For the range 1 < p < 2, the inequality of Corollary 7.4 takes the form

[E(W2(tt, 1p))] " < E(W, (1, 12)) + \/%

with some absolute constant C' > 0. On the other hand, by Theorem 3.1,

E(Wp(ﬂnaﬁL)) > E(Wl(ﬂnaﬂ)) > \/%E“X_ml)?

where m is a median of X;. Combining the two inequalities yields the following conclu-
sion. While it appears as a certain extension of Theorem 6.9 in the log-concave case,
the constant involved in the result depends on the distribution .

Corollary 7.5 (Moment equivalence for W, (i, i), 1 < p < 2). Under the assumptions
of Theorem 7.1, for any 1 < p < 2,

1
[E(WE (1, 1)) < CE(Wy(pta, 1)
where C' > 0 is a constant depending on the product VX E(| X, — m|).
A similar conclusion may also be made on the basis of Corollary 7.4 for p > 2,

provided that
lim nE(W?(jtn, p)) = o0.

n—oo

That is, in this case [E(Wf(un, 1)] Y7 and E(W,(gtn, 1)) have similar rates.

Remark 7.6. In Theorem 7.1, sharper deviation inequalities may be obtained under
stronger hypotheses on 1 (using Lemma 7.3 or its functional form). For example, starting
from a logarithmic Sobolev inequality

p{/zﬁ log? d,u—/u2 du log/u2 d,u} < 2/1/(30)2 du(x)
R R R R
with a constant p > 0, we obtain that, for any p > 1 and r > 0,
P{ W (b 1) = B (Wt 1)) ] > r} < 2exp { — pn?/ ™2 2},
In particular, for 1 < p < 2, the right-hand side is independent of p, since then
lP’{ (W (ttns 1) = E(W, (s 1)) | > r} < 2exp { — pnr?/2}.

We refer to [L2], [L3] for more on logarithmic Sobolev inequalities and their applications
to concentration inqualities.
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7.2 Upper-bounds in terms of modulus of continuity

Let p be a probability measure on R with distribution function F', and let u,, n > 1,
be the associated empirical measures based on a sample from p. In addition to the
functional J, from (5.1) which is responsible for the standard rate, another general
upper-bound on E(WP2 (i, 1)) can be obtained by involving the modulus of continuity
of the inverse function,

Sp-1(e) = sup {|F'(t) = F7'(s)| : [t = s| <&, t,s€(0,1)}, 0<e<l,

or equivalently by involving the modulus of increase of F'.

We refer to Appendix A, sub-Section A.3, for an account on this modulus of conti-
nuity of the inverse function. In particular, recall that according to Proposition A.12
there, for the property dp-1(g) < 0o, p has to be compactly supported, and moreover,
for 6p-1(0+) = 0 we need to assume that the function F~! is continuous. The latter
means that the support of i should be a finite closed interval.

Theorem 7.7 (Upper-bounds in terms of modulus of continuity). Suppose that the
support of p is a finite closed interval. Then, for allp > 1, and alln > 1,

[E(W (1, 10))]'" < C 5F1<\/15>

with some numerical constant C > 0.

Proof. Put (e) = dp-1(g). We have E(WP(pin, 1)) < E(WE(fin;vn)), where v, is an
independent copy of . To bound the last expectation, using Theorem 4.6, write

E(W2 (1)) = /0/0 [P (t) — F(s)[" dBa(t, s)

/01/01 5(It = s[)" dBul(t, s),

where B,, is the mean square beta distribution of order n (cf. Appendix B, sub-Section B.6).
If (X,Y) is a random vector, distributed according to B,, and £ = |X — Y|, we thus
have

IN

B (W2 (s 0)) < B(O(E)).
Denote by R the distribution function of £ and write

E@©) = [ #dRE

§5MN@MM@+LIW@M®

IN

v
&WﬁHZWWMMW@,
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where we made the substitution ¢ = x//n.
As any other modulus of continuity, ¢ is subadditive in the sense that whenever
g >0, 3N & <1, then
N N

5(25) < ;5(@).

In particular, §(Ne) < No(e), and therefore §(xe) < ([z] +1) d(e) < 2z0(¢) for any real
x > 1 (ze < 1). Hence, using this bound in the latter integral, we get

vn
B(7(6)) < &(L/VR) + 280/ [ o dR(/ V)
1
Now, by the subgaussian bound of Proposition B.12, for all ¢ > 0,
1—R(e) = P{¢ > e} < 2e/16,

Integrating by parts, we then obtain that

NG

N
/1 @ dR(x/VR) = (1- R(1/v)) +/1 (1 - R(z/v/)) do?
1+ 2/00 e~ /16 b

< (Cvp)'

with some constant C' > 0. The proof is complete. O]

IN

Theorem 7.7 includes Theorem 4.9 in the case of the uniform distribution which we

considered with different tools. Here is a somewhat general situation (cf. Appendix A,
Example A.14).

1
27

(B2 Gm )] < € v ()

with some numerical constant C' > 0.

Corollary 7.8. If u is unimodal, symmetric about the point =, with support [0,1], then

forallp>1,

As an example of a different type, let u be a discrete probability measure on (0, 1), for
which F'~! represents the Cantor stairs. As discussed in Section A.3 from Appendix A,

lo,
in this case dp-1(g) < (45)%. Hence,

(W2 (i, )] 77 < VP

- po/2

where o = igg = 0.6309.... When p < }gig, it asymptotically improves upon the

general bound (EW2(pu,,, 11))"/? < n=Y/? for probability distributions on [0, 1] (to which
we return in the next section).
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7.3 Two-sided bounds of order n /(%)

Consider the situation when p is supported on a finite interval, say [0, 1]. In this case,

N | —

() = / VE@I - F@)dr <

so that, by Theorem 3.2, for every n > 1,

1
<
~ 2v/n

which provides the best possible rate. Actually, this bound allows one to control the
transport distances W, (pu,, pt) for p > 1. Indeed, by the very definition for the setting
of an abstract metric space (E,d) with finite diameter D = diam(E), for all Borel
probability measures v, and vy,

E(Wl (Nna :u))

W;(Vl,l/2> S l)pi1 Wl(Vl,VQ)

for any p > 1. This simple relation leads to a universal upper-bound for the means of
WE(fin, 1)
V4 Y

Theorem 7.9. For any probability measure p supported on [0,1], and any p > 1 and
n>1,
E(WP?(up,, < —.
(W3 (ks ) < 5 7

In particular, E(W,(pt,, 1)) < n=1/Cp),

In fact, both estimates cannot be improved asymptotically with respect to n uni-
formly in the whole class of probability measures on [0, 1] as shown by the following
example.

Example 7.10. Let 1 = 5 & + 5 6 be the symmetric Bernoulli measure on {0,1}. In
this case

fn = ady + (1 — a)do, a=—,
n

where S, = X; + --- 4+ X,, is the number of successes in n independent trials with
probability % of success in each trial. By Example 2.2, for any p > 1,

S, 1
b ny - ) = |—= - = .
Wy (pins 1) = Wapn, ) = 1= 2'
Therefore, in terms of the independent random variables ¢, = 2X, — 1, k. = 1,...,n,

taking the values £1 with probability %,

E(Wp(ﬂny ,U)) — 91/ p—1/(2p) ]E(’anl/p)
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where Z,, = \/iﬁ > r_; €k Since, by the central limit theorem, P{|Z,| > 1} — P{|Z| > 1}
with Z ~ N(0,1), we have P{|Z,| > 1} > 2¢ for all n > 1 with some absolute constant
c> 0. But, for all p > 1,
E(|Z|'7) > P{|Z.| > 1},
so that
E(Wp(ﬂmﬂ)) > 92¢9~1/p —1/(2p) > cn Y/ (2p)

showing therefore that the upper-bound in Theorem 7.9 may not be improved.
This example also shows that

E(Weo(ptn, 1)) > ¢ >0, n>1.

Therefore, there is no convergence of the empirical measures u,, with respect to the W
transport distance.

In order to judge the sharpness of the bound of Theorem 7.9, we clarify here the role
of the connectedness of the support of the measure (which means the continuity of the
inverse distribution function).

Theorem 7.11. If the support of a probability distribution p on R is not an interval,
then for any p > 1, and anyn > 1,

c
E(Wp(ﬂm N)) > m

with some positive constant ¢ depending on i and p, only.

For example, if p is the uniform measure on the set A = (—2,—1) U (1,2), then
E(Wy(pn, 1)) > —75; with some positive constant ¢ = c,.

As a result, we obtain a wide class of measures for which the rate is completely
determined.

Corollary 7.12 (Two-sided bounds of order n=/P). If the support of a compactly
supported probability distribution p is not an interval, then for any p > 1, and any

n>1,
Co (&1

_c_ /
7 < E(Wy(pa, ) < [E(WP (11, 1))]"" < 7

with some positive constants ¢y and ¢y depending on i and p, only.

Proof of Theorem 7.11. The support A = supp(u) is a closed subset of the real line,
consisting of all points x € R such that u(A) > 0 for any open set A C R containing z.
Let a =inf A, b=supA, —co < a < b < oo. If Aisnot an interval with endpoints a
and b, there is a proper interval (ag,by) C A of p-measure zero, with a < ag < by < b.
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In that case, the intervals Ay = [a, ap] and Ay = [by, b] have positive p-measures, say ¢
and 1 — ¢, respectively.

When picking a point x at random according to pu, it will belong to Ay and Ay with
probabilities ¢ and 1 — ¢, respectively. Therefore, if S,, denotes the number of points
in the sample X1, ..., X,, which belong to Ay, then S,, has a binomial distribution with
parameters (n,q). Let S/, denote the number of points in A, for an independent sample
Yy, ..., Y, drawn from p. By the definition of order statistics, with probability one

S, >k < X;<a and S <k < Y >b.

Hence, for the corresponding empirical measures u,, and v, we obtain that

1 - * *
W;’(un, Vn) = n Z | X = Y|P
k=1

1 * *
Z E Z |Xk - Yk |p
min(Sy,S!,)<k<max(Sn,S?,)
b _ p
> Goma)f o o

Therefore, by the triangle inequality,

by —a
Wb, 1) + Wy 1) = Wolptn, ) > =522 (S = S, [V7,
so that .
0 — Ao
E(Wp(ﬂmﬂ)) > WEﬂSn - S1/1|1/p)_

But in case of the binomial distribution, L*-norms ||S,, — S|/ = (E(|S, — S’ |*))¥/
(A > 0) are equivalent to each other within factors depending on A, only. This follows, for
example, from a dimension free concentration inequality for convex Lipschitz functions
on R™ under product measures on [—1, 1]", cf. [L3]. In particular,

150 = Spllyyp 2 €llSn = Splly = ev/2ng(1 —q)

with some ¢ > 0 depending on p and ¢, only. Therefore,

by —a
E(Wp(ptn, 1) = =77 (ev/2ng(1 = q) )"
Theorem 7.11 is therefore established. ]
7.4 General upper-bounds on E(W/(u,v))

Since, as we have seen, the rate [E(W2(un,p))]"? = O(\/Lﬁ) requires that p possess
rather strong properties, one may ask whether or not one can obtain weaker reasonable
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rates under weaker standard assumptions such as moments conditions. For example,
compactness of the support of u is a sufficient condition (cf. Corollary 7.12). Our
next purpose is to extend this observation to larger families of probability distributions,
including those that have appropriate finite moments. To this end, it is necessary to
reach working estimates on W), (1, ) which would be explicit in terms of the associated
distribution functions of 1 and v. For example, one can use the following general bound.

Lemma 7.13. Let p,9 : R — R be continuous functions such that ¢ is non-negative,
Y 18 non-decreasing, and, for all x,y € R,

plr—y) < |[v(@) = P(y)|-
Then, for any distribution functions F' and G,

1 00
/ e(F7'(t)—G7'(t)) dt < / |F(z) — G(z)| dip(x).
0 —00
Proof. One may assume that 1) is strictly increasing and that ¢ (—oc) = —o00, 1(00) = oo

(since otherwise one may apply the result to ¢.(z) = ¢(x) + ex with € | 0). In that
case, introduce the inverse function 1)~! : R — R and the new distribution functions

Fz) = Fp7'(2)),  G(z) = G(v7\()).
By the assumption on ¢, ¥ and using Theorem 2.10 with p =1,

/Ow(Fl(t)—Gl(t))dt < /O|¢(F1(t))—w(G1(t))|dt
_ /01|ﬁ—1(t)—é—1(t)\dt
_ /_oo |F(x) - G(x)| d.

Changing the variable x = 1 (y),

| 1Fw -Gl = [ |F6) - W) v

o0

and the lemma is proved. O

Under certain restrictions on ¢, v, F, G, inequalities such as in Lemma 7.13 were
introduced by Ebralidze, and the above proof is based on his simple argument (cf. [Eb]).
Later, Borisov and Shadrin generalized Ebralidze-type inequalities to the form

o0

/0 S(FY (1) - GTI())dt < C© / IF(z) - G(2)| |do(a)]

—0o0
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with C' = |A — B|+ B, assuming that ¢ is a non-negative, continuous, even function on
R, which is non-decreasing for x > 0 and satisfying

p(x+y) < A(e@)+o@), ¢l—y) < Ble(x)—oy)

for all 2,y > 0 (see also Theorem 1, [B-S]). This result is included in Lemma 7.13 by
applying it with
b(x) = C'sign(z)p(),

where C" = max(A, B) is even slightly better in case B > A.

If additionally ¢ is convex, then B = 1 (which is best possible) and necessarily
A > 1, sothat C" = C' = A. As emphasized in [B-S], in the important case ¢(x) = |z|?,
p > 1, we have A = 2P~1. Hence, using Theorem 2.10, we reach the following statement.

Proposition 7.14. Let i and v be probability measures on R with distribution functions
F and G respectively. For all p > 1,

WE(p,v) < p2r! /00 2|~ |F(z) — G(z)| da. (7.2)

In particular,

W2(u,v) < 4/00 2] |F(z) — G(z)| d.

Remark 7.15. Another way to obtain similar bounds is to connect the Kantorovich
distances with the Zolotarev so-called ideal metrics. In one partial case, it is defined by

/ ud,u—/ udy

where the supremum is taken over all continuously differentiable functions v : R — R
whose derivative u’ has Lipschitz semi-norm [[u/[|;;, < 1. The quantity (a(p, v) is called
the Zolotarev ideal metric of order 2.

It is easy to see that ((u,v) < oo if p and v have finite second moments and equal
first moments, that is, [~ xzdu(z) = [7 xdv(z). However, ((u,v) = oo if the first
moments are different. Restricting (5 to the class of probability measures on the real line
with a fixed first moment (and bounded p-th moments, p > 2), it represents a metric
generating the topology of weak convergence. So, it is still of weak type like W,.

Recall from Theorem 2.5 that there is a similar representation for Wi, namely

/ udu—/ udy

CG(p,v) = sup

”u,HLip<1

Wi(p,v) = sup

llullyip <1
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where, however, the supremum is taken over all u : R — R with |[|ul[;, <1. As for W5,
there is the following relation proved by Rio [Ri]: For all probability measures p and v
on the real line with finite second moments,

W22(IU“71/) < 4C2(M7V)

(in fact, Rio considered more general distances W, and (,). On the other hand, the
Zolotarev metric of order 2 admits an equivalent representation

Glp,v) = /Z‘/; (F(y) — G(y)) dy| da,

valid when p and v have equal first moments. This identity is elementary and may be
found in [Z]. Tt can be used to show that without the first moment restriction

Wi(uv) < 8/mhﬂF@)—G@MM

+ 8[E(X) — E(Y)| E(IX]) + 6 (E(X) —E(Y))?,

where X and Y are random variables with respective laws p and v and distributions
functions F' and G, having finite second moments. The last bound is not as sharp as
the (second) bound of Proposition 7.14, although both lead to similar conclusions when
applying them to the empirical measures.

7.5 Moment upper-bounds of order n~'/? on E(W2 (i, 1))

Proposition 7.14 of the preceding paragraph may now be used towards upper-bounds
of order n=/% on E(WPF (ptn, ). Let thus Xi,..., X, be a sample drawn from a Borel
probability p on R with distribution function F'. We are in position to apply Proposi-
tion 7.14 to the couple (u,, i), where p, is the empirical measure of the sample. As a
result, we arrive at the following extension of Theorem 3.2.

Theorem 7.16. Let p > 1. In the preceding notation, for alln > 1,

BV i) < 2o [ el VEG@(T - Flo)da, (73)

In particular,

2 i h T T — xr)axr
B2 10) < —= [ ol VFET = Fa)d

The finiteness of the integral in (7.3) is equivalent to saying that the random variable
| X|P (where X has law p) belongs to the Lorentz Banach space L*!, cf. (3.4). It is so
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in particular if X belongs to L® for some s > 2p. Indeed, if E(|]X|*) < oo, then
F(z)(1 = F(z)) = O(|z|~*) as |x| — oo, so that

/_OO 2P VF@) (1 = Fla)de < oo

as long as s > 2p.

Corollary 7.17 (Upper-bound on E(WJ (fin, 1)) under moment conditions). Let p > 1.
If E(|X %) < oo for some s > 2p, then

1

w030 - o

) as n — Q.

The expression E(|F,(z) — F(x)|) may be bounded from above in a sharper way,
since, as in the proof of Theorem 3.5, for each n > 1,

E(|F,(z) - F(z)]) < min{an( )(1— F(x)), /nF(z) ))}.

n

Using this in the general bound (7.2), the inequality (7.3) of Theorem 7.16 may be
sharpened to

EMWMM»SPT/ P F(2)(1 - F(a)) do
{4nF(z)(1-F(z))<1}

L2 '
\/_ {4nF(2)(1—F(z))>1}

(7.4)

2! /F@)(1 - F(w)) da.

This estimate is applicable for arbitrary probability measures px on R with finite mo-
ment of order p, although it might lead to weaker rates for E(W (s, it)) in comparison
with Corollary 7.17 with its moment condition.

For example, if we know that ¢ = E(|X|?) < oo, then, by Chebyshev’s inequality,

1+c¢

F(x)(l—F(x))STW, x> 0.

Hence, the second integral in (7.4) is bounded by

-1
\/1—1-0/ Ldm = O(logn).

{|z|?P<4n(14c)—1} 1+ |.’fC|2p

In order to bound the first integral in (7.4), let u(t) = F~!(¢) so that ¢ = fo |u (t)|? dt.
Here, the region of integration is contained in the set min{F(z),1 — F(z)} < g~ which
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is part of (—oo,r,] N [r,,00) for some r, — oo. Integrating by parts and using the
Cauchy-Schwarz inequality, we have, for all n large enough,

P / M (1—F(z))de < / 2P dF (z)
{1-F(@)<g;} {1-F(@)<g;}

n i ) p /e
= /1_1u(t) dt < N

8n

A similar bound also holds for the integral of |z[P~* F(z) over the part {F(z) < 5-}.
We may therefore conclude to the following statement.

Corollary 7.18. IfE(|X|**) < oo, then

logn

vn

E (Wt 1) = o( ) as - .

Analogues of Corollaries 7.17 and 7.18 for samples of vector-valued random variables
have been achieved recently in [D-S-S] and [F-G] by coupling methods.

7.6 W -convergence of empirical distributions

We conclude this section with the issue of the convergence of p,, to p with respect to the
W, distance, in the mean or with probability one (analogously to the Glivenko-Cantelli
theorem). The standard rate in W, distance was investigated in sub-Section 5.6. We
complete the study here with the following characterization.

Theorem 7.19 (Characterization of convergence of W, (pin, 1t)). Fach of the following
three statements

a) Weoltin, pp) — 0 as n — oo with probability one,
b) Woo(ptn, 1) — 0 as n — oo in probability,
¢) E(Weo(ptn, 1)) = 0 asn — oo

1s equivalent to the property that the support of i is a finite closed interval.

Proof. First recall the formula

Weo (i, 1) = sup |F,'(t) — F7'(t)

0<t<1

b

where F'is the distribution function of the sample, and F;, is the empirical distribution
function. In particular, this distance is finite, if and anly if u is compactly supported.
The latter property is thus necessary for each of the three statements.



89

Hence, one may assume that p is supported on an interval with finite length ¢. But
then W, (pn, pt) < € with probability one, and therefore a) = b) = ¢), by the Lebesgue
dominated convergence theorem for the last implication.

Let us now derive from c¢) the conclusion about the connectedness of the support.
Due to the triangle inequality for W, this hypothesis implies that

lim E(Wao(ttn, 1)) = 0,

n—o0

where v, is an independent copy of u,. We employ the second lower-bound of Theo-
rem 5.7, namely

1 1 P
[E(Wpy(ttn, va))]" > {F1@+—%@)—F1G——%mﬂ dt
{t1-t)> A1) 6 6
Here ,(t) = tS;f), p > 1, and c is a positive numerical constant. Raising both sides

of this bound to the power 1/p and letting p — oo, we get in the limit

E(Woo(fin, ) = ¢ sup {F1<t+ éen(t)> P (i len(t))].

t(1-t)> e 6
Hence, for any fixed ¢, € (0, 1) and for all sufficiently large n so that to(1 — ¢y) > \/f?,

we have
EM@WM%»ch”Q+é%%D—F1G—é%%DL

whenever 5 <t <1 —ty. Letting now n — oo, we get

1m,h*@+é%%D—F*Q—l%%0]za

n—oo 6

But this means that the inverse function F~! is continuous on (g, 1 — ty), and there-
fore it is continuous on the whole unit interval (0,1). The latter is equivalent to the
connectedness of the support (cf. Proposition A.7).

It remains to derive the statement a) from the property supp(u) = [a,b]. In that
case, the inverse function F~! : [0,1] — [a,b] is continuous, and hence its modulus of
continuity is vanishing at zero, dp-1(0+) = 0.

Again, let v, be an independent copy of u, constructed for the first n values in the
sample (Y5,),~, and let (X}), ., ., and (Y}"), .., be the corresponding order statistics.
Since, by the convexity of the distance,

WOO(,Una ,U) < Ey (WOO<:Un7 Vn))a



90

and since Wy, < b — a, it will be sufficient to see that W, (pn,v,) — 0 a.s. as n — oo.
We now employ another formula, given in Lemma 4.2, namely

WOO(,Um Vn) = 1I£I?§Xn |Xk - Y;c |
Write Xj = F~Y(U}) and Y = F~1(V}*) by using order statistics for two independent
samples Uy, ..., U, and V4, ..., V, drawn from the uniform distribution p’ on (0, 1), and
denote by p, and v/, the empirical measures for these samples. Then,

Woo(ﬂ'nayn) S max 5F*1(|Ul: - V;:D

1<k<n
= 6F*1(1ma§n|Ul:_Vk*|) = Op-1(Woo(ttr, V)

<k

In addition, by the triangle inequality.
Wos(tts vn) < Wos (i, 1) + Woo (v, 1)

But, as was already emphasized in sub-Section 4.2, in the particular case of the uniform
distribution, with probability one we have

Weo (i, 1) = sup |ur, ([0,2]) — 4/ ([0,2])| = sup |u,([0,2]) — =].

0<z<1 0<z<1

These random variables do tend to zero a.s. by the Glivenko-Cantelli theorem. Similarly,
Woo (v, 1) — 0 a.s. The theorem is therefore established. O
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A Inverse distribution functions

Throughout this appendix, u denotes a probability measure on the Borel sets of R, with
associated distribution function F' = p((—o0,z]), x € R, uniquely determining p. The
measure g (or its distribution function F') is said to be degenerate if it is a Dirac mass.
We sometimes denote by X a random variable on a probability space (€2, ¥, P) with
distribution (law) .

At significant occasions in this work, the study is reduced to the uniform distribution
by means of the inverse function F~! (cf. Proposition A.1 below). It is therefore impor-
tant to freely work with the inverse distribution functions and their analytic properties.
This appendix thus collects material on supports and continuity, modulus of continu-
ity and absolute continuity of inverse distribution functions. The notion of I-function
which plays an important role in this investigation is addressed in this framework and
the study of integrals containing the derivative of F~1.

A number of results presented in this appendix are classical, although often they
are not always stated in full generality. Some results seem to be new, or we could
not precisely determine suitable references. Among the bibliography pertinent to this
appendix, in particular in connection with empirical measures and processes, let us
mention [S-W], [C-H]. In particular, the study of quantile processes undertaken in these
monographs involves similarly inverse distribution functions and associated I-functions
as presented here, usually however under some regularity conditions.

A.1 Inverse distribution functions

Let F be a distribution function on the real line. Recall its inverse function
F7Ht) = inf {z e R: F(z) > t}, 0<t<l1. (A.1)

Since F' is non-decreasing and continuous from the right, the infimum in the definition
of F~1(t) is always attained at some point, so

F7'(t) = min{z e R: F(z) > t}, 0<t<l

It is convenient furthermore to extend this function to [0, 1] by monotonicity, setting
F'(0) = F7'(0—) = inf{z e R: F(z) > 0},
F'(1) = F7'(1-) = sup{fz e R: F(z) < 1},

similarly to the standard convention F'(—o0) =0, F'(c0) = 1.
The use of the inverse functions is mainly explained by the following well-known
observation.

Proposition A.1. Let F' be a distribution function. If U is a random variable uniformly
distributed in (0, 1), then the random variable F~*(U) has F as its distribution function.
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Another related (although less universal) property is that, when a random variable
X has a continuous distribution function F, the random variable U = F'(X) is uniformly
distributed in the interval (0, 1).

The next statement describes how the transform F +— F~! acts between its domain
and image.

Proposition A.2. Any inverse distribution function is non-decreasing and left-conti-
nuous. Moreover, for any non-decreasing, left-continuous function G : (0,1) — R, there
exists a unique distribution function F such that F~1 = G.

Thus, when thinking of F' in terms of F~!, there should be no constraint on the
latter function except for the property of being non-decreasing and left-continuous. The
next statement lists a number of basic properties and relations between F and F~!.
The various claims are elementary and are verified in a straightforward manner.

Lemma A.3 (Properties of inverse distribution functions). Given a distribution func-
tion F', the following hold for all0 <t < s <1 and z € R.

—_

F=Y(t) < x if and only if F(z) > t.
F~Y(t) > z if and only if F(z) < t.
) <z < F7(s) if and only if t < F(x) < s.
L(t)) > t with equality if and only if t = F(y) for somey € R. In particular,

W N
T

ot

)=t if F' is continuous.
r)) <z if and only if v > F~1(0). Moreover,

~N O

-1

)
)
)
)
) F
)
)
)

09)

is strictly increasing on (0, 1) if and only if F is continuous.

Note that Properties 1)-2) also hold for ¢ = 1.

On the basis of this lemma, we address the proofs of Propositions A.1 and A.2.
Proof of Propositions A.1 and A.2. Proposition A.1 is immediate since by Lemma A.3,
for all x € R,

Mte(0,1): F'(t) <z} = Mte(0,1): t < F(z)} = F()

where A denotes Lebesgue measure on (0,1).
Turning to Proposition A.2, assume first that F~! is not left-continuous at some
point ¢. That is, setting x = F~1(¢), there exists a § > 0 such that, for all € > 0,

Flt—e) < F't)—6 =x—0.

By Lemma A.3, this is equivalent to saying that F(x —§) >t —e. Letting € | 0, we get
F(x — §) > t, which in turn is equivalent to z — & > F~(t), a contradiction. The first
assertion of Proposition A.2 is established.
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Next turn to the existence part of the second claim. Set G(1) = G(1—) and define

on R the function
F(z) = sup{t € (0,1]: G(t) <z},

using (if necessary) the convention that sup () = 0. In particular, F'(z) > 0 if and only
if G(t) < x for some t € (0,1). By construction, F' is non-decreasing and takes values
in [0,1]. To prove that it is right-continuous, observe the following. Fix ¢y € (0, 1] and
z € R. If G(ty) < x, then the set {G(t) < x} is non-empty, and F(x) > ty. Conversely,
if F(x) > to, then F(x) > 0, so the set {G(t) < z} is non-empty. Hence, using the left
continuity of G,

sup{t € (0,1]: G(t) < x} >ty = It >tr,G(t) <xr = G(ty) < x.
Thus, for all £ € (0,1] and z € R,
Gt) <z < t < F(x). (A.2)

Now, assume that F' is not-right continuous at some point xy and put tg = F(x).
Then, there exists d > 0 such that, for all € > 0,

In particular, t = to +d € (0,1]. By (A.2), G(to+0) < o +¢. Letting ¢ | 0, we are led
to G(to + 0) < xg, which in turn is equivalent to ¢ty + § < F'(x(), a contradiction with
to = F(xg). The existence of the distribution function F' is therefore established.

_ We are left with uniqueness. Let F be another distribution function such that
F~! = G. By (A.2) applied to both F and F, for all t € (0,1] and = € R,

t<F(r) < t< F(x)

which clearly amounts to F(z) = F(z). The proof of Proposition A.2 is therefore
complete. O

Being non-decreasing and left-continuous, the inverse function F~! of a given dis-
tribution function F' generates a non-negative Borel measure =1 on (0, 1), defined for
semi-open intervals by

([t s) = F'(s) — FH(¢), 0<t<s<ll

It may be called the inverse measure (with respect to the probability measure p with
the distribution function F). The next statement describes ;! for any Borel sets.

Proposition A.4 (Inverse measure). Any non-degenerate distribution function F' re-
stricted to the interval A = {x € R : 0 < F(x) < 1} pushes forward the Lebesgue
measure X on A onto the inverse measure p~*. That is, for any Borel set A C (0,1),

Mz eA:F(z)e A} = p'(A).
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It is sufficient to verify this equality for A = [t, s) with arbitrary 0 <t < s < 1 and
indeed, by Lemma A.3,

MreA:t<F(x)<s} =MzeA:F't)<z<F(s)} = p'([t,9)).

There are other interesting properties of the transform F + F~! such as the following
one which is equivalent to the so-called “Elementary Skorokhod Theorem” (cf. [S-W],
pp. 9-10). We provide a proof for completeness.

Lemma A.5 (Elementary Skorokhod Theorem). Let (F},), .y be a sequence of distri-
bution functions, and assume that F,, — F weakly, i.e. lim,_,, F,(z) = F(z) for any
point x of continuity of F'. Then

lim F'(t) = F7'(1),

n—oo

for any point t of continuity of F~1.

Proof. Let t be a point of continuity of F~! and let T C R be the set of all continuity
points of all F,’s (which is dense on the real line). We first show that, given € > 0,
F1(t) < F7'(t) + ¢ for all n large enough. By Lemma A.3, this is equivalent to

n

F.(F7'(t) + &) > t. Choose x € T such that

Flt)+e>ax > F‘l(t)+g.
Then F,(x) > F(F~'(t) 4+ 5) — 9, for all n large enough with any prescribed § > 0.
Hence, it suffices to prove that F(F~'(t) +5) >t +0. But if 0 < 0 < 1 — ¢, the latter
is equivalent to F~'(t) + 5 > F~'(t 4+ ). An appropriate value of 0 can be then chosen
once F~! is continuous at the point ¢. By a similar argument, F,,'(t) > F~(t) — ¢ for
all n large enough, concluding therefore the proof of the lemma. O

The preceding Lemma A.5 may be used, for example, to justify the identity in
Theorem 2.10,

W;(u,u):/o Pt — G (1) dt

where F' and G are the distribution functions associated with the probability measures
p and v from the space Z,(R). Indeed, if these measures are supported on n distinct
points with mass %, the above identity is reduced to Lemma 4.2 (based on the elementary
Lemma 4.1). In the general case, one can approximate p and v by such discrete measures
frn, and v, in the metric W,. If F,, F, and G,, G are the associated distribution
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functions, then necessarily F,, — F and G,, — G weakly. Hence, by Lemma A.5 and
Fatou’s lemma,

/1 |[F7' ) -G ()]Pdt < hminf/1 |EN () — G ()] dt

n—oo

= liminf W2 (pn, vs)

n—oo

= Wy v).

On the other hand, the joint distribution F~! of G~! under the Lebesgue measure on
(0,1) has p and v as marginals. Hence, by Definition 2.1, there is an opposite inequality

W2 () < /0 P (1) — G ()] dt.

A.2 Supports and continuity

In this paragraph, we comment on issues connected with the support of measures.
Given a distribution function ' on R and its inverse function F~!, observe first that
[F~1(0), F~*(1)] represents the smallest closed interval in [—o00, cc] on which the mea-
sure p with the distribution function F' is supported. In general, the support supp(p) is
defined as the smallest closed subset of the real line R of full g-measure. This set can be
defined as the collection of all points = of growth of F, i.e. such that F(z+¢) > F(x—¢)
for every € > 0.

A similar definition is applied to a general Borel measure generated by a non-
decreasing function on a given interval, and in particular to the inverse measure y=! on
(0,1) generated by the inverse distribution function F~!. Tts support, i.e. the smallest
closed subset of (0, 1) of full g~ !-measure, is described in terms of the image set

Im(F) = {F(z): —oco <z < oo}.
As an equivalent definition, one may involve the inverse function to write the represen-
tation
Im(F)N(0,1) = {t € (0,1): F'(t) < F~'(s) for all s € (¢,1)}. (A.3)
Indeed, using Lemma A.3, we have
F't)< Fl(s) < 3Ja2cR, F't)<z<F(s)
— drxeR, t<F(z)<s.

By the continuity of F' from the right, the latter property holds true for all s € (¢, 1) if
and only if ¢t = F(x) for some x € R, thus proving the claim.

By Proposition A.4, since F' : R — Im(F'), the measure p~' is supported on Im(F)
(once we realize that the image set is Borel measurable). This set does not need be
closed, but its closure is just

clos(Im(F)) = Im(F) U {F(2—) : z € R}.
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Proposition A.6 (Support of the inverse measure). Let p be a probability measure on
R with distribution function F. A number t € (0,1) is a point of growth of F~' if and
only if t = F(x) ort = F(x—) for some x € R. Equivalently,

supp(p~') = clos(Im(F)) N (0,1).

Proof. The support of !, supp(u~!), represents the collection of all points ¢ of growth
of F~1 on (0,1), i.e. such that F~(tg) < F~'(¢;) whenever 0 <ty <t < t; < 1. Using
Lemma A.3 and arguing as before, we have

Flty) < Fl(t)) <= 3z R, F'lty) <z< F )
<~ ElI'ER,t()SF(l‘)<t1

Hence, ¢ is a point of growth of F~1, if and only if [tg, ¢;) N Im(F) # @ for all ¢y, ¢; such
that tg < t < t;. But the latter is equivalent to the property t € clos(Im(F")). O

Next, we comment more on the structure of the image set Im(F’). If the measure p
with distribution function F' is non-atomic (F is continuous), then Im(F') = [0, 1], and
F~! is strictly increasing. In the general case, let us return to the representation (A.3)
and consider the complement of the image in (0, 1),

A= (0,)\Im(F) = {t €(0,1): F'(t) = F~'(s) for some s € (¢,1)}.

With every point ¢ in A, this set also contains some non-empty interval [¢,s). For a
rational number r € (0, 1), denote by e, the union of all such intervals that contain 7.
Clearly, if e, is non-empty, it is an interval either of type [a, b) or (a,b). Thus, A =, e,,
which shows in particular that Im(F’) is always Borel measurable.

The following proposition collects conditions insuring the continuity of the inverse
distribution functions in terms of the support of the measure.

Proposition A.7 (Continuity and support). Let u be a probability measure on R with
distribution function F. The following properties are equivalent:

a) The function F is strictly increasing on the interval Ag = {x € R : 0 < F(x) < 1};
b) The inverse function F~' is continuous;

¢) The inverse measure u~* is non-atomic;

d) The support of p is a closed interval on the real line, finite or not.

Thus, for the continuity of F~!, the support A = supp(u) should be one of the
following types

1) A =(-00,00), 2)A=(—00,b], 3)A=]a,00), 4)A=]a,b]
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with some finite a,b. Then, in the corresponding cases
1) Ag = (—00,00), 2) A=(—00,b), 3)A¢=[a,0)or (a,00), 4) Ay = [a,b) or (a,b)

(in the two last cases depending on whether i has an atom at the point a). Anyhow,
all points of A will be points of growth of F. In particular, according to Lemma A.3,
F~Y(F(z)) = z for every x € A.

Proof. The equivalence of b) and ¢) is standard. For b) = a), assume by contradiction
that F' is not strictly increasing on Ay, that is, t = F(y) = F(z) for some y < z with
0 <t < 1. Let y be the smallest number satisfying this equality with fixed . Then, by
Lemma A.3, F~'(t) = y, while F~!(s) > = whenever s > t. Hence, F! is discontinuous
at t, thus proving the implication. Conversely, if F~! is discontinuous at ¢t € (0,1)
and y = F~1(t), then x = F~'(¢t+) > y. Hence F is constant on [y,z) proving the
implication a) = b). Finally, assuming a), any point in A is a point of growth of F~1.
Hence, supp(u) = clos(Ag) which implies d). In turn, d) implies that p(z —e,2+¢) >0
for every x € A and € > 0, and we arrive at a). The proof is complete. n

To conclude this paragraph, we illustrate the preceding results with some examples.
Example A.8. For the mass point p = d,, © € R (the degenerate case),
FYt) =z, 0<t<l.

Hence p~t = 0.

Example A.9. For the Bernoulli measure = pd, + (1 — p)d,, v <y, 0 <p < 1,

1 - x, if 0<t<p,
Fo(t) = {y, if p<t<l.

Hence p~' = (y — )8, which is a multiple of the mass point.
Example A.10. Let A denote the uniform measure on (0,1). For a mixture of the

Bernoulli and the uniform measure yu = i do —i—% 01 —i—% A, the inverse distribution function
is continuous and is given by

0, if 0<t<y,
F(t) = {21&—%, if T<t<2,
1, if ;<t<l

In this case p~! represents a multiple of the uniform distribution on [}l, %]
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Example A.11. Let X be a discrete random variable taking the values

i=1,2,....28 k=12 ...

21— 1 1
P{X T ok } T3k
Since the points 22;1 form a dense subset of [0, 1], the distribution p of X has the interval
[0,1] as the support. Hence, the inverse distribution function F'~! is continuous. In fact,
F~! coincides with the classical Cantor’s stairs, so it is not absolutely continuous (in
contrast with the previous example). Note that the function F~! is constant on intervals
having the total measure 1. This example also shows that the image Im(F') may have

the continuum cardinality, even if F' corresponds to a discrete distribution.

A.3 Modulus of continuity

Once the inverse function F~! of a distribution function F is continuous, one can try to
quantify this property by considering its modulus of continuity
Sp-1(e) = sup {|F'(t) = F7'(s)| : [t = s| <&, t,s€(0,1)}, 0<e<l,
which is an optimal function ¢ such that
|[F7Ht) = F~'(s)| < o(Jt —s])

for all ¢, s € (0,1). However, as is made clear by the next statement, the study of moduli
of continuity is restricted to the class of compactly supported measures.

Proposition A.12. Let p be a probability measure on R with distribution function F.
The following properties are equivalent:

a) op-1(e) < oo for some e € (0,1);

b) dp-1(e) < oo for all e € (0,1);

¢) wis compactly supported.

If p is supported on an interval of length £, then 6p—1 < €. Furthermore, F~! is contin-
uous if and only if §p-1(04) = 0.

The statement is obvious. Let us only stress that p is not compactly supported
if and only if F71(0) = —oo or F71(1) = co. In the latter case, we have dp-1(g) >
F1(1) = F7(1 — &) = oo for every € € (0,1).

If p is compactly supported, and [a, b] is the smallest segment where y is supported,
the behaviour of the modulus of continuity dp-1 near zero can be connected with the
dual notion — an analogous “modulus of increase” of the distribution function F'. This
function may be defined as

er(0) = inf{F(y)—F(z): y—x >4, z,y€[a,b]}
= inf{F(y)— F(z—): y—x >0, z,y€ab]}

for every 0 < 0 < b—a.
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Proposition A.13. Let F be the distribution function associated with a probability
measure fi such that supp(p) = [a,b]. Then for all0 <e <1 and 0 <6 <b—a,

dp-1(e) <90 <= ep(d) > e.

In particular,
op-1(e) = inf {0 € (0,b—a): ep(0) > e}

Proof. The support assumption means that the inverse function F~! is continuous on
(0,1) according to Proposition A.7. We may assume that p is non-degenerate so that
a < b.

By definition, €r(8) > & means that s —t < e = F!(s) — F71(t) < § whenever
0 <t<s<1. Since F~!is continuous, this implication may be rewritten as

s—t<e = F'(s)—F'(t) <6

Moreover, this description will not change if we require additionally that F~1(t) <
F~Y(u) < F71(s) for all u € (t,s). Indeed, otherwise, the interval (¢,s) may be de-
creased without change of the value F'~1(s) — F~!(¢). As explained in the proof of
Proposition A.1, such a requirement is equivalent to the property that [¢, u) NIm(F) # ()
and [u,s) NIm(F) # 0, for all t < u < s. But then t = F(x) and s = F(y—) for some
r <y in [a,b], and hence F~'(t) = x. In addition, by the left-continuity of F~!,
F'(s) = FY(F(y-)) = li%n F Y (F(z) =y
21y
since F~1(F(z)) = z for all z € [a,b]. Thus, the inequality ex(§) > ¢ is reduced to the
statement
Fly) —F(z)<e = y—x <90

(for a <z <y < b), or equivalently,
y—x >0 = F(y)—F(z) >«

The latter amounts to er(J) > ¢ and hence Proposition A.13 is established. ]

As in the preceding paragraph, we conclude with some examples illustrating these
results.

Example A.14. Let a random variable X have a unimodal distribution, symmetric
about the point %, with support [0, 1]. The latter means that the distribution function
F of X is convex on [0, 5] and concave on [3, 1], with the symmetry property F(1—z) =
1 — F(z) for all 0 <z <1 (for simplicity, let us exclude the case where F' has a jump
at the point %) Then the probabilities

PlysX<azp=F(y) - F(z), y—-xz=96, zyecl01]
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are minimized for y =0, x = 4, so ep(6) = F(J). Hence,
Sp1(e) = F (), forevery 0 <e<1.

This function is concave on the interval [0, 3] and convex on |3, 1].

Example A.15. Let us return to the Example A.11 of the previous paragraph of a
discrete random variable X with values in (0, 1) for which F~! represents the Cantor
stairs. Under the constraints y — x > ¢, z,y € [0, 1], consider the probabilities

1
Ply<X <z} = ) 3"

y<Ept<e
with allowed values i = 1,2,...,21 k=1,2,... Here, for each fixed k the summation
k
is performed over all positive integers ¢ from the interval [%, %] If this interval

has length £, > 1, it contains at least [(;] = [2571(x — y)] > [2"710] integers. Hence, if

k=15 > 1,
1 [2F=15] 12815 5 s2\*k
2. 3k 3k 2 3k 4\3

i y<2pt<a

Putting kg to be the least integer > 1 + log, %, this gives

wexen > 510

=FKo

log 3
512§2'

B 30 (2)’% S 30 (2)2+log2(1/6) 1
- 4\3/ T 4\3 3
log log 2

512 and thus dp-1(g) < (3e)toes,

As a result, ep(0) > 3

A.4 Absolute continuity

In this paragraph, we study explicit characterizations of the (potential) absolute con-
tinuity property of the inverse distribution functions. This property will always be
understood in the local sense. Namely, a function u defined on an interval (a,b), finite
or not, will be called absolutely continuous if for all a < a’ < b < b and € > 0, there
exists § > 0 such that, for any sequence of non-overlapping intervals (a;, b;) C [a, ],

1

Equivalently, for some locally integrable function v on (a,b), for all a <ty < t; < b,

u(ty) —u(ty) = /1 v(t) dt.

to
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The function v is uniquely determined up to a set of measure zero, is denoted by u’, and
is called the Radon-Nikodym derivative of u. As a possible variant, one may put

u'(t) = limsup ut+e) = ult)
e—0 €

or use liminf instead.

For example, any locally Lipschitz function is absolutely continuous. Such functions
have Radon-Nikodym derivatives that are bounded on proper subintervals of (a,b).

If an absolutely continuous function u is non-decreasing, the Radon-Nikodym deriva-
tive of u can always be chosen to be non-negative and a.e. finite. Any such u generates
a non-negative Borel measure

v(A) = /Au'(t) dt, A C (a,b) Borel,

which is absolutely continuous with respect to the Lebesgue measure on (a,b) in the
usual sense of Measure Theory. We do not require that v be finite, but v should be finite
on compact subintervals of (a,b). Note that any non-negative absolutely continuous
measure v, which is finite on compact subintervals of (a,b), is generated by some non-
decreasing absolutely continuous function wu.

Here we consider such properties for the inverse function F~! on (a,b) = (0,1). First
let us state one immediate important consequence of the absolute continuity assumption
on F~1.

Proposition A.16. If F' is a non-degenerate distribution function such that F~! is
absolutely continuous, then the image set Im(F') has a positive Lebesque measure.

Proof. The non-degeneracy of F' insures that F'~! generates a non-zero inverse measure
p~! where p is the probability measure associated with F'. By the second assumption,
the inverse measure is absolutely continuous with respect to the Lebesgue measure .
So, A(Im(F)) = 0 would imply that g~ *(Im(F)) = 0 which is impossible since p~! is
supported on Im(F). O

Next, we turn to a full characterization of the absolute continuity of £~! in terms
of the distribution function F. In general, the measure u generated by F admits a
unique decomposition p = g + p1 + p2, where g is a discrete measure, pq is a singular
continuous measure which is orthogonal to the Lebesgue measure A on R, and us is
a measure which is absolutely continuous with respect to A\. They are respectively
called the discrete component, the singular continuous component, and the absolutely
continuous component of p. Furthermore, by the Lebesgue differentiation theorem, the

limit Fly) — F(x)
. y) — x
= 1 s 7
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exists and is finite for almost all z, and represents the density of u, with respect to
Lebesgue measure. That is, f(z) = d“dz—;x) in the sense of Measure Theory (Radon-
Nikodym derivative).

Proposition A.17 (Characterization of absolute continuity of F'~1). Let u be a non-
degenerate probability measure on R with distribution function F. The inverse function
F~1 is absolutely continuous on (0,1) if and only if u is supported on an interval, finite
or not, and the absolutely continuous component of u has on that interval an a.e. positive
density (with respect to the Lebesgue measure).

Since the absolute continuity is stronger than just continuity, necessarily the support
of u should be a closed interval A, as already indicated in Proposition A.7. In that
case, an additional requirement concerning the density which is needed for the absolute
continuity of F~! is equivalent to the property that the Lebesgue measure on A is
absolutely continuous with respect to pu.

Proof. We may assume that F~! is continuous on (0,1), so that A = supp(u) is an
interval (not shrinking to a point by the non-degeneracy assumption). In particular,
F~Y(F(x)) =z, for all z € A.

By definition, F'~! is absolutely continuous on (0,1) if and only if, for all 0 < a <
b < 1 and e > 0, there exists 6 > 0 such that, for any sequence of non-overlapping
intervals (a;, b;) C [a,b],

S hi—a)<d = Z (F7X(b) — F Y a)) <.

)

Note that when a continuous function u is non-decreasing, in the definition of the ab-
solute continuity one may require without loss of generality that u(a;) < u(t) < u(b;)
for a; < t < b; (otherwise, the intervals (a;, b;) may be decreased without change of
the value u(b;) — u(a;)). In the case u = F~', as was already explained in the proof of
Proposition A.13, such a requirement implies that a; = F(x;) and b; = F(y;—) for some
r; < y; in A and, moreover, F'"(a;) = x; and F~1(y;) = b;.

Thus, the definition of the absolute continuity of F~! reduces to the statement that,
for any finite interval [z,y] C A and any € > 0, there exists § > 0 such that, for any
sequence of non-overlapping intervals (z;,vy;) C [z, y],

Y (Flyi-) = Flz)) <6 = ) (yi—z)<e
Equivalently, if ;1(A) < § then mes(A) < ¢, for the open set A = |J,(x;, ;). Using
regularity of measures, this implication can easily be extended to the class of all Borel
subsets A of [x,y]. Therefore, the Lebesgue measure on [z,y] is absolutely continuous
with respect to the measure p restricted to [x,y]. Extending [z, y] to the whole support
interval, we finally conclude that F'~! is absolutely continuous on (0, 1) if and only if the

Lebesgue measure on A is absolutely continuous with respect to u. Proposition A.17 is
established. O
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In case p is absolutely continuous, a more precise statement is available. When
F has a positive continuous derivative f in a neighbourhood of F~!(t), then F~! is
differentiable at ¢ and has derivative (F~')'(t) = 1/f(F~1(t)). In a more relaxed form,
the following statement is valid.

Proposition A.18. Let i1 be a probability measure on R supported on an open interval,
finite or not, where it has an a.e. positive density f, and let F' be the distribution function
of . Then, the inverse function F~' is strictly increasing, absolutely continuous and,
moreover, for all 0 <ty <ty <1,

F7Ht) — F () = /tl f(%l(t))dt'

In particular, a.e. F~' is differentiable and has derivative (F~1)'(t) = 1/f(F~(t)).

Proof. Let u be supported on (a,b) C R. Since f(z) > 0 a.e. on this interval, F'is contin-
uous and strictly increasing on (a, b), and so is the inverse function £~ : (0,1) — (a,b).
Now, if a random variable U is uniformly distributed in (0, 1), the random variable
X = F~Y(U) has the distribution function F' and the density f. Hence,

/:mdt - E(ﬁ ﬂ{towﬂ)
1

= E (m ﬂ{F‘l(to)<F‘1(U)<F‘1(tl)})

1
= E (m IL{F—l(to)<x<F—1(tl)})

]

In the general case, when p has a non-zero absolute continuous component, but also
may have a non-zero discrete or continuous singular component, the Radon-Nikodym
derivative of =1 can be expressed in a similar way. Anyway, once F'~! is absolutely
continuous, for this derivative we may take the function

(F7Y'(t) = liminf F~(s) = F7(1)

s—t, s>t s—1

(A.4)

by the Lebesgue differentiation theorem.
If t ¢ Im(F), then F~'(s) = F~1(t) for some s > t, so (F~')'(t) = 0. Otherwise,
t = F(x) for some z from the support A of u, and F~1(t) = z. Let us see that the
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above lim inf may be taken along the values s = F/(y—) with y > z. Indeed, in case s is
not of the type F(y—), we would have F~!(s') = F~!(s) for some t < s’ < s, and then
F7U) = F7H()  F(s) = FH(D)
s —t s—t '

Hence, one may exclude such points s from the liminf in (A.4). That is, it suffices to
consider the values s = F(y—) with y € A, y > x. In that case, by the left-continuity
of the inverse function, necessarily F'~*(s) =y, so that

_1y/ - fn y— T
EO = fminl S r

liminf ——2

= liminf ——————

y—z, y>o F(y) — F(x)
1

limsup, .y~

Fly)—F(=z) °
y—x

The following proposition summarizes the conclusion at this point.

Proposition A.19. Let F' be a non-degenerate distribution function. If the inverse
function F~' is absolutely continuous, then it has the Radon-Nikodym derivative

(F~)(t) = W7 t € Im(F)N(0,1),
where
) = oy S

Here, the function f represents a specific representative of the density of the abso-
lutely continuous component of the measure p generated by F. According to Proposi-
tion A.17, the assumption that F'~! is absolutely continuous is equivalent to saying that
f is a.e. positive on the supporting interval for pu.

For t ¢ Tm(F), one may set (F~')'(t) = 0. Recall that the measure p~" generated
by F~! is supported on the set Im(F) N (0, 1), so it does not matter how to define the
Radon-Nikodym derivative on its complement.

The preceding proposition emphasizes the concept of I-function associated to a dis-
tribution function F' on the real line, extensively used throughout this investigation.

Definition A.20 (I-function). The [-function of a distribution function F', whose in-
verse function F~! is absolutely continuous on (0,1), is defined as

Io(t) = s 0<t<1

This function is well-defined a.e., and then (F~')" denotes the corresponding Radon-
Nikodym derivative.
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In particular, if an absolutely continuous probability measure on ¢ on R with distri-
bution function F' is supported on an open interval and has there an a.e. positive density
f, then the [-function is well-defined and is given, according to Proposition A.18, by

In(t) = F(F7'(t))  (ae)

These I-functions are somehow related to isoperimetric profiles, and indeed do rep-
resent isoperimetric properties for log-concave distributions. For example, if p is the
standard normal law on R, the associated I-function is p(®~!) where @ is the usual
notation of the distribution function of 1 and ¢ is its density. If du(z) = %e"a’]dx on
R, then I(t) = min{t,1 —¢}, 0 <t < 1.

According to Proposition A.19, the formula Iz(t) = f(F~'(t)) remains to hold
in the general case of the absolutely continuous inverse function F~! — however for a
specific representative of the density of the absolutely continuous component of .

To see that in general f cannot be chosen in an arbitrary way, let u be supported on
an open interval and such that its absolutely continuous component has on that interval
an a.e. positive density f (so that the I-function is well-defined). Assume that p is
continuous and has a non-zero singular continuous component ;. Let f be another
representative of the density such that f(z) # f(x) on a set A of Lebesgue measure zero
with p1(A) > 0. Then )

FF) £ F(F )
on the set B = {t € (0,1) : F~'(t) € A}. But, by Proposition A.1, the Lebesgue
measure of B is equal to (A) = pi(A). Thus, f(F~1(t)) # f(F~'(t)) on a set of
positive Lebesgue measure.

Nevertheless, a number of important relations and integrals containing the /-functions
may be expressed explicitely in terms of f and do not depend on how we choose the
density f. Some of them are considered in the next section.

A.5 Integrals containing the derivative of F~!

The study of rates for Kantorovich distances for empirical measures requires represen-
tation formulas for integrals containing the Radon-Nikodym derivative of F~1. The
following general formula involves a weight which will take concrete forms in specific
examples.

Proposition A.21. Let F be a distribution function such that the inverse function F~*
is absolutely continuous and has a Radon-Nikodym derivative (F‘l)/. For any Borel
measurable function w : (0,1) — [0,00), and any p > 1,

/O [(F~Y ()] w(t)dt = /{0<F< )<1}%dzp, (A.5)

where [ 1s a density of the absolutely continuous component of F.
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Proof. The formula (A.5) is a variant of integration by using a change of variable. If F'
is degenerate (a mass point), both integrals are vanishing, so let F' be non-degenerate.

As we know, the absolute continuity of F'~! is equivalent to the property that the
probability measure p with distribution function F' is supported on a non-degenerate
interval A of the real line (open or closed, finite or not) and, moreover an absolutely
continuous component of p should have an a.e. positive density f on A. Note that, up
to the endpoints, A is the same as Ay = {0 < F(x) < 1}. Furthermore, the integral on
the right-hand side in (A.5) will not change when changing f on a set of null Lebesgue
measure. So, we may take for f the one defined in Proposition A.19, i.e.

f(z) = limsup M

y—x, y>T Yy—x

Now, by Proposition A.4, the function F' pushes forward the Lebesgue measure on
Ay to the the inverse measure p~!. Equivalently,

/A R(F@)dr = /0 R At ()

for any R such that at least one of the above integrals is defined in the Lebesgue sense.
But ! is supported on the image set A’ = Im(F)N(0, 1), which has a positive Lebesgue
measure, cf. Proposition A.16. Moreover, by the assumption, ;! has the density (F _1)/,
hence
/ R(F())de = [ R(t)(FY(6)dt.
Ao A
Applying Proposition A.19, we get

_ R(t)
/AO R(F(a:))dm =/, —f(F—l(t)) dt.

In particular, since F'~1(F(z)) =z on A,

w(F@) wF@)
n Tt ao FEAF@)t
- _wl)

— A,|(F*1)/(t)]pw(t)dt.

Finally, recall that (F~')" = 0 a.e. outside Im(F). Therefore, without any change, the
last integral may be extended to the whole interval (0, 1), and it will not depend on the
choice of the Radon-Nikodym derivate for F'~!. The proof is complete. O

Proposition A.21 will be used with the weight functions w(t) = (¢(1 — t))?/2,
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Corollary A.22. Let F be a distribution function such that the inverse function F~! is
absolutely continuous and has a Radon-Nikodym derivative (F_l)’. Then, for allp > 1,

! NP p/2 z)(1 = F(x))]””?
/0 |(F_1) (t){ (t(l—t)) / dt = / [F( )(1 F( ))] dl’,

0<F(z)<1 f(z)rt

where f is a density of the absolutely continuous component of F'. In particular,

/0 (FY (1) t(1 —t)dt = /O<F( . F(ﬂﬂ)(]lc(;)F(x)) i

Another case of interest is the constant weight function w(t) = 1. Taking p = 1, we
arrive at the description of the length of the supporting interval.

Corollary A.23. Let F be a distribution function such that F~1 is absolutely continuous
and has a Radon-Nikodym derivative (F~)'. Then, the integral

/0 (F) (1)t

represents the length of the smallest interval supporting the probability measure with the
distribution function F.

A.6 Monotone Lipschitz transforms

In the last section of this appendix, we examine Lipschitz transformations of measures
and how they translate on the associated distribution functions.

If v is a given non-atomic probability measure on the Borel sets of R with a (con-
tinuous) distribution function G, any other probability measure p on the real line with
the distribution function F' can be obtained as a monotone transform of v, i.e. as the
distribution of a monotone map 7" under v. One then says that T" pushes forward v to
, or G to F, and writes in symbols y = v T = T(v).

A canonical map 7' : R — R is given by

T(z) = F'(G(x)), r € R.

Indeed, since G is continuous, it pushes forward v to the uniform measure on (0, 1),
while the inverse function F~! pushes forward the uniform measure to p.

In a number of questions, it is desirable to know whether or not 7' is Lipschitz, and
how to estimate its Lipschitz semi-norm

Fly) - F(x)

T\ . =
1Tl = sup —= —
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A simple characterization can be given by comparing the associated I-functions
Ip(t) = —— Ig(t) = o 0<t<l,

from Definition A.20.

Proposition A.24. Suppose that G is continuous and G~ is absolutely continuous.
Given a distribution function F, let T" be the canonical map pushing forward G to F.
The map T has a finite Lipschitz semi-norm with ||T|;, < L for some ¢ > 0 if and only
if the inverse function F~' is absolutely continuous, and

Ip(t) > clg(t) a.e.

A characterization of the absolute continuity of the inverse functions is given in
Proposition A.17, while Proposition A.19 describes the associated I-functions. In many
practical situations, v is absolutely continuous, is supported on some interval, and has
there an a.e. positive density ¢g. In that case,

Ia(t) = g(G7'(t)), 0<t<l.

For example, the two-sided exponential distribution v with density g(z) = % el z € R,
has the the associated function I (t) = min{t¢,1 —t}. Hence, the inequality of the form

Ip(t) > ¢ min{t, 1 —t} a.e. (A.6)

means that the measure p is obtained from v as a Lipschitz monotone transform with
1T Nuip < <

Proof of Proposition A.24. (Sufficiency) Assume that F~! is absolutely continuous.
By the assumption, the Radon-Nikodym derivative of the inverse function admits a

pointwise upper-bound

1

(F Y < =@ ae
c

Hence, integrating this inequality, for all 0 <t < s < 1,

1

F7s) = F7(t) < = (G7'(s) - G (1): (A7)

Note that v must have an interval A as its support (Proposition A.17), and therefore
G Y(G(x)) = z for all z € A. Changing the variables t = G(z), s = G(y) with z,y € A,
x <y, this gives T'(y) — T'(x) < % (y — x), which means that ||T[;;, < 1

(Necessity) We can start with the above relation (A.7) for the inverse functions, which
immediately implies that F'~! is absolutely continuous (since G~ is). Moreover, dividing
this inequality by s — ¢ and letting s | ¢, we obtain, by the Lebesgue differentiation
theorem, that (F~1)" < 1 (G71) ae. O

If v is the uniform measure on (0, 1), then I5(t) = 1, and Proposition A.24 may be
formulated in a different manner.
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Proposition A.25 (Lipschitz inverse distribution function). Let F' be the distribution
function of a non-degenerate probability measure i on R. The inverse function F~!
has a finite Lipschitz semi-norm HF‘lHLip on (0,1) if and only if p is supported on a
finite interval A, and the absolutely continuous component of p has a density f which
is separated from zero on A. In this case,

1

essinfyen f(2)

1 sy =

Proof. In terms of the modulus of continuity, the Lipschitz property is equivalent to the
relation
dp-1(e) < Ce, 0<e<l,

where the optimal value of C' represents the Lipschitz semi-norm [|F~![| .. In this case,
the support A of p has to be a finite closed interval, finite or not (Proposition A.12).
Moreover, since F'~! is absolutely continuous, an absolutely continuous component of
has a density f which is a.e. positive on A (Proposition A.17).
Assuming that § = Ce < 1, the relation dp-1(¢) < Ce is equivalent to er(d) > ¢,
where e is the modulus of increase of F' (by Proposition A.13). That is,
: J
er(6) = inf {F(y) — F(z): y—z >4, z,yecA} > ok
But, by the Lebesgue differentiation theorem, 5 (F(z + &) — F(x)) — f(x) as 6 | 0, for
almost all z € A. Hence, ||[F~'||;, < C implies f(x) > 1/C a.e. on A. Conversely, the
latter easily implies £7(0) > 0/C and hence [|[FF~!||;;, < C. The proof is complete. [
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B Beta distributions

This appendix is devoted to special properties of the beta distributions needed in the
analysis of formulas such as the one given in Theorem 4.6. As we believe, many of
such properties are of independent interest. Some of them can be studied by using
only the fact that all beta distributions with parameters o, > 1 are log-concave.
Therefore, it is natural first to collect together a number of relevant general results about
such measures. We next investigate Poincaré-type inequalities for beta distributions,
both in the standard L?-norm but also for LP-norms, p > 1, including the p = 1 case
corresponding to Cheeger-type inequalities. Mean square beta distributions are analyzed
in the subsequent paragraph. Quite a bit of work is then devoted, in the last part, to
refined lower-bounds and lower integral bounds for beta densities. While the topic is
classical, most of results developed here seem to be new.

The beta distribution is denoted by B, g, a,8 > 0, which is always treated as a
probability measure on (0, 1) with density

dBaﬂ(l’) 1

i = Bapt -7 0<e<l, (B.1)
where 1 -
o — :Ea—l —7r B—1 T — «Q «
B(a, B) /0 (1—2)*1d Teis

is the normalizing factor (the classical beta function in two variables). If a random
variable X has the distribution B, g, its moments are given by

Ia+B8) T(a+p)

E(X?) = TatB+p) T(@) p > 0. (B.2)
In particular, ( )
o« oy ala+1
E(X)_aJrﬁ’ E(X)_(a+ﬂ)(a+ﬁ+1)
and
Var(X) = ap

(a+p)2(a+p+1)

B.1 Log-concave measures on the real line

In this sub-Section, we first recall some general facts on log-concave measures on R”,
mostly specializing to the one-dimensional case. We refer to the classical papers by
Borell [Bor2] and Brascamp and Lieb [B-L] as general references on the subject.

A probability measure i on the Euclidean space R* is called log-concave, if it satisfies
a Brunn-Minkowski-type inequality

p((L=t)A+tB) > u(A)~ u(B), 0<t<l, (B.3)
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in the class of all non-empty Borel subsets A and B of R¥, where
(1-t)A+tB ={(1-t)z+ty:x €A, y€ B}

denotes the usual Minkowski average. Equivalently (cf. [Bor2]), 4 must be supported on
a convex set V in R"™, where it has a log-concave density with respect to the Lebesgue
measure of the same dimension as V. Such characterization can easily be obtained, by
applying the Prékopa-Leindler theorem, cf. [B-L], [L.2-3].

By the dilation-type Lemma 3.1 of Borell [Bor2], log-concave measures have moments
of all orders. In a more precise sharp form, letting X be a random vector in R* with
log-concave distribution g, and given any norm | - || on R*, for all t > 1 and x > 0,

P{[IX] >t} < P{|X| >a}""""

When the norm is Euclidean, this inequality was first obtained by Lovész and Simonovits
[L-S], and later Guédon [Gu] extended it to arbitrary norms. This results entails a
multidimensional Khinchine-type inequality

E(IIX|P)"" < cpE(X]) (B.4)

where C' > 0 is an absolute constant. Actually, it remains to hold for an arbitrary
semi-norm.

On the real line, the definition of log-concave measure reduces to the requirement
that either y is a mass point, or it is supported on some interval (a,b) C R, finite or not,
where it has a positive density f such that the function log f is concave on (a,b). If F
is the distribution function associated with u, then necessarily the associated I-function
I(t) = f(F~(t)) from Definition A.20 is concave on (0,1). This already shows that
all log-concave measures on R are unimodal. In fact, the property that I is concave
characterizes the class of all absolutely continuous log-concave probability measures on
the real line. As a consequence of the Brunn-Minkowski-type inequality (applied to
half-axes), one immediately obtains that the functions ' and 1 — F are also log-concave
on the supporting interval (a, b).

According to (B.4), any real random variable X having a log-concave distribution p
has finite moments of any order, and moreover an exponential moment E(e?X1) is finite
for some € > 0. The global behavior of y is mostly determined or can be controled
by the two parameters — the expectation E(X) and the variance Var(X). Many other
quantities or characteristics of u are often related to these parameters. The following
statement is one such example.

Proposition B.1. Let X > 0 be a random variable with median m, having a log-concave
distribution. Then
E(X) <

~ log2

m

(B.5)
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The inverse bound m < 2E(X) obviously holds without the log-concavity assump-
tion. With an existing constant, the inequality EX < Cm is well-known and holds in
much greater generality in the form of the bound E(||X||) < Cm/(||X]|) (where X is a
random vector in R* having an arbitrary log-concave distribution and |[|- || is an arbitrary

norm) as a consequence of Borell’s result. In the current formulation, the constant @

is sharp and is attained for the standard exponential distribution v with density e™7,

z > 0.

Proof. 1t may be assumed that a = essinf X = 0 since the stated inequality (B.5) being
written for X — a is getting stronger. So, let the distribution of X be supported on an
interval (0,b), 0 < b < oo, with the distribution function F'. Using homogeneity, assume
that m = log 2, so that F(log2) = 3.

We only use the property that the function 1 — F(z) is log-concave on (0,b). Hence,
the function T'(z) = — log(1 — F'(z)), which pushes forward v to the distribution of X,
is concave. Let [ be a linear function whose graph is tangent to the graph of T" at the
point log2. That is, I(log2) = T'(log2) = log 2 and, for some ¢ € R,

l(z) = l(log2) + c(x —log2) = log2+ c(z —log2).

Since | > T and T > 0 with T(0+) = 0, necessarily ¢ < 1. Hence, if £ is distributed
according to v, we obtain that

E(X) = E(T(¢)) <E(L(¢)) = log2+c(1 —log2) < 1.
O

Proposition B.2 (Variance of a log-concave distribution). Let X be a random variable
with median m, having a log-concave distribution p with (log-concave) density f. Then

1 1

12 Var(X) < fm)” < 2Var(X) (B:6)
Furthermore, . _ > . .
var(x) = /@S (B.7)
1 2 1
svarxy = TEX) = 5 (B.8)

For the proof of (B.6), we refer to [Bob4], Proposition 4.1. The left-hand side of (B.7)
is weaker, but is still sharp, since it is attained for the uniform distribution in the unit
interval. Here, the constant 1—12 actually serves for the class of all probability densities
on the real line. This fact was already mentioned without giving details in 1960’s
by Statulevicius [Sta] and later was emphasized by Hensley [He|, who also considered
upper estimates in the class of log-concave densities that are symmetric about the origin
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(cf. also [Bal). As for the right-hand sides of (B.6) and (B.7), they are also sharp and
both are attained for the one-sided exponential distribution.

The upper-bound on the maximum of the density in (B.7) is due to Fradelizi [F],
who proved it for marginals of convex bodies in isotropic position. A simple proof
of this bound in the general log-concave case may be found in [B-C]. It is based on
the concavity of the function I(t) = f(F~'(t)). Note that this property implies that
sup, f(x) < 2f(m).

The upper-bound in (B.8) follows from a similar bound for the maximum of the
density. To comment on the lower-bound, first let us mention that the value h = 2f(m)
is also known as an optimal constant in the Cheeger-type analytic inequality

o0

h [ Jutw) - m@)] dute) < [ @) duto), (B9)

o0 —00

holding in the class of all absolutely continuous functions u on the real line with median
m(u) under u (cf. [Bobd]). Being applied to the indicator functions of half-axes (—oo, ]
(in the approximate sense), it yields the relation

hmin {F(z),(1 - F(z)} < f(z), a<x<b,

where F is the distribution function of X and (a,b) is the supporting interval of f.
In turn, this relation implies the Cheeger-type analytic inequality. Therefore, by the
upper-bound in (B.6),

1
/3 Var(X)
for all = € (a,b). On the other hand, there is a two-sided bound

< P{X <EX)} < 1—%

f(z) > min { F(z), (1 — F(z)}

1
e

(cf. [Bob5], Lemma 3.3). So, taking = = E(X), we arrive at the lower-bound in (B.8).

Finally, it is worth mentioning that together with the lower-bound in (B.6), the
Cheeger-type inequality (B.9) yields the Poincaré-type inequality

Var,(u) < 12 Var(X) /OO u'(z)? dp(z) (B.10)

— 00

for all absolutely continuous functions u on the real line (see e.g. [Bob4], Corollary 4.3).

B.2 Log-concave measures of high order

A number of results about general log-concave measures can further be sharpened for
certain subclasses, and here we discuss one of them.
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A random variable X > 0 is said to have a log-concave distribution of order v > 1
if it has a density of the form

f(z) = 2° " p(2),
for some log-concave function p on (0, 00). For example, the standard Gamma-distribution
with a > 1 degrees of freedom, which has the density

= m e, x>0,
is log-concave of order . The beta distribution B, s is also log-concave of order « for
alla>1and g > 1.

When « is large, such probability measures are more concentrated about a point
in comparison with general log-concave measures. This can already be seen from the
following proposition.

Proposition B.3. If X has a log-concave distribution of order o > 1, then

1 2
Var(X) < - (E(X))".

Here, equality is attained for the standard Gamma-distribution with a degrees of
freedom. This assertion follows from a result of Borell [Borl] about reverse Lyapunov
inequalities on convex bodies (and from the results of [B-M-P] in case « is integer). For
more details and some interesting concentration applications, we refer to [Bob6-7] and
[B-MaJ. As shown in [Bob7], Proposition B.3 may be used to get a distributional self-
improvement of Gaussian type. (A similar statement with integer values of a — about
deviations of X from the maximum of the density — was also studied by Klartag [KI]).

Proposition B.4 (Concentration inequalities). If X has a log-concave distribution of
order a > 1, and Y s an independent copy of X, then, for all 0 < r <1,

P{|X —E(X)| >rE(X)} < 9 p—ar?/4

and
P{|X - Y| >rE(X)} < 2e7°/8,

We briefly recall the argument of proof. Without loss of generality, it may be assumed
that E(X) = 1 and that the density f(z) = 2 !p(x) is compactly supported. For t € R,
consider random variables X; with densities

a—1_tx

)
fulw) I3 zetetrp(z) da

0

z > 0.

Since all X; have log-concave distributions of the same order «, by Proposition B.3,
Var(X;) < +E(X,)? or, in terms of X,

E(X2X) E(eX) — [E(Xe™M)]? < 1 [E(Xe™)]% (B.11)

Q
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The function u(t) = log E(e!X), t € R, is convex, and the function

E(XeX)

o) = () = i

is strictly positive and has a positive derivative on the whole real line. One may rewrite
(B.3) in terms of v as v'(t) < < v(¢)?. Equivalently (—ﬁ)/ < 1 sothat, after integration
and using the assumption v(0) = E(X) =1,

M‘ N IR
o(®) | o) 0(0)

for all t € R. Set ug(t) = log E e/ ~EX) = y(¢) — t and vo(t) = up(t) = v(t) — 1, so that

T«

1 1‘ 1t
<

UO(t) > 0, UQ(O) = Uo(O) = O, Uo(t> > —1

for all t € R. Hence

WOl _ @l _
Lt foo@)] = T+wo(t) — a
In particular, for |t| < 2, necessarily |vo(t)] < 1 and thus |v(t)] < 2oL < 211

27 1+v(t) — «
Integrating from 0 to ¢, we obtain that

t2
<=
(6%

uo(t)] < ‘ / *Jeols)| ds

Since E(X) = 1, subgaussian bounds on the Laplace transform follow in the form
E(et(X—EX)) < 6t2/a’ E(et(X—Y)) < 62t2/a

in the interval |t| < §. Finally, an application of Chebyshev’s inequality easily yields,
for 0 <r <1,

P{X -E(X)>rE(X)} < e/t P{X-Y>rEX)} < e/

Similar bounds hold for the left deviations, concluding therefore the proof of the propo-
sition.

B.3 Spectral gap

After these preliminaries, we next turn to the beta distributions themselves. Let us start
with a spectral gap or Poincaré-type inequality. It will however differ in the right-hand
side from the usual Poincaré-type inequalities (B.10) by a specific weight adapted to the
beta distributions.

Recall the beta distribution B, 3, a, 8 > 0, from (B.1). We denote by Varp, ,(u)
the variance of a function u (with finite second moment) under this measure.
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Proposition B.5 (Poincaré inequality for B, g). For any absolutely continuous function
w on (0,1) with finite second moment under B, g,

Var By,

—a+6/ (1 - 2) /' (2)? dBa 5(2), (B.12)

where v’ denotes the (Radon-Nikodym) derivative of u.

For example, for the uniform distribution (when o = = 1), the inequality is
translated equivalently as

// 2 dady < /Olac(l—ac)u/(x)de.

In this inequality, as well as in the general one (B.12), the constant T,B is optimal and
is attained for linear functions. Indeed, for u(x) = z, i.e. for a random variable X

distributed according to B, g, we have

af
(a+ B2 (a+p+1)

Varg, ,(u) = Var(X) =

On the other hand,

/O £(1 - o) el () dBas(x) = E(X(1- X))

a ala+1)
a+pB  (a+B)(a+8+1)
af
(a+B)(a+B+1)

so that indeed equality holds in Proposition B.5 for u(z) = x.

Let us also mention that in order to prove Poincaré-type inequalities on the real line
in the class of all absolutely continuous functions, such as in Proposition B.5, it suffices
to establish them for the class of smooth functions.

Proof. 1t is based on a standard expansion in orthogonal polynomials (cf. e.g. [B-G-L]).
The normalized Jacobi polynomials J* 5 with £=10,1,2,... form an orthonormal basis
in L?((0,1), B, ). Moreover, they are eigenvectors of the second-order linear differential
operator

Lu(z) = z(1 —z)u"(z) + [a — (o + B)z] u/(z)
with eigenvalues
Ng=Lll+a+pB-1), (=01,2,...
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Furthermore, by integration by parts, for any smooth function u on (0, 1),

/01u<—Lu>dBa,ﬁ:/01 (1 = 2) o (2)? dBap(a).

Note that all eigenvalues are non-negative, and the smallest one \? 5 = 0 corresponds to

the constant eigenfunction Jgﬁ( x) = 1. The next eigenvalue \! 5 = a+ (3 corresponds

to the linear eigenfunction J(}l’ﬁ(a:) = const - (z — a;:‘_ﬁ)

Now, if u is expanded into the Fourier series u = Y 2 asJ! 5> We have

Varg, ,(u) = Zag

(=1
and . .
/ (1 —z)u/ (1) dBys(z) = Z ag N g
0 =1
The conclusion follows by noting that /\g 5> /\(11, g=0a+ S for all £ > 1. O]

The following is a restatement of Proposition B.5 in the particular case a = k£ and
B8 =mn—k-+1in terms of the samples taken from the uniform distribution.

Corollary B.6. Let (Uy,...,U,) be a sample drawn from the uniform distribution on
(0,1). For any k=1,...,n and any absolutely continuous function u : (0,1) — R,

Var(u(Uy)) < ——B(UF (1 - X))/ (U7)?).

n+1

B.4 Poincaré-type inequalities for I’ norms

While the Poincaré inequalities for the beta distributions of Proposition B.5 have been
obtained from a standard L? orthogonal decomposition, when «, 3 > 1, they actually
follow, up to an absolute constant, from a stronger result for the L'-norm in the form
of a weighted Cheeger inequality.

Proposition B.7 (Weighted Cheeger inequality for beta distributions). Given o, 5 > 1,
for any absolutely continuous function u on (0,1) with median m under the beta distri-
bution B, g,

/O’u(x)—m}dBaﬁ(:c)g Oé—i-ﬁ—l— /\/ (1—x) |[u'(z)|dBas(a

where C' is an absolute constant. One may take C = 2.5.
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Proof. Consider an inequality of the form

/0 |u(z) —m|dB,s(x) < C’aﬁ/() Va(l =) [u'(z)| dBas(z). (B.13)

Here we do not loose generality by assuming that v > 0 and m = 0. Moreover, it is
equivalent to the particular case when u is asymptotically the indicator function of an
interval (0, z) (like in many other similar Sobolev-type inequalities, see e.g. [B-H2|). In
this case (B.13) becomes

min { Fo5(z),1 — Fap(2)} < Copva(l —x) fas(x), 0<z<1,

where f, g(x) = ﬁ 2°71(1—2)P~1 is the density of B, s with respect to the Lebesgue
measure and

Fusle) = Busl0ual) = 5o [ =0y

is its associated distribution function.

Replacing the role of « and (3, that is, using the identity 1 — F,, 5(1 — ) = F (),
one may further assume that F, 5(z) < 3, or equivalently, 0 < z < mg, 5, where mq g
denotes the median of a random variable X, g with distribution B, g. Thus, under the

requirement that C, g = Cp 4, it suffices to show that

/y Y1 -y tdy < Cop/2(l—2) Y1 — o), 0 <z <mgp.
0

Changing the variable y = tx, the above is simplified to

1 B—-1
T 1—tx
v/ ot dt < Cys, 0<z<mMas.

But the functions z — £ and z — =2 =14 Z (1 —t) are increasing. Hence, the
extremal situation corresponds to the point x = m, g, which leads us back to the partial
case of the previous inequality, namely

min { Fo5(Map); 1 — Fas(Mas)} < Cap \/ma,ﬁ (1 =map) fo5(Mas).

In addition, 1 —mg g = mgq and fa 3(Mas) = fa.a(mg, O[) so the preceding inequality is
symmetric in (o, 8). Since the left-hand side is equal to 3, the optimal constant is thus

given by
1

2y/Ma,s (1 = Mayp) fo,6(Ma,s)
Now, since @ > 1 and 8 > 1, the distribution B, g is log-concave. By Proposition B.1,

Cop =

Mo > (10g2) E(Xa) = log2 —— 5
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and 1 —mgq g = mgq > log2 aLiﬂ Also, by Proposition B.2,

1 B 12ap
f2 5(Map) < 12Var(Xap) = (a+ B2 (a+B+1)

The two bounds yield

< 1 V12 < 2.5
P =2%log2 VatB+l  JatB+1l

Proposition B.7 follows. m

Ca

Within universal factors, the inequality of Proposition B.7 is actually equivalent to
the Poincaré-type inequality of Proposition B.5, which is due to the log-concavity of the
beta distributions. We refer to [L4] for discussions of a similar property in the class of
general log-concave probability distributions on R".

We now extend Proposition B.7 to arbitrary L? norms.

Proposition B.8 (LP-Poincaré-type inequality for beta distributions). Given o, 5 > 1,
for any absolutely continuous function u on (0,1) and any p > 1,

/0 / () — u(y) [ dBys(2)dBa 5(v)

(%)p /O 1 (2(1 = )|/ (2)|" dBa p(x).

Proof. First suppose that u has median zero under B, . Then the same is true for
uy () = max{u(z),0} and u_(z) = max{—u(z),0}, and Proposition B.7 being applied
to uf and u” yields

/0 |u(2)[” dBas(x) < pCag / ((2(1 = 2)) 2| (@)]) [u(@)["" dBas(2),

where

2.5
NCENES N

By Hoélder’s inequality with exponents p and ¢ = p/(p — 1), the last integral does not

exceed
(/o1 (+(1 - x))p/2|“,(x>‘pd3aﬁ(fﬂ))Up </01 |u(z)[" dBa,ﬁ(ﬂ?))l/q,

and we arrive at

/O lu(@)| dBas(z) < <pca,5)p/0 ((2(1 — )"t/ (2)|” dBas(x).

Cap =
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To remove the assumption concerning the median of u, one may also write

1 1
2
| @) = ml? aBas@) < @Cap [ (2= 2) @) aBa o
where m is a median of u under B, g. It remains to integrate the inequality

lu(z) —u(y)|” < 27 (|u(z) — m|" + |u(y) — m|")

As another variant, we also obtain that

over B, 3 ® B, . The proposition is proved. O
u(x)—/ludB B, 5(z) < (5—p)p/1 (2(1—2))"?|ul (2)[ dBas(x)
o e et =\ ), i)

1
J

To conclude this paragraph, we restate Proposition B.8 in the particular case o = k
and S =n — k+ 1 (in analogy with Corollary B.6).

p

Corollary B.9. Let (Uy,...,U,) be a sample drawn from the uniform distribution on
(0,1), and let p > 1. For any k = 1,...,n, and any absolutely continuous function
u:(0,1) = R,

')

E(|u(UF) — u(Vy)

) < (i) B(wio - vy

where V¥ is an independent copy of Uj.

B.5 Gaussian concentration

If one of the parameters o and [ is large, the beta distribution is close to the delta
measure at the point Oﬁﬁ, the baricenter of the measure. This is already seen from the
obvious bound

1
Var(X) < oth)

where X is a random variable distributed according to B, g. It also follows from Propo-
sition B.5, which yields a Poincaré-type inequality

1 / ! ! 2

< u (x) dB,.g(x

< T [ @B

with a weakened gradient side. As is well-known (cf. [G-M], [B-U], [Bob2|, [L3]), such
an analytic inequality provides much more, namely,

E(eVaP BN < o

Varg, , (u)

with some absolute constant ¢ > 0.
In fact, this exponential bound may further be sharpened here to a Gaussian bound.
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Proposition B.10 (Gaussian concentration of beta distributions). If X is a random
variable distributed according to B, g with a, 8 > 1, and if Y is an independent copy,
then for all r > 0,

P{|X —E(X)| >r} < 20t/

and
P{|X —Y|>r} < 2¢(@tAr?/16,

Proof. A main point of the argument is that X has a log-concave distribution of order «,
while 1—X has a log-concave distribution of order 5. Hence, the general Proposition B.4
may be applied to both X and 1 — X.

Note first that, due to the fact that | X —E(X)| < 1 a.s., it is enough to consider the
values 0 < r < 1. The double application of Proposition B.4 then yields

P{|X —E(X)| > rE(X)} < 2¢" ™=@/,

It remains to use max(a, ) > %2 together with E(X) < 1. Similarly, from the second
bound of Proposition B.4,

P{|X — Y| >rE(X)} < 2" max(@f)r?/s,

]

Remark B.11. The subgaussian bound of Proposition B.11 implies that with some

absolute constant ¢ > 0
E(e(‘”ﬁ) (X—E(X))Q/CQ) <2

The best value of ¢ > 0 in such an inequality represents the so-called ¢s-norm, i.e. the
Orlicz norm generated by the Young function () = e” — 1. Thus, for X ~ B, g, we
have

1
X —-EX <
I (X, = c/a+ B
As well as for any other log-concave probability distribution on the line with finite 5-
norm, the latter means that the beta distribution shares a logarithmic Sobolev inequality.
More precisely, we get that, for any absolutely continuous function w : (0,1) — R,

1 1 1 1
C
/ u?logu® dBy. g — / u®dB, 5 log / u?dByp < / u” dB, g
0 0 0 a+ B Jo

with some absolute constant C' (cf. [Bob4]). This improves upon the usual Poincaré-type
inequality (although does not imply Proposition B.5).
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B.6 Mean square beta distributions

This paragraph is concerned with square products of the beta distributions B, g with
positive integer parameters a = k, § = n — k + 1. More precisely, the representation of
Theorem 4.6 leads to investigate the properties of the probability measures on the unit
square (0,1) x (0,1) given by

1 n
Bn = H ; Bk,nkarl ® Bk,nfk:+1~

Such a measure B,, will be called the mean square beta distribution of order n.

Every such measure is symmetric around the diagonal x = y on the xy plane and has
the uniform distribution on (0, 1) as its marginals. It may also be introduced explicitly
via the density

di’;(;;y) - ; (CSZ%)Z (zy)" " (1= 2)(1 -~ y))n_k, 0<zy<l

This expression is however not quite tractable.

If n is large, B,, is nearly concentrated on the diagonal x = y. To get an idea about
the rate of concentration, we refer to the developments in sub-Section 4.2 of Section 4.
Indeed,

1 1
/ / o — P dB(z,y) —
0 0

noel gl
Z/ / |z — yI* dBjn—i41(2)dBnrs1(y)
k=100

ZVar(U,:).
k=1

Here, Uf < --- < U} is the order statistics associated with a sample (Ui, ...,U,)
drawn from the uniform distribution. But, from Theorem 4.7, the last expression is
equal to ﬁ This means that, roughly speaking, B,, is almost supported on the Ln—
neighbourhood of the diagonal. A more precise statement is contained in the following

assertion, which is an immediate consequence of Proposition B.10.

1
n
2
n

Proposition B.12. If (X,Y) is a random vector distributed according to B,,, then for
all r > 0,
P{|X Y| >7r} < 2e0tD7/16,

Indeed, assuming that X} is a random variable distributed according to By ,—k+1,
and that Y} is an independent copy,

1 n
PX = V| 20} = — SO P{X - Vil 2 v}
k=1
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It then remains to apply the second subgaussian bound of Proposition B.10 (which is
independent of k).

A similar application may be developed about Poincaré-type inequalities. Direct
consequences of Proposition B.5 and Proposition B.7 are the following Poincaré-type
inequalities for B,, restricted to the class of functions of the form (x,y) — u(x) — u(y).

Proposition B.13 (Poincaré-type inequality for mean square beta distributions). For
any absolutely continuous function u on (0, 1),

[ [ ) —uP amaten) < 25 [a- o

Moreover, for any p > 1,

[ [ )= st amto < (25)’ [ o1 P s

To judge sharpness the subgaussian bound of Proposition B.12, one can look at the
behaviour of the measures B,, in the topology of the weak convergence. If k ~ % with
fixed 0 < t < 1, the order statistics U} associated with a sample (Uy,...,U,) from the
uniform distribution are known to be asymptotically normal. More precisely, weakly

vn (U,;"—IE(U,;")) — N(O,t(l—t)), as n — oo,

where N(0,t(1 — t)) is the centered Gaussian measure on the real line with variance
t(1—1t). Hence, v2n (Uf — V) — N(0,t(1 —t)) with V}* an independent copy of U} It
is not difficult to conclude that, for (X,Y") distributed according to B,,, we have

Von (X —Y) —>/1N(O,t(1—t))dt as n — 00.

Being a mixture of Gaussian measures, this limit distribution has tails that are bounded
both from above and from below by the Gaussian tails (up to absolute factors and scaling
parameters).

B.7 Lower-bounds on the beta densities

While Proposition B.13 provides upper integral bounds over the mean square beta dis-
tributions B,,, we now focus on lower-bounds. This section is mostly technical and deals
with pointwise lower-bounds on the densities.

Recall the densities of the beta distributions By 11, K =1,...,n,

Prn(z) = nCF 12" 11— 2)" 7, O0<z<l,
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and write the density of the mean square beta distribution B,, as

Zpkn pkn O<a?,y<1.

The analysis is divided is several steps. To this end, set, for every k =1,...,n, 23, =
niH and k* = min{k,n — k + 1}.

Lemma B.14. For all0 < x < 1,

@) > 1 n—l—l(x)k_l(l—x )”—’“
n(z) > .
P, eVv3 Vi \ZTkn 1 — oy

Proof. Write

pole) = L ) = o) (1 )( oo )

pk,n(l'km Tkn 1-— Tkn

In order to bound py,(xk,,) from below, we recall that the k-th order statistic U} for a
sample from the uniform distribution has mean E(U}) = zy, and variance

k(n—k+1) k*

Varllb) = Gt s o S it

Applying the third lower-bound (B.8) of Proposition B.2 with X = U} and its density
f = prn (which is log-concave), we get

(200) > 1 S 1 n+1
PhnFon) = 3e2 Var(Uy) — eVv3 Vkr

]

The next step is to properly bound the obtained expression in Lemma B.14 for the
values x that are sufficiently close to zy .

Lemma B.15. Ifz(1 — z) > =5 and |z — ;.| < 4 201 () < 2 < 1), then

n-+1

mold) 2

Proof. Write xy, = =z +ex(l — x), so that

k_
n+1
= g — ), = — &I,
T 11—z
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and thus
T k—1 1 _ n—k
(xkn) <1 — ib’k,n)
with
A= (k—1)log (1+¢e(1—2))+ (n—k)log (1—cx).
Note that

2 (T —zpn)? 16
T T wloor S maDei-n =

in view of the two assumptions on z. Hence, |¢| < 4.

Using the inequality log(1+ z) < z, we have A < [(k—1) — (n—1)z]e. On the other
hand,

(k—1)—(n—1z = (n+Dag,—(n—1z—1
= (n+1)(z+ex(l—2))—(n—1)zx—1
= (n+1)ex(l—2)+ (22 —1).

Hence, [(k—1) = (n—1)z| <1+ (n+1) |e|z(1 — =), and thus
A < e+ (n+1)e*z(l —1)

_ 2
< 4+(n—|—1)—($ Thn)

< 20.
- x(1—z) —

It remains to apply Lemma B.14 to conclude. O

The next lemma provides further lower-bounds on the densities py, .

Lemma B.16. Given 0 <t < 1 such that t(1 —t) > ——— and |t — 2| < /=0

vn+1 n+ll — n+1 7’
have L 1)2
n —+
nlt wt—8) 2 — ———
P (t +8) prn(t — 5) 3042 e

H(1—t)
for all |s| < /=

Proof. We only need to justify the application of Lemma B.15 to the values x =t + s

and y =t — s. Note that n > 15, by the first assumption on t. Since t > \/ﬁ and

|s| < 2\/%, necessarily t — |s| > 0. Similarly, ¢ + |s| < 1, so that 0 < z,y < 1. Now,

k t(1—t 1—
2= el < [t= =]+ 18] < o /11 oy [T =)
' n+1 n-+1 n+1
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More precisely, the last inequality is fulfilled if and only if ¢(1 —¢) < 4x(1—=z). To verify
it, consider the function ¥ (t) = ¢t(1 —¢). It is 1-Lipschitz in the interval 0 <t < 1, so

H1—1)
n+1

() = Pt +s) ZP(t) —[s| = ¥(t) -

The reqmred 1nequahty will thus follow from 2 qu +1) t(1—t), hence from t(1 — ¢) > niﬂ.
But

< t(1—t), and we are done.

n+1'— V%IT
To verify the other condition of Lemma B.15, i.e. ¢(x) > n%l and ¥(y) > n%l, one
can return to the previous argument and further note that
v = o - D sy s s
x — —t)— .
- n+1 = 2vn+1 7 2¢/n+1 n+1
Similarly, ¥(y) > —+. The proof is complete O

On the basis of the previous lemmas, we are prepared to derive a non-uniform lower-
bound on the density of the random vector (X —Y, X +Y), when (X,Y) is distributed
according to B,,.

(0<t<1)and|s| < /=2 then

Lemma B.17. Ift(1—1t) > i1

1
vn+1

bu(t+s,t—s) > e ™ :
(t+s,t—s) > e =)

Proof. Let us perform summation over all k£ in the bound of Lemma B.16. For 0 <t < 1
fixed, the admissible values of k are given by a < k < b, where

a = (n+1)t—+/(n+1)t1 —1),
= (n+Dt+/(n+1)t(1—1).

Hence, restricting ourselves to these values and using that £* < k, we obtain by

Lemma B.16 that 41
n
b"(t S = 342 Z k;

a<k<b

It remains to estimate the last sum by a simpler expression. Assuming that ¢ < %, note
that

D=+/(n+1)t(l—1t) > 2,
4

since it is the same as (1 — ) > —2, which is true, since -5 < \/W < t(1 —1t), as

was already used before (recall that necessarily n > 15). In particular, b —a > 4. In
addition, @ > 1 <= (n+ 1)t > 1 — t, which is also true.
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Now, for integer values ag, by that are closest to a,b respectively, and such that
1 <a<ay<by<b, we have

bo b
1 1 ° dx bo b—1
a<k<b k=ag 0

But D>2,s0D—-12> %D, and thus b— 1> (n+ 1)t + %D. For a similar reason,
a+1<(n+1)t. Hence,

1 (n+1)t+LiD 1 1—t
S > 27— log(1+4), = (] —.
D j 2 los (n+1)¢t og(1 +9), 2\l nt 1)t

Here,
1—t 1 1—t 1

< < —.
2 Jin+Dt(1—t) = 2 (n+V4 4
Hence, log(1+8) >0 — 362 > L5, As a result,

5:

n+17 1—t

belts) 2 S 5\ )
(n+1)> 7 1 1
3et2 16 2 m
(n +1)4/2
e\ /t(1—1t)
The case t > % is symmetric. Lemma B.17 is established in this way. O]

B.8 Lower integral bounds

The pointwise bounds on the densities obtained in the previous section are used here to
derive lower integral bounds over the beta distributions By, ,_x4+1 and the mean square
beta distribution B,. Such bounds will be given in terms of the integrals of the form

Lon(u) = / [u(t + Ken(t)) — ult — ken(®)]” dt, 5 >0,
{t1->=}

where we put e,(t) = tS:).

The main purpose is to prove the following statement.
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Proposition B.18 (Lower integral bounds on beta densities). For any non-decreasing
function u on (0,1) and any p > 1,

/0/0 |u(13) —u(y)‘PdBn(x,y) > ¢ Lpo(u) (B.14)

where ¢ > 0 is an absolute constant. Moreover,

S5 ([ 1) = s B ) dBris)) 2 L) (815

k=1

For the proof, recall that By, +1 and B, have respective densities pj,(x) and

by (z,y), and that By ,_r+1 has mean 5, = ni—&-l

Proof of (B.14). After the change of variables © =t + s, y = t — s, the integral
1,1
7= [ [ fut@) = uw]” aBoo)
0Jo

may be rewritten as

J = 2// lu(t +5) —u(t — s)|" bu(t + s,t — s) dt ds.
{Is|<min(t,1-1)}

Restricting this integral to the smaller region R = {|s| < ,(¢), t(1 —t) > nl+ } and
applying Lemma B.17, we get that

J > 2645//R|u(t—|—s)—u(t—s)|p Mﬁdtd&

Moreover, if we further restrict the integration to the values § e, (t) < |s| < &,(¢), then
in view of the monotonicity of the function u, one may use an s-independent bound

lu(t + ) —ult —s)| > u(t + %en(t)> - u(t - %en(t)).

Hence, after integration over admissible values of s, we arrive at the (B.14) with constant

~45 (and with better region of integration ¢(1 —t) > \/nlﬁ in comparison with the

H

c=e
region appearing in the definition of L,,). O

For the second assertion (B.15) in Proposition B.18, we first relate the integrals

i = [ [ ) = u)] @B 0) B i)

to the values of u at the points ¢y, £ const e, (t.).
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Lemma B.19. Ift;,(1 —t,) > \/%, then

J > @ {u <tk,n + % an(tkm)) — u(t;m — % €n(tk7n>)‘|'

Proof. Again change the variables so that to write the integral Ji as

Jg =2 // {u(t +s) —u(t — s){ P (t + 8)pen(t — s)dt ds. (B.16)
{ls|<min(t,1—)}

Denote by Ay, the collection of all points ¢ € (0,1) such that

Hl—t) > — A [—te] < Sen(d)
— an - n|l S —&n .
= Vntl =y
We restrict the integration in (B.16) to the rectangle Ay, x [2&,(t),,(t)] and use the

monotonicity of the function u (together with the Fubini theorem). The lower pointwise
bound of Lemma B.16

1 (n+1)?
t t—s) > —~— 7~
Pen(t+ ) pinlt =) > o=
then yields
1 (n+1)? 3 3
> T it ol _
ez om0 /A [U(H Zen(®) —ut 4en(t))] e(t)dt, (BT

where we recall that £* = min{k,n — k + 1}.

To simplify the latter integral, first recall that the condition ¢(1 —t) > — — implies

n > 15 which will be assumed (otherwise, Ay, is empty). The function ¢,(¢) has
12 , so that

derivative 23/ (1) t(1—t)

:

0| —— tE A
0] < 5T b

Hence, for all t € Ay,

17

Een(t) < 2e,(1).

1
Moreover, for k > 0,
1
tom + B En(thn) < (E+ |ton —t]) + 5 <5n(t) + 7 b - t\)
4+ 17k
t nlt
S bt (D)

< t+ an(t)
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for k < % in the last step. Similarly, for the same range of x,

1
bon — Ken(tin) > (t—lton —t) — (en(t) + 7 It - t|>

44+ 17k

t— nlt

= 5 ®
> t—%sn(t).

8

ThllS, €n<t) Z 179

en(tkn), and choosing k = we also have

1
2

F4 2 ei®) > tin+ enlten), = Sen(t) < ten— -
4n kn 17nkn 4n > Ukn 17

Using these bounds in the last estimate (B.17) for Ji, we obtain that

1 (n+1)
J. >
B = 10e2

5n(tk,n)-

8 8
|Ak n| |: <tk,n + 1_7 En(tk’,n)> - u(tk,n - 1_7 E‘:n(tk,n)>:| gn(tk,n)~

(B.18)

Next we need to estimate from below the (Lebesgue) measure |Ag | of Ag,. Let us
see that it contains the interval [ty ,, — % En(tin), thn + % €n(tkn)]. To this aim, we should
show that

1 1 1
[t = thal < 2 enltin) = (t(l—t) > and |t — tyn| < Zen(t)>,

vn+1

under the condition tg, (1 — tg,) > \/27 Using the inequality e,(t) < 5 \/7 holding

for all ¢ € (0,1), the assumption [t — ty,| < £ &, (tg,) insures that 0 < ¢ < 1. Indeed,

2 1 2 1

— — — e (tpn) > - > 0.
T 5oten) 2 == o=

Similarly, t < 1. Moreover, using the Lipschitz property of the function ¢ — ¢(1 —t) on
(0,1), we get that

t > tk,n_ |t_tk,n| >

t(1—t) > ton(l —ten) — |t — tinl

1

Z tk,n(l — ZSk,n) - 5 5n(tk,n)

S 2 1

o vn+1 10vn+1

1
> .
vn+1
This gives the first required bound t(1 —¢) > \/711? But this also implies |¢],(t)] < 1, so

1 1
ealt) 2 nltun) = 71— teal 2 (5= ) It = tenl = 41— tial,
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which yields the second required bound [t — tj,,,| < 1 n(t).
As a result, Ay, contains the interval {¢ : |t;, —t| < e,(trn)}, and thus it has
length

2
|Ak,n| Z gen(tk‘,n)7

as long as t,(1 —tg,) > \/% Under this condition, we therefore obtain from (B.18)
that

1 (n+1)2 , ] 3
> P - - T e .
T2 gpem g Enltha) u<tk’” T gn(tk’”)) u(“f’” 17 5n(tk,n))
Finally,
(n+1)?* , kn—k+1) _ 1
B 2,y = P s 2
The proof of the lemma is therefore complete. =

On the basis of Lemma B.19, we may now complete the proof of Proposition B.18.

Proof of (B.15). The region of integration ¢(1 —t) > \/% in the definition of L,, is
non-empty, as long as n > 255, so we assume this below.
By Lemma B.19, up to the factor ¢” with ¢ = = e~#2, the left-hand side of (B.15)

60
may be bounded from below by

1 8 8
U =~ ; Ay i = U<tk,n +37 En(tk,n)) - u(tk,n 17 En(tk,n)>a

where the sum is running over all k = 1,...,n, such that t5, (1 —t5,) > \/% For such
k, consider the intervals 0, = [tkﬁn — m, thm + m] If t € 0k, we have
H1—t) > ten(l—tpn) — —— > 1
This gives |e/,()| < 1, and in addition &,(t) = tS;f) > (n+1)3/4. Hence,
8 8 1
thm+ —¢ntin) =2 (t—|tpn —t —(nt——tn—t>
k,+175(k,)_( 123 |)+17€() 1 [ten — 1]
St S )
- 17" 17(n+1)
> t+ ( 5 _ = >5 (1)
- 17 17(n+1)V4) "
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where we used (n + 1)'/4 > 4 on the last step. Similarly, t;, — % Enltin) <t — %en(t).
Therefore, applying the monotonicity of u, we get

[u(t + éen(t)> - u(t - ésn(t)ﬂpdt.

It remains to perform summation over £ and note that the union of admissible

intervals dx, contains the interval ¢(1 —¢) > \/:Tr Indeed, given any such t, choose k

so that ¢ € d,,. Then,

ﬂnzm+m/

6k,n

4 1 2
ten(l —ten) = 1 —¢t)— |t —tpnl = — > .
k(1= tin) = t(1—1) = [t — tynl mTT 2n D) —
As a result,
1 1 1 P
SLL / PG+-%@»—UQ—-%@ﬂ(w
no S0z oA 0 0

Vvn+1

Inequality (B.15) is proved. O
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