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The resampling algorithm of Moser and Tardos is a powerful approach to develop constructive versions of
the Lovász Local Lemma. We generalize this to partial resampling: When a bad event holds, we resample an
appropriately random subset of the variables that define this event rather than the entire set, as in Moser and
Tardos. This is particularly useful when the bad events are determined by sums of random variables. This
leads to several improved algorithmic applications in scheduling, graph transversals, packet routing, and so
on. For instance, we settle a conjecture of Szabó and Tardos (2006) on graph transversals asymptotically and
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1 INTRODUCTION

The Lovász Local Lemma (LLL) [9] is a fundamental probabilistic tool. The breakthrough of Moser
and Tardos [28] gives a constructive approach to the LLL through a very natural resampling pro-
cedure, which we summarize as follows. Suppose we have a collection B of “bad” events, each
B ∈ B being a Boolean function of a subset of independent random variables X1,X2, . . . ,Xn . Then,
assuming that the standard sufficient conditions of the LLL hold, the following resampling al-
gorithm (which we refer to as the MT algorithm) quickly converges to a setting of the X j ’s that
simultaneously avoids all the bad events in B:
• Sample X1, . . . ,Xn independently from their respective distributions;
• while some bad event is true, pick one of these, say, B, arbitrarily, and resample (indepen-

dently) all the variables determining it.
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36:2 D. G. Harris and A. Srinivasan

We generalize this to an algorithm that we call the Partial Resampling Algorithm (PRA); the idea
is that when a bad event B is true, we randomly select a subsetD of its variables, according to some
carefully designed probability distribution, and then only resample the variables X j contained in
D. This partial-resampling approach leads to algorithmic results for many applications that are
not captured by the LLL.
As a starting point, suppose the bad events are defined by non-negative linear threshold func-

tions. In such cases, the constraints (i.e., the complements of the B ∈ B) have the form∑
i, j

ak,i, j [Xi = j] ≤ bk . (1)

Here we use the Iverson notation: Given an event E, the notation [E] will stand for the indicator
variable for E. Thus, [Xi = j] is the indicator variable that variable Xi takes on value j. The matrix
A of coefficients ak,i, j hasm rows indexed by k and N columns that are indexed by pairs (i, j ); by
scaling, we will assume throughout that ak,i, j ∈ [0, 1].

Low-congestion routing is a motivating example of this type of problem: We are given a col-
lection of (source, destination) pairs (s1, t1), . . . , (sn , tn ) in a directed or undirected graph G with
edge-set E; each edge f ∈ E has a capacity bf , and we are also given a collection Pi = {Pi, j } of
possible routing paths for each (si , ti ) pair. We aim to choose one path from each collection Pi to
minimize the relative congestion: The minimal T such that the maximum load on any edge f is at
most T · cf . This problem leads to a simple IP formulation:

minimize T subject to

⎡⎢⎢⎢⎢⎢⎣
∀i,
∑
j

zi, j = 1; ∀f ∈ E,
∑

(i, j ): f ∈Pi, j

zi, j ≤ T · cf ; zi, j ∈ {0, 1}
⎤⎥⎥⎥⎥⎥⎦
,

where zi, j is an indicator variable for selecting path Pi, j .
There are two broad approaches to such problems, both starting with the natural LP relaxation

where the variable zi, j ∈ [0, 1] represents the fractional assignment of variable Xi to value j. Sup-
pose that z satisfies the constraints

∑
i, j ak,i, jzi, j ≤ ck . The natural question is as follows:

“What choice of vectorb, and what conditions on the matrixA and vector c , ensure
that (1) has an integer solution, which, furthermore, can be found efficiently?”

The first major approach to this is polyhedral. Letting D denote the maximum column sum of
A, i.e., D = maxi, j

∑
k ak,i, j , the rounding theorem of Reference [23] shows constructively that for

all k ,

bk = ck + D (2)

suffices; for the low-congestion routing problem, for instance, this would show that if each path
has length D, then we can obtain an O (D)-approximate solution.
The second approach is randomized rounding [30]: Independently set Xi = j with probability

zi, j . The standard “Chernoff bound followed by a union bound over allm rows” analysis of Refer-
ence [30] shows that this works for

bk =
⎧⎪⎪⎨⎪⎪⎩
C · logm

1+log( logmck
)

if ck ≤ logm

ck +C
√
ck logm if ck > logm

, (3)

where C is some universal constant. In particular, the low-congestion routing problem can be

approximated to within O (
logm

log logm ), wherem denotes the total number of edges.

Let us compare these known bounds (2) and (3). The former is good when all the ck are “large”
(say, much bigger than, or comparable to, D); the latter is better when D is large compared to
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The Moser–Tardos Framework with Partial Resampling 36:3

m. Can we do better? Our Theorem 4.7 answers this in the affirmative—we replace m by D in
Equation (3), showing constructively that when ck = R ≥ 1 we may set

bk =
⎧⎪⎨⎪⎩
C

logD

1+log( logDR )
if R ≤ logD

R +C
√
R logD if R ≥ logD

. (4)

Thus, for the low-congestion routing problem, this would give an approximation ratio

O (
logD

log logD ), beating both the union bound and the polyhedral bounds.

We will show in Appendix A that the MT algorithm cannot directly get “scale-free” bounds such
as Equation (4) (that is, bk is a function of R,D but not of n orm). In such cases, the MT algorithm
is no better than random search, requiring exponential time.
There are two other related results that deserve mention here. First, References [13, 24] show a

bound similar to Equation (4) but withD ′, the maximum number of non-zeroes in any column ofA,
playing the role of D. Note that D ′ ≥ D always and that D ′ � D is possible. Moreover, the bound
of Reference [24] primarily works when all the ck are close to each other and rapidly degrades
when these values can be disparate; the bound of Reference [13] is nonconstructive.
While we have discussed linear threshold functions here for simplicity, much of the power of

the PRA comes from the fact that it is flexible enough to handle complex constraints that have
both linear and non-linear components and thus behave “almost linearly.” By contrast, approaches
such as Reference [23], which depend critically on linear algebra, and results such as Reference
[24], based on multiple phases of resampling, are more difficult to adapt to such problems. Let us
summarize two non-linear problems where we obtain improved bounds:

Transversals with omitted subgraphs. Given a partition of the vertices of an undirected graph
G into blocks, a transversal is a subset of the vertices, one chosen from each block. An independent

transversal, or independent system of representatives, is a transversal that is also an independent
set inG. The study of independent transversals was initiated by Bollobás, Erdős and Szemerédi [6]
and has received a considerable amount of attention (see, e.g., References [1–3, 19, 21, 22, 27, 35,
36]). Such transversals serve as building blocks for other graph-theoretic parameters such as the
linear arboricity and strong chromatic number [2, 3].
We improve (algorithmically) a variety of sufficient conditions for the existence of certain

transversals. In particular, Szabó and Tardos present a conjecture on the minimum block size to
guarantee the existence of transversals that avoid Ks [35]; we show that this conjecture holds
asymptotically for large s .

Packet routing with low latency. Consider an undirected graphG with N packets, in which we
need to route each packet i from vertex si to vertex ti along a given simple path Pi . The constraints
are that each edge can carry only one packet at a time, and each edge traversal takes unit time
for a packet; edges are allowed to queue packets. A well-known scheduling problem considered in
Reference [25] is to minimize the makespan T (the time by which all packets are delivered).

Two natural lower-bounds onT are the congestionC (themaximumnumber of the Pi that contain
any given edge ofG) and the dilationD (the length of the longest Pi ); thus, (C + D)/2 is a universal
lower-bound, and there exist families of instances with T ≥ (1 + Ω(1)) · (C + D) [31]. A seminal
result of Reference [25] is thatT ≤ O (C + D) for all input instances, using constant-sized queues at
the edges; the asymptotic notation hides a rather large constant. Building on further improvements
[29, 32], our work in Reference [13] developed a nonconstructive 7.26(C + D) and a constructive
8.84(C + D) bound; we improve these further to a constructive 6.73(C + D).

Informal discussion of the Partial Resampling Algorithm. To understand the intuition be-
hind the PRA, consider bad events of the form [Xi1 = j1] + · · · + [Xik = jk ] ≥ t , where the expected
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value of [Xi1 = j1] + · · · + [Xik = jk ] is μ < t . Suppose we run the MT algorithm on this problem.
We begin by drawing all the variables X1,X2, . . . ,Xn independently from their original distribu-
tions, and we find some such bad event has become true. At this point, the MT algorithm would
resample all of the variables affected by this event—that is, all the variables Xi1 , . . . ,Xik .
But suppose now thatXi� � j� for some � ∈ [k]. In that case, variableXi� seems like it is “helpful”

in terms of avoiding this bad event. Since the goal of resampling a bad event is to “fix” it, then
resampling this Xi� seems counter-productive. Thus it seems more appropriate to only resample
the variables with Xi� = j� . In the original step of the MT algorithm, the expected number of such
variables is μ, and we expect that in intermediate stages of the MT algorithm it should also be
close to μ. Thus, heuristically, we should only be resampling about μ variables, not all k variables.
In fact, even this is somewhat too many variables to resample. Since we expect about μ variables
to have Xi� = j� , it is only the t − μ “extra” variables that are causing the bad event to occur. Thus,
we only sample some of the Xi j ’s, and we make this choice probabilistically.
The power of the partial-resampling approach comes from the fact it makes steady progress

toward a solution—when there is a bad event, we make a minimal change to fix it, while preserving
as much of the prior solution as possible. For these linear-threshold bad events, it is only these few,
“guilty” variables that should be resampled. We thus make much smaller steps to fix any bad event,
making steady progress toward a solution that avoids them all.1

In general, the PRA tends to work well when there are common configurations, which are not
actually forbidden, but are nonetheless “bad” in the sense that they increase the probability of a
bad event. In the case of a sum of random variables, for example, this occurs whenever Xi� = j�
holds simultaneously for many values of �. We will see other examples of more complicated types
of bad-but-legal configurations.

Organization of the article. The PRA is discussed in detail in Section 2.We give criteria, similarly
to the cluster-expansion LLL, asymmetric LLL, and symmetric LLL, for showing that this algorithm
terminates in expected polynomial time. Section 3 describes how to apply the PRA when the bad
events are complex (such as linear-threshold functions) as opposed to pure atomic events. It also
provides a more succinct formulation that allows us to reduce the number of parameters. Section 4
shows how to apply the PRA when the underlying bad events are linear threshold functions. Such
events are ubiquitous in combinatorics and algorithms, and the PRA deals with them particularly
effectively.We discuss applications to column-sparse packing (Section 5), transversalswith omitted
subgraphs (Section 6), and packet routing (Section 7).

2 THE PARTIAL RESAMPLING ALGORITHM

2.1 The Variable-assignment Setting

Our algorithms and problems all come from a general class of constraint-satisfaction problems
(CSP’s) we refer to as the variable-assignment setting. We haven variablesX1, . . . ,Xn ; each variable
has a finite set Fi of possible values. We define the probability space Ω in which the variables are
assigned independently: Namely, for each i ∈ [n], we set Xi = j with probability pi, j , where j ∈ Fi
ranges over the set of valid assignment to variable i . We often omit the set Fi when it is clear from
context, e.g., we write simply

∑
j pi, j = 1.

1There is an alternative way to apply the LLL in this context, which is to define a separate bad event for each atomic bad
configuration, that is, for each subset of variables that exceeds the value of t . This subdivides the original bad event into

approximately
(
k
t

)
separate smaller bad events. This approach can be effective in some regimes, especially when t � μ ,

and can lead to scale-free configurations. However, this method suffers from the drawback that the sum of the probabilities
of these atomic bad events is much larger than the original probability of the single bad event (because these atomic events
have significant positive correlation). The method we develop will be strictly stronger than this approach.
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The Moser–Tardos Framework with Partial Resampling 36:5

As a starting point for our algorithm, we assume there is a collection B of bad events to avoid,
which are all atomic events in that each bad event B can be written as a conjunction of the form

B ≡ ((Xi1 = j1) ∧ · · · ∧ (Xik = jk ))

for k ≥ 1.
We refer to any ordered pair (i, j ) where j ∈ Fi , as an element and let X denote the set of all

elements. We may encode these types of atomic bad events by subsets of X. We thus define the
family of atomic sets A ⊆ 2X to be the collection of all non-empty sets Y ⊆ X of the form

Y = {(i1, j1), . . . , (ik , jk )} where i1, . . . , ik are distinct and j� ∈ Fi� for � = 1, . . . ,k .

We say that an atomic set Y ∈ A holds on a configuration X1, . . . ,Xn , if Xi = j for all (i, j ) ∈
Y . Thus, an atomic event B ≡ ((Xi1 = j1) ∧ · · · ∧ (Xik = jk )) corresponds to the atomic set A =
{(i1, j1), . . . , (ik , jk )}. Here B is true on X iff A holds on X . So B can be regarded as subset of A.
Given any vector λ ∈ [0, 1]X , and any Y ∈ A, we define

λY =
∏
x ∈Y

λx . (5)

Thus, for instance, for any Y ∈ A, we have PΩ(Y holds on X ) = pY .

2.2 Partial Resampling Algorithm and the Main Theorem

Our algorithm is driven by a parameter, the fractional hitting-set, which tells which variables to
resample for which bad event.

Definition 2.1 (Fractional Hitting-Set). LetC : A → [0, 1] and let B ∈ A. We say thatC is a frac-
tional hitting-set for B if ∑

Y ⊆B
Y�∅

C (Y ) ≥ 1;

note that this summation treats Y and B as subsets of X.
We say that C is a fractional hitting-set for B if C is a fractional hitting-set for every B ∈ B.

We now introduce our main algorithm, which we refer to as the Partial Resampling Algorithm

(PRA); this requires as input a fractional hitting-set Q for the set of bad events B.

ALGORITHM 1: PRA(p,B,Q,X)
1: Draw the variables X1, . . . ,Xn independently, where Xi = j with probability pi j .
2: while there is a true bad event B ∈ B do

3: Select, arbitrarily, some true bad event B ∈ B. We refer to this set B as the violated set.
4: Select exactly one subset Y ⊆ B. The probability of selecting a given Y is given by

Pr(select Y ) =
Q (Y )∑

Z ⊆B Q (Z )
.

We refer to Y as the resampled set.
5: For each (i, j ) ∈ Y , draw a new value forXi independently, using the probability distribution

pi . (We refer to this as resampling Y ).
6: return X

The main difference between the PRA and the MT algorithms is that the latter would resample
all the variables of a true bad event. The PRA only resamples a (carefully chosen, random) subset
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36:6 D. G. Harris and A. Srinivasan

of these variable. In fact, with an appropriate choice of fractional hitting-set, the trivial hitting-set,
the PRA essentially degenerates into the MT algorithm.

Definition 2.2 (Trivial Hitting-Set). We define the trivial hitting-set for B by C (Y ) = [Y ∈ B]
(using Iverson notation as before).

We will need to keep track of how bad events (and subsets of bad events) can be interdependent.
This is more complicated than the usual LLL setting, because we distinguish two different types of
dependencies: Sets Y ,Y ′ could share a variable, or they could both be potential resampling targets
for some bad event. The LLL only needs to keep track of the first type of dependency.We introduce
the symmetric relations ∼,�,≈ over A to account for these dependency types. These definitions
all depend on some fixed choice of fractional hitting-set Q ; we omit this from the notation for
readability.

Definition 2.3 (Supported Event). We say that a set Y ∈ A is supported if Q (Y ) > 0.

Definition 2.4 (Symmetric Relations ∼, �, and ≈ on A). Let Y ,Y ′ ∈ A. We say Y ∼ Y ′ iff there
exists a triple (i, j, j ′) such that (i, j ) ∈ Y and (i, j ′) ∈ Y ′: i.e., iff Y and Y ′ overlap in a variable. We
also write i ∼ Y (or Y ∼ i) to mean that (i, j ) ∈ Y for some j.
We say Y � Y ′ iff Y � Y ′ and there is some event B ∈ B with Y ,Y ′ ⊆ B.
We say Y ≈ Y ′ iff either (1) Y ∼ Y ′ or (2) Y � Y ′.
We say that � is null if for all supported Y ,Y ′ we have Y �� Y ′.

Note that if Y ,Y ′ ⊆ B for some bad event B, then Y ≈ Y ′.
In Theorem 2.6, we give three conditions for the PRA to terminate. These conditions are analo-

gous to, respectively, the cluster-expansion LLL criterion [5], the asymmetric LLL, and the symmet-
ric LLL. Conditions (b) and (c) follow immediately from (a); however, we include (b) and (c) here,
since they are more convenient for typical applications. We begin with a preliminary definition.

Definition 2.5 (Neighbor-Set for Y ). For any Y ∈ A, we say that a set T ⊆ A is a neighbor-set for
Y (and we write T ∈ NS(Y )) if the following conditions hold:

(1) Every Z ∈ T satisfies Z ≈ Y .
(2) There do not exist distinct Z ,Z ′ ∈ T with Z ∼ Z ′.
(3) There is at most one Z ∈ T with Z � Y .

Theorem 2.6 (Main Theorem). Let Q be a fractional hitting-set for B, and let p ∈ [0, 1]X be

the probability vector for X. In each of the following three cases, the PRA terminates in a feasible

configuration avoiding all bad events with probability 1.

(a) Suppose that μ : A → [0,∞) satisfies, for all Y ∈ A,

μ (Y ) ≥ pYQ (Y )
∑

T ∈NS(Y )

∏
Y ′ ∈T

μ (Y ′).

Then, the expected number of resamplings is at most
∑
Y μ (Y ).

(b) Suppose that μ : A → [0,∞) satisfies, for all Y ∈ A,

μ (Y ) ≥ pYQ (Y ) �


∏
Y ′∼Y

(1 + μ (Y ′))�
�
�


1 +
∑
Y ′′�Y

μ (Y ′′)�
�
.

Then, the expected number of resamplings is at most
∑
Y μ (Y ).

(c) Suppose that pYQ (Y ) ≤ P for all Y ∈ A; and suppose that for all supported Y , there are at most
D supported Y ′ with Y ′ ≈ Y (we allow Y ′ = Y here). And suppose, finally, that ePD ≤ 1. Then, the
expected number of resamplings is at most e

∑
Y p

YQ (Y ).

Journal of the ACM, Vol. 66, No. 5, Article 36. Publication date: August 2019.



The Moser–Tardos Framework with Partial Resampling 36:7

The proof of Theorem 2.6 is lengthy; we will spend the next sections showing a number of
preliminary lemmas.

2.3 Analyzing the PRA: Witness Trees and the Resampling Table

Our analysis of the PRA is based on witness trees and a coupling construction called the resampling

table, two proof techniques developed by Moser and Tardos [28].
We first describe the resampling table. In the PRAwe have described, we generate new values for

the variablesXi as they are needed. Instead, we may imagine generating a resampling table R (i,k ),
where i ranges over [n] and k ranges over positive integers, whose entries are independent random
variables where entry R (i,k ) is drawn from the distribution pi . Once we have drawn this table, we
use its values in place of resampling. For instance, in step (1) of the PRA, we set Xi = R (i, 1) for
every i ∈ [n]. The first time we resample Xi , we set Xi = R (i, 2), and so on. It is clear that pre-
generating the randomness does not affect the behavior of the PRA. We also observe that after
drawing the resampling table, the only source of randomness remaining in the PRA is the choice
of which subset Y ⊆ B to select when resampling a bad event B.
The witness tree τ̂ t describes the history of the variables involved in the resampling up to some

time t . Suppose we run the PRA for t timesteps (not necessarily to completion) and that at each
time k = 1, . . . , t the violated bad event is Bk , with resampled set Yk ⊆ Bk . We define Uk to the
ordered pair (Yk ,Bk ) for each time k . We will construct an associated random variable τ̂ t , which
is a type of rooted labeled tree.
To begin, we recursively define τ̂ t

k
for k = t , t − 1, . . . , 1. We begin with τ̂ tt , which has a single

root node labeled Yt . Next, letting L(v ) denote the label of a node v , we define Mt
k
for each k < t

to be the set of nodes v ∈ τ̂ t
k+1 with either of the two properties:

(1) L(v ) ∼ Yk ; OR
(2) L(v ) � Yk and v does not have any child u such that L(u) � L(v ).

If Mt
k
is empty, then we update τ̂ t

k
= τ̂ t

k+1. Otherwise, we select some node v ∈ Mt
k
of greatest

depth in τ̂ t
k+1 (breaking ties arbitrarily) and form τ̂ t

k
by adding a new node that is a child of v and

is labeled by Yk . We finish by defining τ̂ t = τ̂ t1 .
Note that the witness tree τ̂ t does not record information about the violated sets Bk themselves;

this is a critical step to cut down the number of possible trees.
By convention, for s > t we define τ̂ ts = ∅ (the null tree, which does not contain any nodes – not

even the root node). If the PRA has terminated already by time t , then we also define τ̂ t = ∅.
We define a tree-structure to be any rooted tree whose nodes are labeled from the set A. Every

τ̂ t is a tree-structure. We say that a tree-structure τ appears if τ̂ t = τ for any value of t . We define
the weight of tree-structure τ by

w (τ ) =
∏
v ∈τ

pL(v )Q (L(v )).

Remark. Recall the notation (5) in parsing the value “pL(v )” above.

We note a few simple facts about witness trees.

Proposition 2.7. If t < t ′ and the PRA has not terminated by time t ′, then τ̂ t � τ̂ t
′
.

Proof. Let Yt ,Yt ′ be resampled sets at times t , t ′ respectively. If Yt � Yt ′ , then the result holds,
because the root nodes of τ̂ t , τ̂ t

′
have different labels. Otherwise, note that for every time s with

Ys = Yt , we will have Mt
s � ∅ and Mt ′

s � ∅ (since the root nodes of τ̂ t and τ̂ t
′
respectively will be

in these sets). Thus, τ̂ t
′
will contain strictly more nodes with label Yt than does τ̂ t . �
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36:8 D. G. Harris and A. Srinivasan

Proposition 2.8. If v,v ′ are distinct nodes at depth h in τ̂ t , then L(v ) � L(v ′). Furthermore, if

both v,v ′ are leaf nodes, then L(v ) �� L(v ′).

Proof. Suppose thatv,v ′ correspond to resamplings at time s, s ′ respectively where s < s ′ ≤ t .
If L(v ) ∼ L(v ′), then v ′ ∈ τ̂ ts and so v ′ ∈ Mt

s . So v will be eligible to be placed as a child of v ′ or
some other node of greater depth. In particular, v will be placed at depth strictly larger than h. If
v,v ′ are leaf nodes and L(v ) � L(v ′), then, again v ′ ∈ Mt

s so the same argument would apply. �

2.4 The Witness Tree Lemma

The key to analyzing the PRA is the following lemma:

Lemma 2.9 (Witness Tree Lemma). Any tree-structure τ appears with probability at mostw (τ ).

We prove this in two stages. We first connect the behavior of a witness trees to the resampling
table, and show certain necessary conditions on the entries of R. This part of the proof is nearly
identical to that of Moser and Tardos. Second, we show that even after fixing R, there is still enough
randomness remaining in the PRA to further bound the probability of a tree-structure appearing.
Let r be a possible value for the resampling table. We say a tree-structure τ is compatible with r

if there is a non-zero probability of τ̂ t appearing, conditioned on R = r .

Proposition 2.10 ([28]). The probability that tree-structure τ is compatible with R is at most∏
v ∈τ p

L(v ) .

Proof. Let i ∈ [n], and consider the set of nodes v ∈ τ such that L(v ) ∼ i . By Proposition 2.8,
all such nodes are at distinct depths in τ . Let us sort these nodes in decreasing order of depth as
v1, . . . ,vsi ; for k = 1, . . . , si let us say that (i,aik ) ∈ L(vk ).

Suppose that τ̂ t = τ for some time t . We claim that R (i, 1) = ai1. For, suppose not; consider the
first time t ′ that L(v1) is the resampled set (this must occur, since v1 ∈ τ̂ t ). At time t ′, we have
Xi = a1; so, X1 must have been resampled earlier, at time t ′′. Let Y ′′ be the resampled set at time
t ′′; so i ∼ Y ′′. But then when constructing τ̂ t , we would place an additional node labeled Y ′′ at
greater depth than v1, leading to a contradiction.
Continuing in this way, we see that R (i,k ) = aik for i ∈ [n] and k = 1, . . . , si . Since the entries

of R are all independent, the overall probability of this event is
n∏
i=1

si∏
k=1

pi,aik .

If (i, j ) ∈ L(v ) for any node v ∈ τ , then this contributes exactly one factor of pi j to this expres-
sion. So, we can rearrange this term as

n∏
i=1

si∏
k=1

pi,aik =
∏
v ∈τ

∏
(i, j )∈L(v )

pi j =
∏
v ∈τ

pL(v ) . �

Before the second part of proof of the Witness Tree Lemma, let us give some intuition to the
role of �.
Consider a tree-structure τ consisting of a singleton node labeled Y . We want to show that τ

appears with probability at most w (τ ) = pYQ (Y ). We have already seen that the probability that
R is compatible with τ is at most pY . We would next like to say that the probability that Y was
selected as the resampled set is at most Q (Y ), giving us our probabilistic bound.
On any given instance in which Y is eligible to be the resampled set, the probability of selecting

Y is indeed at most Q (Y ). However, there may have been a long sequence of bad events in which
Y was eligible yet not selected. With enough of these opportunities, the probability of eventually
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selectingY approaches 1. Thus to obtain a useful bound on the probability of selectingY , one must
distinguish in advance a specific instance in which Y is eligible.
Now observe that if Y ⊆ B for some true bad event B, but we instead select some other Y ′ ⊆ B

as the resampled set, then Y ′ ≈ Y . So Y ′ would be added as a child of Y in the witness tree. As τ is
a singleton node, then a necessary condition for τ to appear is that Y is selected the first time it is

eligible to be selected.With some thought, we see that this event has probability at most Q (Y ).
The reader should bear this intuition in mind for the remainder of the proof. Proposition 2.11

extends this to larger tree-structures, which can have more complex interactions.

Proposition 2.11. Suppose the PRA has not terminated by time s , and letUs = (Ys ,Bs ). For some

integer t ≥ s , define J to be the set of leaf nodes v of τ̂ ts such that L(v ) ⊆ Bs . Then:

(1) J cannot contain two nodes at the same depth.

(2) If J � ∅ andv is the (unique) vertex in J of greatest depth, then L(v ) = Ys and τ̂
t
s+1 = τ̂

t
s −v .

(3) If J = ∅, then τ̂ ts+1 = τ̂ ts .

Proof. If s = t , then τ̂ ts contains a single nodev labeledYs and τ̂ ts+1 = ∅ and J = {v}. In this case
all the three parts hold easily. So let assume that s < t .
Part (1) follows immediately from Proposition 2.8, noting that J contains only leaf nodes.
For (2), letv be the greatest-depth node of J . Suppose that L(v ) = Y ′ � Ys . Wemust havev ∈ τ̂ ts+1

(the only node added to τ̂ ts has label Ys ). As Ys ≈ Y ′, we have v ∈ Mt
s , and so τ̂ ts would have a

new leaf node w labeled Ys at greater depth than v ; but then w ∈ J has greater depth than v , a
contradiction.
Thus, we have shown that L(v ) = Ys . Observe that τ̂ ts is either equal to τ̂ ts+1, or has a single leaf

nodew added to τ̂ ts+1 labeledYs . In the latter case,w will have label Ys and will be at greatest depth
in τ̂ ts , and sow = v and part (2) follows. In the former case, v ∈ τ̂ ts+1. Since L(v ) = Ys , we will have
v ∈ Mt

s , so again τ̂ ts would have a new leaf node w labeled Ys at greater depth than v ; but then
w ∈ J has greater depth than v , a contradiction.

To show (3), suppose that τ̂ ts � τ̂
t
s+1. Then τ̂

t
s has a new leaf nodev labeledYs . This nodev would

be in J , contradicting that J = ∅. �

We are now ready to prove the Witness Tree Lemma.

Proof of Lemma 2.9. To simplify the notation, let us define Q (v ) := Q (L(v )) for any node v
of τ . In analyzing the PRA, there are two types of random variables: first, there is the resampling
table R; second, there are the random variables Uk . By our coupling construction, the full table
R is constructed at time 0; thus, we may view the PRA as a stochastic process that sequentially
generates the random variables R,U1,U2, . . . ,.

Wewill prove a stronger result: for all pairs of integers s,T with 1 ≤ s ≤ T , and all tree-structures
τ , we have

Pr �



T−1∨
t=s

τ̂ ts = τ | R,U1, . . . ,Us−1�
�
≤
∏
v ∈τ

Q (v ). (6)

We may assume that τ � ∅, as otherwise the right-hand side of Equation (6) equals 1 and the
bound holds vacuously. We prove this by induction backward on s . The base case is s = T ; in this
case left-hand side of Equation (6) is zero so the bound holds vacuously. We move to the induction
step. Suppose that we condition on R,U1, . . . ,Us−1. If there are no more true bad events, then
(as τ � ∅) the bound holds, since the left-hand side of Equation (6) equals zero. Otherwise, let
us condition as well on the violated set Bs . Define J to be the set of leaf nodes v of τ such that
L(v ) ⊆ Bs .
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By Proposition 2.11, to τ to appear, it must either be the case that J = ∅, or that J contains a
unique node at greatest depth.
In the first case, then by Proposition 2.11 we have τ̂ ts+1 = τ̂

t
s . So a necessary condition to have

τ ts = τ is to have τ ts+1 = τ for some t in the range s + 1 ≤ t < T . By the induction hypothesis, this
has probability at most

∏
v ∈τ Q (v ) (even after we condition on the random variableUs ).

In the second case, suppose that the greatest-depth node of J is v , with L(v ) = Y . Then Propo-
sition 2.11 shows that Y must be the resampled set at time s and τ̂ ts+1 = τ̂

t
s −v . The probability of

selecting Y is at most Q (Y )∑
Z⊆B Q (Z ) ≤ Q (Y ) = Q (v ).

By the induction hypothesis, the probability that there is some t with τ̂ ts+1 = τ −v is at most∏
u ∈τ−v Q (u), even after conditioning on R,U1, . . . ,Us . Because of this conditional probability

bound, we can multiply the two probabilities; so the overall probability of both selecting Y and
having τ̂ ts+1 = τ −v , is at most Q (v ) ×∏u ∈τ−v Q (u) =

∏
u ∈τ Q (u), and the induction again holds.

We nowmove on to prove the full result. By Proposition 2.10, the resampling table is compatible
with τ with probability at most

∏
v ∈τ p

L(v ) . We have shown that

Pr �



T∨
t=1

τ̂ t = τ | R�
�
≤
∏
v ∈τ

Q (v ).

So, multiplying these two probabilities gives

Pr �



T∨
t=1

τ̂ t = τ�
�
≤ �


∏
v ∈τ

Q (v )�
�
�


∏
v ∈τ

pL(v )�
�
= w (τ ).

Taking the limit as T → ∞:

Pr �


∨
t ≥1

τ̂ t = τ�
�
= lim

T→∞
Pr �




T∨
t=1

τ̂ t = τ�
�
≤ lim

T→∞
w (τ ) = w (τ ). �

2.5 Finishing the Proof: Counting Witness Trees

To finish the proof of Theorem 2.6 and show the convergence of the PRA, we must count the
weight of certain classes of witness trees.

Definition 2.12 (Proper Tree-Structure). A tree-structure τ is proper if it has the following prop-
erty: for every node v with children w1, . . . ,ws , the labels L(w1), . . . ,L(ws ) are all distinct and
{L(w1), . . . ,L(ws )} ∈ NS(L(v )).
We let Γ denote the set of all proper tree-structures, and Γ(Y ) the set of non-empty proper

tree-structures whose root node has label Y .

It is clear that if τ is a proper tree-structure, all of its subtrees are proper tree-structures as well.

Proposition 2.13. The tree-structure τ̂ t is proper.

Proof. Consider some node v ∈ τ̂ t with children w1, . . . ,ws . By Proposition 2.8, we have
L(wi ) � L(w j ) for i � j. Hence, L(w1), . . . ,L(ws ) are distinct. Let T = {L(w1), . . . ,L(ws )}; we have
thus shown that T satisfies property (2) of the definition of neighbor-set.
To show part (1), suppose thatwi is added as a child of v in forming τ̂ t

k
. So v ∈ Mt

k
and L(wi ) is

the resampled set Yj at time k . By definition ofMt
k
, we have Yk ≈ L(v ) and so L(wi ) ≈ L(v ).

To show part (3), suppose that L(wi ) � L(v ) and L(w j ) � L(v ), and suppose that wi ,w j corre-
spond to resamplings at times s, s ′, respectively, where s < s ′. But then note that v already has
a child w j in τ̂ ts with L(w j ) � L(v ), so that v � Mt

s . So wi cannot be added as a child at time s , a
contradiction. �
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Proposition 2.14. If the function μ satisfies Theorem 2.6(a), then every Y ∈ A has∑
τ ∈Γ(Y )

w (τ ) ≤ μ (Y ).

Proof. For any Y ∈ A, let Th (Y ) be the total weight of all τ ∈ Γ(Y ) whose height is at most
h. We show that Th (Y ) ≤ μ (Y ) for all Y ∈ A and h ≥ 0, by induction on h. When h = 0, this is
vacuously true. Now, consider some τ ∈ Γ(Y ) of height at most h. Suppose that the children of the
root node arew1, . . . ,ws (with possibly s = 0), with labels Y1, . . . ,Ys respectively.

If τ1, . . . ,τs are the subtrees of eachwi , then each τi has height at mosth − 1 and τi ∈ Γ(Yi ). Also,
note that w (τ ) = pYQ (Y )w (τ1) · · ·w (τs ). So, for a fixed value of Y1, . . . ,Ys , the total weight of all
such proper tree-structures τ is (by induction hypothesis) at most pYQ (Y )Th−1 (τ1) · · ·Th−1 (τs ) ≤
pYQ (Y )μ (Y1) · · · μ (Ys ).

By definition, Y1, . . . ,Ys are distinct and {Y1, . . . ,Ys } ∈ NS(Y ). Summing over all such neighbor-
sets, we see that

Th (Y ) ≤
∑

T ∈NS(Y )

pYQ (Y )
∏
Y ′ ∈T

μ (Y ′).

By Theorem 2.6(a), the right-hand side of this expression is at most μ (Y ). So we have shown that
Th (Y ) ≤ μ (Y ) for all integerh ≥ 0. This shows thatT∞ (Y ) ≤ limh→∞Th (Y ) ≤ limh→∞ μ (Y ) = μ (Y ),
completing the proof. �

Proof of Theorem 2.6. Let us first show Theorem 2.6(a). Suppose that the PRA runs for t or
more time-steps. By Proposition 2.7 τ̂ 1, . . . , τ̂ t are distinct, non-empty, appearing tree-structures.
By Proposition 2.13 they are all proper. So the number of resamplings is at most the number of
appearing proper tree-structures, i.e.,

E[# Resamplings] ≤
∑
τ ∈Γ

Pr(τ appears) ≤
∑
τ ∈Γ

w (τ ) (by Lemma 2.9)

=
∑
Y ∈A

∑
τ ∈Γ(Y )

w (τ ) ≤
∑
Y ∈A

μ (Y ). (by Proposition 2.14)

In particular, since this is finite, the algorithm terminates with probability 1.
We derive Theorem 2.6(b) by using the following method to enumerate neighbor-sets T . First,

we put into T either one element Y ′′ with Y ′′ � Y , or no such elements; this contributes a factor
(1 +
∑
Y ′′�Y μ (Y ′′)). Next, we may place any Y ′ ∼ Y into T . For each Y ′ ∼ Y , this contributes the

term 1 + μ (Y ′). As every neighbor-set T is generated in this way, we have

∑
T ∈NS(Y )

∏
Y ′ ∈T

μ (Y ′) ≤ �


∏
Y ′∼Y

(1 + μ (Y ′))�
�
�


1 +
∑
Y ′′�Y

μ (Y ′′)�
�
.

Finally, we derive Theorem 2.6(c) by setting μ (Y ) = epYQ (Y ) for all Y . This satisfies Theo-
rem 2.6(b), as any Y ∈ A has

�


∏
Y ′∼Y

(1 + μ (Y ′))�
�
�


1 +
∑
Y ′′�Y

μ (Y ′′)�
�
≤ e
∑
Y ′∼Y μ (Y ′)e

∑
Y ′′�Y μ (Y ′′) = e

∑
Z≈Y epZQ (Z ) ≤ eeDP ≤ e .

Therefore, we have

pYQ (Y ) �


∏
Y ′∼Y

(1 + μ (Y ′))�
�
�


1 +
∑
Y ′′�Y

μ (Y ′′)�
�
≤ epYQ (Y ) = μ (Y ),

satisfying Theorem 2.6(b). �
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3 EXTENSION TO COMPLEX BAD EVENTS

Many applications of the LLL involve multiple bad events that may be more complex than pure
atomic events; for example, theymay be defined by linear threshold functions.We can alwayswrite
a complex bad event as a union of a (possibly large) number of atomic bad events. For example,
a bad event of the form [Xi1 = j1] + · · · + [Xir = jr ] ≥ t can be represented as

(
r
t

)
separate atomic

events. Thus, we suppose that there are multiple bad events B1, . . . ,BK , where each Bk is a subset
of A; the sets B1, . . . ,BK are not necessarily disjoint.
It would be natural to apply Theorem 2.6 directly on the bad event setB = B1 ∪ · · · ∪ BK . How-

ever, there are two technical obstacles to this. The first difficulty is that Theorem 2.6 requires us
to bound the connection (in terms of the relation ≈) between subsets of events of Bk and B� for
k � �. The linkages due to ∼ are relatively easy to handle in this way, and are similar to the usual
asymmetric LLL. But the linkages due to � are much more difficult to enumerate and analyze.
To avoid this first problem, we will “decouple” B1, . . . ,BK ; we analyze each Bk separately, de-

riving an appropriate fractional hitting-set Qk and computing an appropriate potential function
for Bk . We then sum this potential function over k = 1, . . . ,K . In particular, we never need to
analyze �-interactions between Bk ,B� .

The second technical difficulty is that Theorem 2.6 requires defining an auxiliary function μ, and
checking a condition on it for every Y ∈ A. Because of our method for decoupling the bad events,
we would actually need to check a separate condition for everyY ∈ A as well as each k = 1, . . . ,K .
This results in a huge inflation in the number of parameters. To avoid this, we reparametrize in
terms of a more compact auxiliary function, consisting of just variables λi, j for each element (i, j ) ∈
X. We describe how to encode μ as a function of λ, and how to check a much more manageable
set of conditions on it.

3.1 Decoupling Bad-events

Given fractional hitting-sets Q1, . . . ,QK for B1, . . . ,BK , respectively, we will use the following
Algorithm 2. This is a slight modification of the PRA given in Section 2.2.

ALGORITHM 2: PRA-multi(p,B1, . . . ,BK ,Q1, . . . ,QK ,X)
1: Draw the values X1, . . . ,Xn independently according to the probability distribution p.
2: while there is some true bad event B ∈ B1 ∪ · · · ∪ BK do

3: Arbitrarily select some index k ∈ [K] and some B ∈ Bk such that B is true.
4: Select exactly one subset Y ⊆ B. The probability of selecting a given Y is given by

Pr(select Y ) =
Qk (Y )∑

Z ⊆B Qk (Z )

5: Resample every variable involved in Y independently according to probability distribution
p.

6: Return X

We analyze PRA-multi by coupling it to the original version of the PRA when run on a larger
set of variables and an appropriate set of bad events B̃. In effect, we encode B1, . . . ,BK so that B̃
represents the disjoint union of B1, . . . ,BK .

This new problem instance has the same n variables as the original instance, plus K |A| new
indicator variables, which we will index as 〈Y ,k〉 for k ∈ [K] and Y ∈ A. We set F〈Y ,k〉 = {0}, i.e.,
each new variable can only take on a single value. Thus, the new set of elements X̃ is given by

X̃ = X ∪ {(〈Y ,k〉, 0) | k ∈ [K],Y ∈ A}.
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To simplify notation in the construction, let us define [Y ,k] to denote the singleton set [Y ,k] =
{(〈Y ,k〉, 0)}. We construct the new set of bad events B̃ as:

B̃ =
⎧⎪⎨⎪⎩
B ∪
⋃
Y ∈A

[Y ,k] | B ∈ Bk
⎫⎪⎬⎪⎭
.

The following definitions will be used throughout our construction. For anyY ∈ A and k ∈ [K],
let us define

(Y ,k ) = Y ∪ [Y ,k] = Y ∪ {(〈Y ,k〉, 0)}. (7)

Definition 3.1 (Good Set). We say that a set Z ⊆ X̃ is good if it has the form Z = (Y ,k ), where

Y ∈ A and k ∈ [K]. We say that a setZ ⊆ 2X̃ is good if every member Z ∈ Z is good.

Using the notation (7), we often identify the collection of good sets with the space A × [K].
(Note that every good set has a unique representation as (Y ,k )).
With these definitions, we construct the corresponding fractional hitting-set Q̃ for B̃ by

Q̃ (Z ) =

{
Qk (Y ) if Z is a good set of the form Z = (Y ,k )
0 otherwise

.

We next show that the original PRA on B̃ is equivalent to the variant PRA on B.

Proposition 3.2. Consider running PRA-multi on input p,B1, . . . ,BK ,Q1, . . . ,QK ,X, as well as
running the original PRA on input p̃, B̃, Q̃, X̃, where we define p̃ by

p̃i j =

{
pi j if i ∈ [n]
1 if i = 〈Y ,k〉 .

With appropriate choices for the resampling rule in the two algorithms, the probability distribution

on the values of X1, . . . ,Xn after t time steps is the same for the two algorithms.

Proof. We use a coupling construction where we run both the original and variant PRA in
parallel, taking a common source of randomness for the two algorithms, such that the variables
X1, . . . ,Xn have the same value at each time t . For PRA-multi, there are additional variablesX〈Y ,k〉;
but these always have the value 0. At time t = 0, the two algorithms obviously agree on X , since
the first step of each is to sample X1, . . . ,Xn from the probability distribution p. (PRA-multi also
samples, trivially, the variables X〈Y ,k〉.)

Consider now some time t > 0. Let us first suppose that in the original PRA, all the bad events
B̃ are false. Since X〈Y ,k〉 = 0 for every Y ∈ A, it must be that every bad event B ∈ Bk is false as
well. So, in this case, the two algorithms both terminate and return the common vector X .
Now suppose that in the original PRA, the violated set at time t is B̃, where B̃ = B ∪⋃Y ∈A[Y ,k]

and B ∈ Bk . This implies that B holds on X1, . . . ,Xn . PRA-multi may correspondingly use the
resampling rule of selecting k,B ∈ Bk in step (3).

In step (4) of the original PRA, we select some Ỹ ⊆ B̃ with probability proportional to Q̃ (Ỹ ).
Since Q̃ is only supported on good sets, we must have Ỹ = (Y ,k ′) for some k ′ ∈ [K],Y ∈ A. Since
Y ,B ∈ A wemust haveY ⊆ B. Furthermore, since the only entries of B̃ are B and some sets [Y ′,k],
we must have k = k ′. Thus, Ỹ = (Y ,k ) for some Y ⊆ B. Then Q̃ (Ỹ ) = Qk (Y ). So step (4) of the
original PRA can be viewed as selecting a set (Y ,k ) where Y ⊆ B in which we a given Y is chosen
with probability proportional to Qk (Y ).

Finally, in step (5) of the original PRA, we resample Xi for every i ∼ Y (as well as the variable
X〈Y ,k〉); this is precisely what is done in step (5) of PRA-multi. So, if we use the same random bits
for the two resamplings, then the values of X agree at time t + 1 as well. �
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In light of Proposition 3.2, we need to satisfy Theorem 2.6 for the new problem instance. The
following results translate the notations between the sets B1, . . . ,BK and their encoding into B̃.
These proofs are omitted.

Definition 3.3 (Symmetric Relation �k ). Given Y ,Y ′ ∈ A, we say that Y �k Y ′ if Y � Y ′ and
there is some B ∈ Bk with Y ,Y ′ ⊆ B

Proposition 3.4. For pairs (Y ,k ), (Y ′,k ′) where Y ,Y ′ ∈ A and k,k ′ ∈ [K] the following hold:

(1) (Y ,k ) ∼ (Y ′,k ′) iff Y ∼ Y ′.
(2) (Y ,k ) � (Y ′,k ′) iff k = k ′ and Y �k Y ′.

We say that (Y ,k ) is supported ifQk (Y ) > 0. We say that � is null if Y ��k Y ′ for all k ∈ [K], and
all sets Y ,Y ′ such that Qk (Y ) > 0,Qk (Y

′) > 0.

Proposition 3.5. For any Y ∈ A and k ∈ [K], the set T ⊆ A × [K] is a good neighbor-set of

(Y ,k ) (and we write T ∈ GNS(Y ,k )) if the following conditions hold:

(1) Every (Z , �) ∈ T has either (i) Z ∼ Y or (ii) � = k and Z �k Y .
(2) There do not exist distinct (Z ,k ), (Z ′,k ′) ∈ T with Z ∼ Z ′.
(3) There do not exist distinct (Z ,k ), (Z ′,k ) ∈ T with Z �k Y ,Z ′ �k Y .

We can now state our main theorem, translated into the new encoding:

Theorem 3.6 (Main Theorem for multiple events). Let Q1, . . . ,QK be fractional hitting-sets

for B1, . . . ,BK , respectively. In each of the following three cases, PRA-multi terminates in a configu-

ration avoiding all bad events with probability 1.

(a) Suppose that μ : A × [K]→ [0,∞) satisfies, for all Y ∈ A and all k ∈ [K],

μ (Y ,k ) ≥ pYQk (Y )
∑

T ∈GNS(Y ,k )

∏
(Y ′,k ′)∈T

μ (Y ′,k ′).

Then, the expected number of resamplings is at most
∑

(Y ,k ) μ (Y ,k ).
(b) Suppose that μ : A × [K]→ [0,∞) satisfies, for all Y ∈ A and all k ∈ [K],

μ (Y ,k ) ≥ pYQk (Y )
��



∏
Y ′∼Y

(1 +
∑

k ′ ∈[K ]

μ (Y ′,k ′))��
�
��


1 +

∑
Y ′′�kY

μ (Y ′′,k )��
�
.

Then, the expected number of resamplings is at most
∑

(Y ,k ) μ (Y ,k ).

(c) Suppose that pYQk (Y ) ≤ P for all Y ∈ A,k ∈ [K]; and suppose that for all supported pairs

(Y ,k ) there are at mostD supported pairs (Y ′,k ′) ≈ (Y ,k ). And suppose, finally, that ePD ≤
1. Then, the expected number of resamplings is at most e

∑
(Y ,k ) p

YQk (Y ).

Proof. As in Theorem 2.6, it suffices to prove case (a). We first claim that Q̃ is a fractional
hitting-set for B̃. For, consider some B̃ ∈ B̃ of the form B̃ = B ∪⋃Y ∈A[Y ,k] for B ∈ Bk . Then∑

Y ⊆B̃

Q̃ (Y ) ≥
∑
Y ⊆B

Q̃ (Y ∪ [Y ,k]) =
∑
Y ⊆B

Qk (Y ) ≥ 1.

Next, to apply Theorem 2.6(a), define the function μ̃ : Ã → [0,∞) by

μ̃ (Z ) =

{
μ (Z ) if Z is good
0 otherwise

.
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We want to show that every Z ∈ Ã has

μ̃ (Z ) ≥ p̃Z Q̃ (Z )
∑

T ∈NS(Z )

∏
Y ′ ∈T

μ̃ (Y ′). (8)

If T ∈ NS(Z ) is not good, then∏Y ′ ∈T μ̃ (Y ′) = 0. IfZ is not good, then Equation (8) holds easily,
as Q̃ (Z ) = 0. So suppose Z = (Y ,k ), and so Equation (8) reduces to

μ (Y ,k ) ≥ pYQk (Y )
∑

T ∈GNS(Z )

∏
(Y ′,k ′)∈T

μ (Y ′,k ′),

which holds by hypothesis.
So the expected number of resamplings is

∑
Z ∈Ã μ̃ (Z ) =

∑
Y ∈A
∑

k ∈[K ] μ (Y ,k ). Since this is fi-
nite, the PRA terminates with probability 1. �

We note that Theorem 3.6 is equivalent to Theorem 2.6 if K = 1. (Each time a set Y ∈ A is
referenced, simply replace it with (Y , 1).)

3.2 Parametrizing by λ

We now describe a criterion for PRA or PRA-multi in terms of a vector λ ∈ [0,∞)X , instead of the
function μ : A × [K]→ R. This is a huge savings in terms of the number of parameters. In fact,
the vector λ not only encodes μ, but also the probability vector p. The vector λ should be thought
of as an “inflated” version of p; roughly speaking, λi, j is the probability that Xi = j at some point
during the execution of the PRA.
Given the parameter λ, we define a few related quantities that will be needed to state our theo-

rem.

Definition 3.7 (Values λi ,Gi , S that Depend on a Function Q and a Vector λ). Let B ⊆ A, let λ ∈
[0,∞)X and let Q be a fractional hitting-set for B.

Recalling the notation (5), define

S (B,Q, λ) = max
Q (Y )>0

∑
Z :Z�Y

Q (Z )λZ ,

where the definition of � is with respect to B,Q .
Also, for each i ∈ [n], define

λi =
∑
j

λi, j , Gi (Q, λ) =
∑
Y∼i

Q (Y )λY .

In the context of multiple bad eventsB1, . . . ,BK , we oftenwrite Sk = S (Bk ,Qk , λ) for simplicity.
We next state our main theorem in terms of λ. The correspondence between the λ notation and

the parameters p, μ will be given by the following formulas:

pi j =
λi j

λi
μ (Y ,k ) =

λYQk (Y )

1 − S (Bk ,Qk , λ)
.

Theorem 3.8 (Main Theorem in terms of λ). Let Q1, . . . ,QK be fractional hitting-sets for

B1, . . . ,BK , respectively, and let λ ∈ [0,∞)X . If S (Bk ,Qk , λ) < 1 for all k ∈ [K], and for all i ∈ [n]
we have

λi ≥ 1 +
∑
k

Gi (Qk , λ)

1 − S (Bk ,Qk , λ)
,

then PRA terminates with probability 1; the expected number of resamplings is at most
∑

i (λi − 1).
Before we prove Theorem 3.8, we record some preliminary calculations that occur in a number

of places:
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Proposition 3.9. Assuming that the conditions of Theorem 3.8 are satisfied:

(1) For any i ∈ [n], we have ∑Y∼i
∑

k μ (Y ,k ) ≤ λi − 1.
(2) For any supported (Y ,k ), we have

∑
Z�kY μ (Z ,k ) ≤ Sk

1−Sk .

Proof. For the first result:∑
Y∼i

∑
k

μ (Y ,k ) =
∑
Y∼i,k

λYQk (Y )

1 − Sk
=
∑
k

Gi (Qk , λ)

1 − Sk
≤ λi − 1.

For the second result: ∑
Z�kY

μ (Y ,k ) =
∑
Z�kY

λZQk (Z )

1 − Sk
≤ Sk

1 − Sk
. �

Proof of Theorem 3.8. We want to show that μ (Y ,k ) satisfies Theorem 3.6(a) foir a given
Y ∈ ,k ∈ [K], that is,

μ (Y ,k ) ≥ pYQk (Y )
∑

T ∈GNS(Y ,k )

∏
(Y ′,k ′)∈T

μ (Y ′,k ′). (9)

We now bound the right-hand side of Equation (9). First, T may contain at most one pair (Z ,k )
with Z �k Y . By Proposition 3.9, the total contribution of such terms is at most 1 + Sk

1−Sk =
1

1−Sk .
Next, for each (i, j ) ∈ Y , the set T may contain at most one pair (Y ′,k ′) with i ∼ Y ′. (If there two
such pairs (Y ′,k ′), (Y ′′,k ′′), then (Y ′,k ) ∼ (Y ′′,k ′′).) For any fixed (i, j ) in Y ′, this contributes at
most 1 +

∑
Y ′∼i
∑

k ′ μ (Y
′,k ′); by Proposition 3.9 this is at most 1 + (λi − 1) = λi .

Putting these two estimates together, we estimate the right-hand side of Equation (9):

pYQk (Y )
∑

T ∈GNS(Y ,k )

∏
(Y ′,k ′)∈T

μ (Y ′,k ′) ≤ pYQk (Y ) ×
1

1 − Sk
×
∏

(i, j )∈Y
λi

=
Qk (Y )

∏
(i, j )∈Y pi jλi

1 − Sk
=
Qk (Y )

∏
(i, j )∈Y

λi j
λi
λi

1 − Sk
=
Qk (Y )λ

Y

1 − Sk
= μ (Y ,k ).

Thus, Theorem 3.6(a) holds. Note that since A contains only non-empty sets, every Y ∈ A has
Y ∼ i for at least one value i ∈ [n]. Therefore, using Proposition 3.9, we compute

E[# resamplings] ≤
∑
Y ,k

μ (Y ,k ) ≤
∑
i ∈[n]

∑
Y∼i

∑
k

μ (Y ,k ) ≤
∑
i ∈[n]

(λi − 1). �

When applying Theorem 3.8, we note that if �k is null, then Sk = 0. Also, we frequently use the
crude bound:

S (B,Q, λ) ≤
∑
Y ∈A

Q (Y )λY . (10)

The parametrization by λ can be useful for the standard MT algorithm (as the MT algorithm is
a special case of the PRA). In particular, it gives clean formulas for the “MT distribution,” which
is the distribution on the variables at the termination of the MT algorithm. See Appendix B for
further discussion and some examples.

4 BAD-EVENTS DEFINED BY SUMS OF RANDOM VARIABLES

In this section, we explore a connection between symmetric polynomials and Chernoff tail bounds
for sums of indicator variables of elements (i.e., terms of the form [Xi = j]). These will be central
to assignment-packing problems. When the bad events are defined in terms of such sums, then
these symmetric polynomials correspond in a natural way with fractional hitting-sets.
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To state these results in their clearest form, we define the Chernoff upper-tail separation func-
tion:

Definition 4.1 (Chernoff Upper-Tail Separation Function Ch(μ, t )). For real numbers μ, t > 0, we
define

Ch(μ, t ) = et−μ (μ/t )t .

We recall three useful results of Referencee [33] on multivariate symmetric polynomials and
Chernoff bounds.

Proposition 4.2. For any real numbers a1, . . . ,a� ∈ [0, 1] and integer k ≤ a1 + · · · + a� , we have∑
X ⊆[�]
|X |=k

∏
x ∈X

ax ≥
(
a1 + · · · + a�

k

)
.

Proposition 4.3. For any real numbers a1, . . . ,a� ∈ [0,∞) and integer k ≥ 0, we have∑
X ⊆[�]
|X |=k

∏
x ∈X

ax ≤
(a1 + · · · + a� )k

k!
.

Proposition 4.4. For 0 ≤ μ ≤ t and d = �t − μ�, we have μd

d !( td)
≤ Ch(μ, t ).

We can now state our main result, which transforms a bad event defined by sums of random
variables into a fractional hitting set.

Theorem 4.5. Let λ ∈ [0,∞)X and a ∈ [0, 1]X be two vectors of real numbers, indexed by the

elements x = (i, j ) of X. Define μ = ∑x axλx , and for each i ∈ [n] define μi =
∑

j ai, jλi, j . For a real

number t ≥ 0, let B be the complex bad event defined by

B ≡
∑
i, j

ai, j [Xi = j] ≥ t .

Let d be any integer in the range 1 ≤ d ≤ t . Then, recalling Definition 3.7, there is a fractional

hitting-set Q with the property

S (B,Q, λ) ≤ μd

d!
(
t
d

) ; Gi (Q, λ) ≤
dμi
μ
· μd

d!
(
t
d

) .
Proof. We define Q by

Q (Y ) =
⎧⎪⎨⎪⎩

∏
x∈Y ax

( td)
if |Y | = d

0 otherwise
,

To show that this is a valid fractional hitting-set, consider some atomic bad event B, where∑
x ∈B ax ≥ t . By Proposition 4.2, we have

∑
Y ⊆B

Q (Y ) =

∑
Y ⊆B, |Y |=d a

Y(
t
d

) ≥

(∑
x∈B ax
d

)
(
t
d

) ≥

(
t
d

)
(
t
d

) = 1.

We use Proposition 4.3 and Equation (10) to compute S (B,Q, λ) as:

S (B,Q, λ) ≤
∑
Y ∈A

λYQ (Y ) =

∑
Y ∈A, |Y |=d λ

YaY(
t
d

) ≤ (
∑

x ∈Y axλx )
d

d!
(
t
d

) =
μd

d!
(
t
d

) .
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Similarly, we use Proposition 4.3 to computeGi (Q, λ) as:

Gi (Q, λ) =
∑
Y∼i

λYQ (Y ) =

∑
j ai, jλi, j(

t
d

) ∑
Y ∈A
Y�i
|Y |=d−1

λY ≤

∑
j ai, jλi, j �



∑

(u, j )∈X
u�i

a (u, j )λ (u, j )�
�

d−1

(d − 1)!
(
t
d

)

=
μi (μ − μi )d−1

(d − 1)!
(
t
d

) ≤ dμi
μ

μd

d!
(
t
d

) . �

We note that to use the fractional hitting-set Q of Theorem 4.5 in the PRA, we must be able to
efficiently access Q . We discuss how to do this in Appendix C.

Corollary 4.6. Let λ ∈ [0,∞)X and a ∈ [0, 1]X be two vectors of real numbers, indexed by the

elements x = (i, j ) of X. Define μ = ∑x axλx , and for each i ∈ [n] define μi =
∑

j ai, jλi, j . For a real

number t ≥ 1, let B be the complex bad event defined by

B ≡
∑
i, j

ai, j [Xi = j] ≥ t .

Let r be any real number satisfying 1 ≤ r < t and r ≥ μ. Then there is a fractional hitting set Q
with the property

S (B,Q, λ) ≤ Ch(r , t ); Gi (Q, λ) ≤ μi

( t + 1
r
− 1
)
Ch(r , t );

Proof. Apply Theorem 4.5 with parameter t and d = �t − r�. Note that since r < t we have
d ≥ 1, and since r ≥ 1 we have d ≤ �t − 1� ≤ t . With this value of d , Proposition 4.4 gives:

S (B,Q, λ) ≤ μd

d!
(
t
d

) ≤ rd

d!
(
t
d

) ≤ Ch(r , t )

and similarly

Gi (Q, λ) ≤
dμi
μ
· μd

d!
(
t
d

) ≤ dμi
r
· rd

d!
(
t
d

) ≤ (t − r + 1)μi
r

· rd

d!
(
t
d

) ≤ μ
( t + 1

r
− 1
)
Ch(r , t ). �

4.1 Column-sparse Assignment-packing Problems

We now consider a family of constraint satisfaction problems we refer to as assignment-packing

problems. Here, we havem linear packing constraints of the form “
∑

i, j ak,i, j [Xi = j] ≤ bk ,” where
ak,x ∈ [0, 1],bk ≥ 0. We also assume that this CSP is “column-sparse,” in the sense that for any
x ∈ X we have

∑
k ak,x ≤ D for some parameter D. (As above, x will often refer to some element

(i, j ) ∈ X.) When does such an integer linear program have a feasible solution?
One technique to solve this uses an LP relaxation, where each (i, j ) ∈ X has a fractional variable

zi, j ∈ [0, 1] to represent [Xi = j]. Each i ∈ [n] has a linear constraint
∑

j ∈Fi zi, j = 1. In addition
the packing constraints are tightened to

∑
x ak,xzx ≤ ck for some ck ≤ bk . We then convert the

fractional solution z into an integral solution via some form of randomized rounding. The central
problem becomes how close ck can be to bk , to ensure that a feasible integral solution can be
converted into a feasible integral solution.
We describe here a randomized rounding algorithm based on a single application of the PRA.

This involves a a parameter ϵ > 0, which determines a multiplicative increase in bk as compared
to ck , in addition to a secondary discrepancy term. Our main result will be the following:
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Theorem 4.7. Let us suppose that the linear program∑
j ∈Fi

zi, j = 1,
∑
x

ak,xzx ≤ ck , zx ∈ [0, 1]

is satisfiable, for some vector c ∈ [1,∞)m , and that we have a separation oracle for it (that is, given a

variable assignment, we can either find a violated linear constraint, or determine that all constraints

are satisfied.)

Let D ≥ 2 be some parameter satisfying

D ≥ max
x

∑
k

ak,x

and let ϵ be a parameter satisfying 0 < ϵ ≤ 1/D.
Then in expected time poly(n), we can find a solution to the integer program

Xi ∈ Fi
∑
i, j

ak,i, j [Xi = j] ≤ bk ,

where we define the vector b by

bk =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

100 ln(1/ϵ )

1+ln( ln(1/ϵ )ck
)

for ck ≤ ln(1/ϵ )

ck (1 + ϵ ) + 10
√
ck ln

(
D + 1

ck ϵ 2

)
for ck > ln(1/ϵ )

,

Proof. The full proof requires technical analysis of the Chernoff tail-separation function. To
separate this routine functional analysis from our analysis of the PRA, we defer some calculations
to Appendix D, in which we show that the vector b satisfies the following conditions for all k ∈
[m]:

(C1) ( bk+1
ck (1+ϵ )

− 1)Ch(ck (1 + ϵ ),bk ) ≤ ϵ
4D

(C2) Ch(ck (1 + ϵ ),bk ) ≤ 1/2

To begin, the separation oracle allows us to solve the LP in polynomial time; let ẑ be the resulting
fractional solution. We use the framework of Section 3, in which each packing constraint will
correspond to a complex bad event (that is, K =m), and where λ = (1 + ϵ )ẑ.
Let us analyze a constraint k , corresponding to the complex bad eventBk ≡

∑
i, j ak,i, j [Xi = j] ≥

bk . The fractional hitting-set Qk will be the one of Corollary 4.6, with t = bk and r = (1 + ϵ )ck .
Note that r ≥ 1, since ck ≥ 1, and r < t by property (C2). To show r ≥ μ using the terminology of
Corollary 4.6, we compute

μ =
∑
i, j ∈Fi

ak,i, jλi, j =
∑
i, j ∈Fi

ak,i, j (1 + ϵ )ẑi, j ≤ (1 + ϵ )ck = r .

We next calculate Gi and Sk . By Corollary 4.6 and using property (C2),

Sk = S (Bk ,Qk , λ) ≤ Ch(r , t ) = Ch(ck (1 + ϵ ),bk ) ≤ 1/2.

Furthermore, for each i ∈ [n], property (C1) gives

Gi (Qk , λ) ≤ μi

( t + 1
r
+ 1
)
Ch(r , t ) = μi

(
bk + 1

ck (1 + ϵ )
− 1
)
Ch(ck (1 + ϵ ),bk ) ≤ μi

ϵ

4D
.

We compute μi by:

μi =
∑
j ∈Fi

ak,i, jλk,i, j ≤ (1 + ϵ )
∑
j

ak,i, j ẑi, j .
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To apply Theorem 3.8, we sum over all j ∈ Fi obtaining∑
j ∈Fi

λi, j −
∑
k

Gi (Qk , λ)

1 − Sk
≥ (1 + ϵ ) −

∑
k

ϵ/(4D) × (1 + ϵ )
∑

j ak,i, j ẑi, j

1/2

= (1 + ϵ ) − 1
2

∑
j ∈Fi

ẑi, j (1 + ϵ ) × (ϵ/D) ×
∑
k

ak,i, j

≥ (1 + ϵ ) − 1
2

∑
j ∈Fi

ẑi, j (1 + ϵ ) × (ϵ/D) × D definition of D

= (1 + ϵ ) − 1
2 (1 + ϵ )ϵ ≥ 1 as ϵ ∈ [0, 1].

Furthermore, for any i ∈ [n] we have
∑

j ∈Fi λi, j ≤ 1 + ϵ ≤ 2, so the expected number of itera-
tions before the PRA terminates is at most

∑
i, j λi, j ≤ O (n). Each step of the PRA can be efficiently

implemented using the separation oracle, so this gives a polynomial-time algorithm (even though
the number of constraintsm may be exponential in n). �

We can simplify Theorem 4.7 when we have a uniform bound on the right-hand-side values ck .

Proposition 4.8. Let us suppose that the linear program∑
j ∈Fi

zi, j = 1,
∑
x

ak,xzx ≤ ck , zx ∈ [0, 1].

is satisfiable, for some vector c ∈ [1,R]m , and that we have a separation oracle for it.

Let D ≥ 2 be some parameter satisfying D ≥ maxx
∑

k,x ak,x .
Then in expected time poly(n), we can find a solution to the integer program

Xi ∈ Fi
∑
i, j

ak,i, j [Xi = j] ≤ bk ,

where we define the vector b by

bk =
⎧⎪⎨⎪⎩

C lnD
1+ln( lnDck

)
if R ≤ lnD

ck +C
√
R lnD if R > lnD

,

for some universal constant C .

Proof. Let d = lnD. If R ≤ d , then this follows immediately from Theorem 4.7 with ϵ = 1/D.
Otherwise, for R > d , we apply Theorem 4.7 with ϵ = D−10

√
d/R; note that ϵ ≤ 1/D in this case.

Let δ = ln(1/ϵ ) = 10d + 1
2 ln(R/d ). If ck ≤ δ , then

bk =
100δ

1 + ln(δ/R)
≤ O (d + ln(R/d ))

1 + ln(δ/R)
≤ O (d + ln(R/d )) ≤ O (d + logR) ≤ O

(√
R logD

)
.

If ck ≥ δ , then we have

bk = ck (1 + ϵ ) + 10

√
R ln

(
D +

1

ckϵ2

)
= ck +

(
ckD

−10√d/R) + 10
√
ck ln

(
D +

D20R

ckd

)
.

As ck ≤ R, the term ckD
−10√d/R is at most RD−10

√
logD
R
≤ O (

√
R). Likewise, simple analysis

shows that ck ln(D +
D20R
ckd

) ≤ O (R logD), giving the claimed result. �

We note that there is a fundamental problem in how the standard LLL deals with fractional
entries in the constraint matrixA. The issue is that variableXi affects constraint k if ak,i, j > 0, and
it is possible that every variable affects every constraint. In the LLL setting, one cannot quantify
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“how much”Xi affects a constraint. As shown in Reference [17], it is possible to sidestep this issue
by quantization of A: if ak,i, j is close to zero, then it gets quantized to zero and thus Xi does not
affect the given constraint at all. However, this is cumbersome and unnatural.
The LLL has other problems in dealing with CSP’s, even when the matrix entries are in the

range {0, 1}. In Appendix A, we compare the PRA to the MT algorithm, with a rather extreme
demonstration of how the PRA is able to make steady progress to the solution, whereas the MT
algorithm on its own is completely unable to do so. Specifically, we construct a family of linear
threshold constraint-satisfaction problems, in which every entry of the matrix A is in the range
{0, 1}, but where still every variable effects every constraint. In this case, there is no “locality”
in the sense of the LLL. The MT algorithm completely throws away its partial solution at ev-
ery iteration, and starts from scratch. Not surprisingly, the MT algorithm cannot guarantee any

scale-free approximation factors (independent of the number of constraints or variables) for this
type of problem. By contrast, the PRA yields a very good approximation in expected polynomial
time.
We also note that that there is a related class of integer programming problems referred as

column-sparse covering integer problems. A variant of the PRA can be used to solve these systems;
see Reference [7] for more details.

5 APPLICATIONS OF COLUMN-SPARSE ASSIGNMENT PROBLEMS

In this section, we discuss two straightforward applications of Theorem 4.7, to a multi-dimensional
scheduling approximation algorithm and to a problem in discrepancy. The results we obtain have
not been stated before explicitly; however, it is possible to derive them using a combination of pre-
vious rounding algorithms including the LLL, polyhedral rounding such as Reference [23], and the
algorithm of Reference [24]. We include them here to better explain the PRA, and to demonstrate
how it gives a simpler and more unified approach to such discrepancy bounds.

5.1 Multi-dimensional Scheduling

Scheduling on unrelated parallel machines is a classic problem in operations research [26]. In this
setting, we have n jobs andm machines, and each job i needs to be scheduled on some machine.2 If
job i is scheduled on machine j, then j incurs a load of pi, j . The goal is to minimize the makespan,
the maximum total load on any machine. The standard way to approach this is to introduce an
auxiliary parameter T , and ask if we can schedule with makespan T [26, 34]. This leads to the
integer program formulation:

∀i ∈ [n],
∑
j ∈Fi

zi, j = 1;

∀j ∈ [m],
∑
i

pi, jzi, j ≤ T ;

∀(i, j ),pi, j > T ⇒ zi, j = 0.

Azar and Epstein [4] considered a generalization where there are d dimensions to the load (say
runtime, energy, heat consumption, etc.) when job i gets assigned to machine j. In dimension
�, this assignment leads to a load of pi, j, � on j. We ask here: Given a vector (T1,T2, . . . ,Td ), is
there an assignment that has a makespan of at most T� in each dimension �? Azar and Epstein
described a (d + 1)-approximation algorithm for this. We show how the PRA can improve this to

O (
logd

log logd ):

2We interchange the standard use of the indices i and j here to conform to the rest of our notation.
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Theorem 5.1. Given a feasible makespan vector (T1, . . . ,Td ), there is a randomized polynomial-

time algorithm to find a schedule with makespan vector (T ′1 , . . . ,T
′
d
), where

T ′i ≤ O

(
Ti ×

logd

log logd

)
.

Proof. This is an easy application of Proposition 4.8. First, we set zi, j := 0 if there exists some
� with pi, j, � > T� . After this filtering, we solve the LP relaxation with the constraints:

∀j ∈ [m],∀� ∈ [d],
∑
i

pi, j, �

T�
zi, j ≤ 1.

This LP has its right-hand-side values (i.e. entries of ck ) equal to 1, and our filtering ensures that
the coefficient matrix has entries ai, (j, �) =

pi, j, �
T�
∈ [0, 1]. Each element (i, j ) ∈ X has d constraints,

so the maximum column sum is D = d . By Proposition 4.8, we get bk = O (
logD

log logD ). �

5.2 Discrepancy

As another application, we consider a discrepancy problem introduced in Reference [17] and an-
alyzed there via the LLL.

Theorem 5.2. LetY be anm × n matrix whose entries are real numbers in the range [−1, 1], which
satisfies the following bounds on the �1 norms of the rows and columns:

∀i
∑
k

|Yk,i | ≤ D ∀k
∑
i

|Yk,i | ≤ R,

for parameters R ≥ 1,D ≥ 2. Then there is a randomized polynomial-time algorithm to find a vector

v ∈ {−1,+1}n such that, for all k ∈ [m]

|Yk · v | ≤ O
(√

R logD
)
.

Proof. Let d = lnD and for each k ∈ [m] let yk =
∑

i |Yk,i | ≤ R. If R ≤ d , then the stated result

holds trivially, as |Yk · v | ≤ yk ≤ R ≤
√
Rd for any such vector v . So, let us assume R > d .

For each i ∈ [n], we introduce a variable Xi that takes two possible values that we name +1,−1.
For each k ∈ [m], we introduce a packing constraint∑

i :Yk,i>0

Yk,izi,+1 +
∑

i :Yk,i<0

(−Yk,i )zi,−1 ≤ ck ,

where ck = yk/2. This LP has a fractional solution defined by zi,+1 = zi,−1 = 1/2 for all i , and has
maximum �1-column-norm ofD.We now apply Theorem 4.8with parameterR to obtain an integral
solution v1, . . . ,vn ∈ {−1, 1}n , such that∑

i :Yk,i>0

Yk,i [vi = +1] +
∑

i :Yk,i<0

(−Yk,i )[vi = −1] ≤ bk ;

here, we observe that our assumption R > d ensures that bk ≤ ck +O (
√
Rd ) = yk/2 +O (

√
Rd ).
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This vector v achieves the desired result, as for each constraint k ∈ [m], we have

Yk · v =
∑

i :Yk,i>0

(−Yk,i + 2Yk,i [vi = +1]) +
∑

i :Yk,i<0

(Yk,i − 2Yk,i [vi = −1])

= −yk + 2 ��



∑
i :Yk,i>0

Yk,i [vi = +1] +
∑

i :Yk,i<0

−Yk,i [vi = −1]��
�

≤ −yk + 2
(
yk/2 +O (

√
Rd )
)
≤ O (

√
Rd ). �

By contrast, Reference [17] shows the weaker bound |Yk · v | ≤ O (
√
R log(RD)).

6 TRANSVERSALS WITH OMITTED SUBGRAPHS

Consider a graph G = (V ,E) with a partition of its vertices into sets V = V1 �V2 � · · · �V� , each
of size b. We refer to these sets as blocks or classes. We wish to select exactly one vertex from
each block; such a set of vertices A ⊆ V is known as a transversal. There is a large literature on
selecting transversals such that the graph induced on A omits certain subgraphs. (This problem
was introduced in a slightly different form in Reference [6]; more recently it has been analyzed in
References [18, 21, 22, 35, 36].) For example, whenA is an independent set ofG (omits the 2-clique
K2), this is referred to as an independent transversal.

Alon gives a short LLL-based proof that a sufficient condition for such an independent transver-
sal to exist is b ≥ 2eΔ [2], where Δ is the maximum degree of G. The cluster-expansion version
of the LLL [5] easily shows that b ≥ 4Δ suffices. Haxell shows non-constructively that a sufficient
condition is b ≥ 2Δ [19]; this condition is existentially optimal, in the sense that b ≥ 2Δ − 1 is not
always admissible [22, 35, 36]. A similar criterion b ≥ Δ + �Δ/r� is given in Reference [21] for the
existence of a transversal that induces no connected component of size greater than r . Finally,
Reference [27] gives a criterion of b ≥ Δ for the existence of a transversal omitting K3; this is the
optimal constant but the result is non-constructive.

6.1 Avoiding Large Cliques

Let us consider the problem of finding an independent transversal omitting Ks . We will be inter-
ested in the case when both s and Δ are large. More specifically, for any value of s we seek a bound
of the form b ≥ γsΔ (where b,Δ may go to infinity). We then seek to understand the behavior of
the value of γs as s → ∞.

We must have γs ≥ 1/(s − 1). To see this, note that for any value of b ≥ 1, we may take a graph
consisting of s blocks each containing b vertices, where every vertex is connected to all vertices
outside its block. This graph has Δ = b (s − 1), and clearly any transversal contains a copy of Ks .
An argument of Reference [35] shows the slightly stronger lower bound γs ≥ s

(s−1)2 ; intriguingly,
Reference [35] also conjecture this to be exactly tight. However, a non-constructive argument of
Reference [27] shows that γs ≤ 2/(s − 1); this is the best general upper-bound on γs previously
known.
The following result shows that the lower-bound of Reference [35] gives the correct asymptotic

rate of growth, up to lower-order terms.

Theorem 6.1. For s ≥ 1, we have γs ≤ 1
s
(1 +O ( 1√

s
)).

Proof. We define a variable Xi for each block i , wherein Xi is the choice of which vertex in
block i goes into the transversal, and we use the probability distribution setting piv = 1/b for each
block i and vertex v in that block.
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Wehave a separate bad event for each s-clique.We defineQ by settingQ (Y ) = 1/
(
s
r

)
wheneverY

corresponds to an r -clique in the graph, where r < s is some parameter to be chosen. This satisfies
the definition of a fractional hitting set, since an s-clique contains exactly

(
s
r

)
r -cliques.

We will apply Theorem 2.6(c) to show that the PRA terminates with a good configuration as
long as b ≥ (Δ/s ) (1 + c√

s
) and c is some sufficiently large universal constant.

For any r -clique Y , we have pYQ (Y ) = (1/b )r

(sr )
. We need to count how many other r -cliques Z

have Z ≈ Y . First, to enumerate all Z ∼ Y , we may select any vertex v ∈ Y , select another vertex u
from the block ofv , and any choices of r − 1 neighbors ofu. Thus, there are at mostbr

(
Δ
r−1

)
choices

of Z with Z ∼ Y . To count the number of r -cliques Z with Z � Y , note that if we fix some vertex
v ∈ Y , then every vertex in Z is a neighbor of v (since Y ,Z are subsets of a common s-clique). So
there are are most

(
Δ
r

)
choices for Z .

So, we apply Theorem 2.6(c) with P = 1
br (sr )

and D = br
(

Δ
r−1

)
+
(
Δ
r

)
. We calculate

ePD =
e
(
br
(

Δ
r−1

)
+
(
Δ
r

))
br
(
s
r

) ≤ e (r 2 (b/Δ) + 1)

(b/Δ)r
(
s
r

)
r !
.

Simple calculus shows that ePD ≤ 1 is satisfied for s sufficiently large with r = �
√
s� and b/Δ =

s−1 + 3s−3/2. This implies that for s sufficiently large and b ≥ Δ(s−1 + s−3/2), the PRA will find a
transversal omitting Ks . In particular, γs ≤ s−1 + 3s−3/2 for s sufficiently large. �

By way of comparison, let us consider bounding γs via the standard LLL. Each s-clique H of the
graph corresponds to a bad event. Each such bad event has probability (1/b)s , and affects at most
sbΔs−1/(s − 1)! other s-cliques. The symmetric LLL criterion is therefore satisfied when

e × (1/b)s × sbΔs−1/(s − 1)! ≤ 1,

which leads to the condition b/Δ ≥ ( es
(s−1)! )

1
s−1 = e/s + o(1/s ), which is worse by a constant factor.

Although Theorem 6.1 shows that the PRA terminates with a configuration avoiding s-cliques,
this does not lead to an efficient algorithm. The reason is that to implement the PRA, we must
detect if there is some true bad event; this would require finding a clique in the graph, which is
intractable. To obtain a fully constructive algorithm, wemust enforce a stronger (but easy-to-check)
condition on the graph: Not only do we avoid copies of Ks , but we in fact avoid (s − 1)-stars. This
leads to a bound on b with slightly weaker second-order terms.

Theorem 6.2. Let G be a graph of maximum degree Δ whose vertex set is partitioned into blocks

of size b. If

b ≥ Δ

s
�


1 + c

√
log s

s
�
�
,

for some constant c , thenG has a transversal that does not contain any s-stars, which can be found in
randomized polynomial time.

Proof. We use a fractional hitting set that assigns weight 1/
(
s
r

)
to each r -star, and zero to every

other subgraph, for some integer r ≤ s . Wewill use Theorem 3.8 withK = 1, assigning the constant
vector

�λ = α =
s − r

Δ(1 + r )2/r
.

As any two r -stars H ,H ′ that both correspond to the same s-star, will overlap in their central
vertex, we see that � is null so S1 = 0.
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For any vertexv , there are at most
(
Δ
r

)
r -stars in whichv is the central vertex and at most Δ

(
Δ−1
r−1

)
r -stars where it is a peripheral vertex. So the condition of Theorem 3.8 becomes

bα − b

((
Δ

r

)
+ Δ

(
Δ − 1
r − 1

))
(
s
r

) α r+1 ≥ 1. (11)

We estimate this as:

bα − b

((
Δ

r

)
+ Δ

(
Δ − 1
r − 1

))
(
s
r

) α r+1 ≥ bα − b
(
(r + 1)Δr (s − r )!

s!

)
α r+1 ≥ bα − b (r + 1)Δrα r+1

(s − r )r .

Thus, substituting the value of α , a sufficient condition to satisfy (11) is given by

b ≥ (Δ/s ) × (r + 1)1+2/r

r (1 − r/s ) .

At this point we set r = �
√
s ln s�. As (r + 1)1+2/r /r is a decreasing function of r , we have:

(r + 1)1+2/r

r (1 − r/s ) ≤
(1 +
√
s ln s )

1+ 2√
s ln s

√
s ln s (1 − 1+

√
s ln s
s

)
≤ 1 +O �




√
log s

s
�
�
.

This implies that the PRA converges under the criterion

b ≥ (Δ/s ) �


1 + c

√
log s

s
�
�

for some sufficiently large constant c > 0.
To implement a step of the PRA, onemust search the graph for any s-star in the current candidate

transversal; this can be done easily in polynomial time. �

Theorem 6.2 improves on Reference [27] in three distinct ways: it gives a better asymptotic
estimate for γs ; it is fully constructive; it finds a transversal omitting not only s-cliques but also
s-stars.

6.2 Bounds in Terms of Average Block Degree

The maximum degree Δ is a relatively crude statistic. Let us define d to be the maximum average

degree of any class Vi and get bounds in d instead. (Formally, we take the average of the degree
(in G) of all vertices in Vi , and then maximize this over all i). For some graphs H , the PRA gives a
simple method of finding independent transversals avoiding H , where b is a simple function of d .

We say that a graph H is intersecting if for all edges f , f ′ of H we have f ∩ f ′ � ∅. Note that an
intersecting graph H with r edges is an r -star, unless r = 3 in which case H can also be a triangle.

Theorem 6.3. Let H be an intersecting graph with r edges. Let G be a graph whose vertex set is

partitioned into blocks of size at least b, and let d be the maximum average degree of any block. If

b ≥ 4d/r , then G has a transversal avoiding H that can be found in randomized polynomial time.

Proof. For each block i , we define a variable Xi , which is the choice of which vertex in that
block to place into the transversal. We give Xi has the uniform distribution over vertices in that
block.
We will apply Theorem 3.8 with K = 1. Each copy ofH inG corresponds to an atomic bad event

ofB1. We define a fractional hitting-setQ1 by settingQ1 ({u,v}) = 1/r for each edge f = (u,v ) ∈ E,
and Q1 is zero everywhere else.
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Since the atomic bad events all involve exactly r edges, Q1 satisfies the conditions of fractional
hitting-set. Furthermore, any pair of edges f1, f2 that are both part of a copy of H overlap in at
least one vertex, so � is null and S1 = 0.

The vector λ used for Theorem 3.8 has all its entries equal to a scalar value α ≥ 0. Let dv denote
the degree of vertex v . Then, to prove λi ≥ 1 +

∑
k Gi (Qk , λ), we need to show

bα −
∑
v ∈Vi

dvα
2/r ≥ 1.

By definition of d , we have
∑
v ∈Vi dv ≤ bd , so we need to show

bα − bdα2/r ≥ 1.

When b ≥ 4d/r , this has a solution α with 0 < α ≤ r
2d . This shows that the PRA converges in

time O (nα ) ≤ O (nr/2d ). Note that H must either be a triangle, or an r -star; either of these can be
found in polynomial time in G. �

As shown in References [22, 35, 36], when H = K2 this cannot be improved to b ≥ 2d − 1. As
shown in Reference [27], when H is a triangle this cannot be improved to b ≥ (1 − ϵ )d for any
constant ϵ > 0.

7 PACKET ROUTING

Consider a graph G with N packets, each of which has a specified simple path of length at most
D to reach its endpoint vertex (we refer to D as the dilation). In any timestep, a packet may wait
at its current position, or move along the next edge on its path. Our goal is to find a schedule of
smallest makespan in which, in any given timestep, an edge carries at most a single packet.
We begin by reviewing the basic strategy in Reference [25], and its improvements in References

[32] and [29]. We recommend consulting [32], which has a very detailed explanation of this prob-
lem as well as many more variants than we cover here. We note that Reference [29] studied a more
general version of the packet-routing problem, so their choice of parameters was not (and could
not be) optimized.
We define the congestionC to be the maximum, over all edges, of the number of packets sched-

uled to traverse that edge. It is clear that D and C are both lower bounds for the makespan, and
Reference[25] has shown that in fact a schedule of makespan O (C + D) is possible. The work in
Reference [32] provided an explicit constant bound of 39(C + D), as well as describing an algorithm
to find such a schedule. This was improved to 23.4(C + D) in Reference [29] as will be described
below.
While the final schedule only allows one packet to cross an edge at a time, we will relax this

constraint during our construction. We consider “infeasible” schedules, in which arbitrarily many
packets pass through each edge at each timestep. We define an interval to be a consecutive set
of times in our schedule, and the congestion of an edge in a given interval to be the number of
packets crossing that edge. If we are referring to intervals of length i , then we define a frame to be
an interval that starts at an integer multiple of i .
From our original graph, one can easily form an (infeasible) schedule with delay D and overall

congestion C . Initially, this congestion may “bunch up” in time, that is, certain edges may have
very high congestion in some timesteps and very low congestion in others. Our construction will
“even out” the schedule, bounding the congestion on successively smaller intervals.
Ideally, this process would eventually finish with each individual timestep (i.e., interval of length

1) having congestion roughly C/D. In this case, the infeasible schedule could be turned into a
feasible schedule, by simply expanding each timestep into C/D separate timesteps.
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Peis and Wiese [29] improved the bound on the makespan to 23(C + D) by controlling the con-
gestion on intervals of length 2 (instead of length 1). Given our infeasible schedule, we can view
each interval of length 2 as defining a new subproblem with dilation 2 and congestionC . We quote
their result:

Proposition 7.1 ([29]). If D = 2, then there is a schedule of makespanC + 1 that can be found in

polynomial time.

7.1 Using the LLL to Find a Schedule

As a starting point, our construction is based on Reference [32] with some optimized parameters.
We add random delays to each packet, and then allow the packet to move through each of its edges
in turn without hesitation. The LLL is used to ensure that the congestion does not get too large on
any interval.

Lemma 7.2. Suppose there is a schedule S of length L such that every interval of length i has con-
gestion at most C . For positive integersm,C ′, i ′ with i ′ ≤ i/2, suppose that

e × Pr
(
Binomial

(
C,

i ′

i − i ′

)
> C ′
)
× (Cmi2 + 1) < 1.

Then there is a schedule S ′ of length L′ = L(1 + 1/m) + i , in which every interval of length i ′ has
congestion at most C ′. Furthermore, S ′ can be constructed in expected polynomial time.

Proof. We break the schedule S into frames of length F =mi , and refine each separately.Within
each frame, we add a random delay to each packet separately. The delays are uniformly distributed
in the range {0, . . . , i − i ′ − 1} and are independent. (We refer to this as adding a random delay in

the range i − i ′ to each packet)
Let us fix an F -frame for the moment. Each edge f and i ′-interval I has a bad event Bf , I that

the congestion exceedsC ′. Each f , I has at mostC possible packets that could traverse it, and each
does so with probability at most p = i′

i−i′ . Hence the probability of Bf , I is at most the probability
that a binomial random variable with C trials and probability p exceeds C ′.
If a packet x was originally scheduled to cross some edge f ′ at time s ≤ mi in the schedule

S , then in the schedule S ′ it potentially affects f ′ within intervals {s − i ′ + 1, . . . , s}, . . . , {s + (i −
i ′), . . . , s + (i − i ′) + i ′ − 1}, a total of i intervals. Thus, overall x can affect at mostmi2 other events
Bf ′, I ′ . Since there are at mostC packets that could affect f , I , this implies that each Bf , I affects at
most d = Cmi2 other bad events.

By the LLL, the condition in the hypothesis guarantees that there is a positive probability that
the delays avoid all bad events. In this case, we refine each frame of S to obtain a new schedule S ′

as desired. We can use the MT algorithm to actually find schedule S ′ in polynomial time.
So far, this ensures that within each frame, the congestion within any interval of length i ′ is at

mostC ′. In the refined schedule S ′ there may be intervals that cross frames. To ensure that these do
not pose any problems, we insert a delay of length i ′ between successive frames, during which no
packets move at all. This step means that the schedule S ′may have length up to L(1 + 1/m) + i . �

Lemma 7.2 allows us to transform the original problem instance into one where C,D are small
finite values, with a negligible cost to the approximation ratio. For simplicity here, we focus on
the case in which C,D are very large and so certain rounding effects can be disregarded.

Lemma 7.3. AssumeC + D ≥ 2896. There is a schedule of length at most 1.004(C + D) and in which
the congestion on any interval of length 224 is at most 17040600. Furthermore, this schedule can be

produced in randomized polynomial time.
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Proof. We provide a sketch here; see Reference [32] for a much more thorough explanation of
this process.
Define the sequence ak recursively as a0 = 256 and ak+1 = 2ak . There is a unique k with a3.5

k
≤

C + D < a3.5
k+1. By a slight variant on Lemma 7.2, one can add delays to obtain a schedule of length

C + D, in which the congestion on any interval of length i ′ = a3
k
is at most C ′ = i ′(1 + 4/ak ).

At this point, we repeatedly apply Lemma 7.2 with i = aj , i
′ = aj+1, for j = k − 1, . . . 0. At each

step, this increases the length of the resulting schedule from Lj to Lj (1 + 1/aj+1) + aj , and increases
the congestion on the relevant interval from i (1 + 4/ak ) to

i (1 + 4/ak )
k−1∏
j=0

(1 + 4/aj )

(
1

1 − (aj/aj+1)3

)
.

(We use the Chernoff bound to estimate the binomial tail in Lemma 7.2.)
ForC + D ≥ a3.5

k
, a simple calculation shows that the schedule length increases fromC + D (after

the original refinement) to at most 1.004(C + D). In the final step of this analysis, we are bounding
the congestion of intervals of length a30 = 224, and the congestion on such an interval is at most
17040600. �

Lemma 7.4. If C + D ≥ 2896, then there is a feasible schedule of length at most 10.92(C + D), which
can be constructed in randomized polynomial time.

Proof. By Lemma 7.3, we form a schedule S1, of length L1 ≤ 1.004(C + D), in which each in-
terval of length 224 has congestion at most 17040600.

Now apply Lemma 7.2 to S1, withm = 64, i ′ = 1024,C ′ = 1385 to obtain a schedule S2, of length
L2 ≤ 1.0157L1 + 224, in which each interval of length 1024 has congestion at most 1385.

Now apply Lemma 7.2 to S2 withm = 64, i ′ = 2,C ′ = 20, to obtain a schedule S3 of length L3 ≤
1.0157L2 + 1024, in which each frame of length 2 has congestion at most 20.

Now apply Proposition 7.1 to S3, expanding each 2-frame to a feasible schedule of length 21. The
total length of the resulting schedule is at most 21

2 L3 ≤ 10.92(C + D). �

7.2 The PRA Applied to Packet Routing

The schedule modification in Lemma 7.2 essentially comes down to an assignment-packing prob-
lem: within each frame, we assign a delay to each packet, and a bad event corresponds to an edge
receiving an excessive congestion in some time interval. We thus modify Lemma 7.2 to use the
PRA instead of the LLL.

Proposition 7.5. Suppose there is a schedule S of length L such that every interval of length i has
congestion at most C . Letm,C ′,d, i ′ be positive integers with i ′ < i and d ≤ C ′, and let α ∈ [0, 1] be
a real number.

Define

p =
(Ci ′α )d

d!
(
C ′+1
d

) .
Suppose that p < 1 and

(i − i ′)α − mi2dp

C (1 − p) ≥ 1.

Then there is a schedule S ′ of length L′ = L(1 + 1/m) + i , in which every interval of length i ′ has
congestion at most C ′. Furthermore, such a schedule can be found in polynomial time.

Proof. Suppose we add delays in the range {0, . . . , i − i ′ − 1} uniformly to each packet within
each frame of length F =mi . In this case, we have a variable corresponding to each packet x , and
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for each delay δ we assign λx,δ = α . For each edge f and i ′-interval I , we have a complex bad
event Bf , I that the congestion in the interval exceeds C ′. Each such bad event uses the fractional
hitting-set Qf , I with parameter d as described in Theorem 4.5.

For a given f , I , we must compute μ, which is the total contribution of λ summed over all pack-
ets/delays, that could contribute to the congestion of that edge-interval. There are at mostC pack-
ets that could be scheduled to pass through the given edge, and there are i ′ possible delays that
affect f , I . So, in all, the total contribution is μ ≤ Ci ′α . The bad event is that this exceeds C ′, so

t = C ′ + 1. By Theorem 4.5, this gives Sf , I = S (Bf , I ,Qf , I , λ) ≤ μd

d !(C
′+1
d )
≤ p.

Next, consider some packet x ; we wish to compute μx , which is the total contribution to the bad
event Bf , I summed over all possible delays to packet x . There are at most i ′ delays that can cause
x to transit f within I , hence μx ≤ i ′α if packet x could cross edge f in interval I . SoGx (Qf , I , λ) ≤
i′α
μ
d

μd

d !(C
′+1
d )
≤ dp

C
.

Each packet x affects up to mi edges within the frame; if a packet x was originally scheduled
to cross an edge f at time s ≤ mi in the schedule S , then in the schedule S ′ it potentially affects
f within the i intervals {s − i ′ + 1, . . . , s}, . . . , {s + (i − i ′), . . . , s + (i − i ′) + i ′ − 1}. So summing
Gx (Qf , I , λ) over all f , I affected by packet x yields∑

f , I

Gx (Qf , I , λ) ≤
mi2dp

C
.

To apply Theorem 3.8 each packet x must satisfy the constraint

λx ≥ 1 +
∑
f , I

Gx (Qk , λ)

1 − Sf , I
. (12)

Each packet x has λx = (i − i ′)α and Sf , I ≤ p and
∑

f , I Gx (Qf , I , λ) ≤ mi2dp/C , so Reference (12)
becomes

(i − i ′)α ≥ 1 +
mi2dp

(1 − p)C .

This is precisely the constraint specified in the hypothesis. The expected number of resamplings
is
∑

x,δ λx,δ ≤ NDα , which is polynomially bounded. �

We can use this to improve various steps in the construction.

Proposition 7.6. Suppose C + D ≥ 2896. Then there is a schedule of length ≤ 1.00652(C + D),
in which every interval of length 1024 has congestion at most 1320, which can be constructed in

randomized polynomial time.

Proof. By Lemma 7.3, form a schedule S1, of length L1 ≤ 1.004(C + D), in which each interval
of length 224 has congestion at most 17040600. Apply Proposition 7.5 with α = 5.98328 × 10−8,C ′ =
1320,d = 270,m = 400 to obtain a schedule S2 of length L2 ≤ 1.0025L1 + 224 ≤ 1.00652(C + D), in
which each interval of length 1024 has congestion at most 1320. �

Theorem 7.7. SupposeC + D ≥ 2896. Then there is a schedule of length at most 8.61(C + D), which
can be constructed in randomized polynomial time.

Proof. By Proposition 7.6, there is a schedule S1 of length at most L1 = 1.00652(C + D) in which
each interval of length 1024 has congestion at most 1320.
Now apply Lemma 7.3 with i = 1024,C = 1320, i ′ = 2,m = 100,C ′ = 16,d = 12,α = 0.00107911

to obtain a schedule S2 of length L2 ≤ 1.01L1 + 1024, in which each interval of length 2 has con-
gestion at most 16.

Journal of the ACM, Vol. 66, No. 5, Article 36. Publication date: August 2019.



36:30 D. G. Harris and A. Srinivasan

Fig. 1. The packets in the original schedule S are shifted into overflow times in the schedule S ′.

Now apply Proposition 7.1 to S2, expanding each 2-frame to a feasible schedule of length 17. The
total length of the resulting schedule is at most 17

2 L2 ≤ 8.61(C + D). �

7.3 Better Scheduling of the Final 2-frame

Let us examine more closely the penultimate stage in the proof of Theorem 7.7, in which the sched-
ule gets divided into 2-frames where the congestion of each edge is bounded by some parameter
C ′. For a given edge f and time t , we define ct ( f ) to be the number of packets scheduled to cross
f at time t ; for a given packet x and time t , we define et (x ) to be the identity of the packet edge at
time t (possibly there is no edge, in which case et (x ) = ∅).
For a given value of t , it is relatively likely that ct ( f ) + ct+1 ( f ) or ct+2 ( f ) + ct+3 ( f ) are much

larger than their mean. However, it is unlikely that both these bad events happen simultaneously.
To take advantage of this, we construct a schedule in which we insert an “overflow” time between
the 2-frames to handle the situation inwhich either ct ( f ) + ct+1 ( f ) or ct+2 ( f ) + ct+3 ( f ) is too large.
Our goal will be to modify either of the intervals {t , t + 1} or {t + 2, t + 3} to ensure that both have
congestion at most some parameter T .
For a given 2-frame I , we add two overflow time slots, before and after I , to schedule the excess

packets. If an edge f has more thanT transits scheduled during the interval I , then we can fix this
by either finding some packet x with e1 (x ) = f and shifting it into the earlier overflow time, or by
finding some packet x with e2 (x ) = f , and shifting it into the later overflow time. See Figure 1.

We need to be careful to account for how often a given edge f appears as et (x ) or et+1 (x ). For
example, if there are no (remaining) packets with et+1 (x ) = f , then we are only allowed to shift f
into the earlier overflow, and similarly if there are no remaining packets with et (x ) = f . Keeping
this constraint in mind, we seek to equalize as far as possible the distribution of edges into earlier
and later overflows. We do so as follows:

1: for each edge f and each odd integer t do
2: while ct ( f ) + ct+1 ( f ) > T do

3: if ct ( f ) = 0, then shift one packet into the later overflow time.
4: else if ct+1 ( f ) = 0, then shift one packet into the earlier overflow time.
5: else if ct ( f ) + ct+1 ( f ) = odd, then shift one packet into the earlier overflow time.
6: else if ct ( f ) + ct+1 ( f ) = even, then shift one packet into the later overflow time.

For any odd integer t and edge f , let c ′ denote the congestions at the end of this overflow-shifting
process, so that c ′t ( f ) + c

′
t+1 ( f ) ≤ T . The number of packets shifted into the earlier (respectively,

later) overflow time can be viewed as a function of the original values ct ( f ), ct+1 ( f ). We denote
these “overflow” functions by OF− (ct , ct+1;T ) and OF+ (ct , ct+1;T ), respectively. Specifically we get
the following condition:

Proposition 7.8. Let S be a schedule of length L, and let ct ( f ) for t = 1, . . . ,L denote the number

of times f is scheduled as the t th edge of a packet. Suppose that T ≥ T ′ ≥ 1, and suppose that for all
edges f and all odd integers t the schedule S satisfies the constraint

OF+ (ct ( f ), ct+1 ( f );T ) + OF
− (ct+2 ( f ), ct+3 ( f );T ) ≤ T ′.
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Then there is a feasible schedule S ′ of makespan (L + 1)/2 × (T +T ′ + 2) − 2, which can be con-

structed in polynomial time. (Note that for t < 1 and t > L, we define ct ( f ) = 0.)

Proof. After the modification, each 2-frame has congestion at most T , while each overflow
time has congestion at most T ′. Each overflow time has delay at most 2, since for any packet x ,
there may be at most two edges scheduled into that overflow time, namely the edge that had been
originally marked as the second edge of the earlier 2-frame, and the edge that had been originally
marked as the first edge of the latter 2-frame. Hence each 2-frame can be scheduled in time T + 1
and each overflow can be scheduled in time T ′ + 1. Also note that the final and initial overflow
times have delay 1, so they can be scheduled in time T ′.

Let us first suppose thatL is even. There areL/2 2-frames in the original schedule and so there are
L/2 + 1 overflow periods. Hence the total cost is at most L

2 (T + 1) + ( L2 − 1) (T
′ + 1) + 2T ′ = L

2 (2 +
T +T ′) +T ′ − 1. The condition T ≥ T ′ implies that this is at most (L + 1)/2 × (T +T ′ + 2) − 2.

If L is odd, then we can merge the final overflow time into the final ordinary time; in this final
2-frame, each edge has congestion at most T +T ′. Thus, overall the cost is at most L−1

2 (T + 1) +
T ′ + ( L−12 − 1) (T

′ + 1) + (T +T ′ + 1) = (L + 1)/2 × (T +T ′ + 2) − 2. �

The conditions required by Proposition 7.8 are local, in the sense that any violation is any event
that affects an individual edge and a 4-interval that starts at an odd time t . We refer to the condi-
tions required by this Proposition as the 4-interval-conditions (abbreviated 4IC); these conditions
can be viewed as either pertaining to an entire schedule or to individual 4-interval.
We will use the PRA to find a schedule satisfying the conditions of Proposition 7.8.

Proposition 7.9. Letm = 36,C = 1320, i = 1024,T = 6,T ′ = 5.
Suppose there is a schedule S of length L such that every interval of length i has congestion at most

C . There is a schedule of length L′ ≤ (1 + 1/m)L + i , which satisfies the 4IC with respect toT ,T ′. This
schedule can be produced in polynomial time.

Proof. Our plan is to break the schedule into frames of size F =mi; within each packet and
frame we add a random delay in the range i − 4. Let us fix a frame for the moment.
For each edge f , and 4-interval I starting at time s where s is an odd integer, we have a complex

bad event Bf , I that

OF+ (cs ( f ), cs+1 ( f );T ) + OF
− (cs+2 ( f ), cs+3 ( f );T ) > T

′.

For this edge/interval f , I , and any packet x with delay t , we say that 〈x , t〉 has type j, if that
packet-delay assignment would cause the given packet x to land at position s + j within the bad
event, for j = 0, . . . , 3. If that assignment x , s does not contribute to Bf , I , then 〈x , s〉 has no type.
Note that each f , I has at most C packet-delay combinations of each type.
For a bad event Bf , I and a fractional hitting-set Qf , I , we define the quantities Φ and Φj , for

j = 0, 1, 2, 3, as

Φj = max
f , I

max
〈x, t 〉 has type

j for f , I

∑
Y �〈x,t 〉

Qf , I (Y )λ
Y , Φ = max

f , I

∑
Y

Qf , I (Y )λ
Y .

We will apply Theorem 3.8 using a separate complex-bad event for each f , I , and a separate

variable for each packet (the value of a variable is the chosen delay), and the vector �λx,t = α =
0.001051. For each such label f , I we have Sf , I = S (Bf , I ,Qf , I , λ) ≤

∑
Y Qf , I (Y )λ

Y ≤ Φ.
For any packet x and delay t and j = 0, . . . , 3, there are at mostmi/2 pairs f , I for which packet

x , t has type j. Each such f , I has Gx,t (Qf , I , λ) ≤ Φj . Summing over f , I and the i choices for the
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delay t gives ∑
f , I

Gx (Qf , I , λ) ≤
mi2

2
(Φ0 + Φ1 + Φ2 + Φ3).

By Theorem 3.8, each packet x must satisfy the constraint

λx ≥ 1 +
∑
f , I

Gx (Qf , I , λ)

1 − Sf , I
.

We have λx = (i − 4)α , and so it suffices to satisfy the condition

(i − 4)α − mi2

2

Φ0 + Φ1 + Φ2 + Φ3

1 − Φ ≥ 1 (13)

to find acceptable delays. Such delays lead to a schedule of length L′ ≤ (1 + 1/m)L + i , which sat-
isfies the 4IC with T ,T ′.

Thus, we have reduced our problem to constructing fractional hitting-sets Qf , I which have a

sufficiently small value for Φ0+Φ1+Φ2+Φ3
1−Φ . Although we have stated the proposition for a particular

choice of parameters, we will walk through the algorithm we use to construct it next.
The bad event depends Bf , I is determined by the number of variables of each type assigned to

edge f on interval I . There are at mostC such variables of each type; to simplify the notation, we
suppose there are exactly C . The fractional hitting-set Qf , I assigns weights to any subset of the
4C variables involved in the bad event; we can write such a subset as Y = Y1 ∪ Y2 ∪ Y3 ∪ Y4, where
the packet/delays in Yj all have type j.
We will makeQf , I symmetric, in the sense that for any such Y = Y0 ∪ Y1 ∪ Y2 ∪ Y3, the value of

Qf , I (Y ) depends solely on the cardinalities |Y0 |, |Y1 |, |Y2 |, |Y3 |. Thus, we define
Qf , I (Y0 ∪ Y1 ∪ Y2 ∪ Y3) = b ( |Y0 |, |Y1 |, |Y2 |, |Y3 |),

where b : [C]4 → [0, 1] is a function that we will determine. Let us define Φ̂0, which serve as an
upper bound on Φ0, by

Φ̂0 =
∑

y0,y1,y2,y3

(
C−1
y0−1

) (
C
y1

) (
C
y2

) (
C
y3

)
b (y0,y1,y2,y3)α

y0+y1+y2+y3

and similarly for Φ̂1, Φ̂2, Φ̂3, Φ̂. Here y0,y1,y2,y3 denote the possible cardinalities of Y0,Y1,Y2,Y3,
respectively. (The reason for the term

(
C−1
y0−1

)
here, as opposed to

(
C
y0

)
, is that in computing Φ0, we

have fixed the presence of a single packet/delay 〈x , t〉 with type 0 for the given f , I . Thus, there
are only

(
C−1
y0−1

)
choices for the additional type-0 packets involved in f , I .)

We say a tuple (k0,k1,k2,k3) is bad if it satisfies

OF+ (k0,k1;T ) + OF
− (k2,k3;T ) > T

′,

and we say it is minimal bad if it is bad, but no other (k ′0,k
′
1,k
′
2,k
′
3) strictly smaller than it is bad.

The fractional hitting-set must satisfy
∑
Y ⊆AQ (Y ) ≥ 1 for any A ∈ Bf , I . By symmetry, this

means that if k0,k1,k2,k3 are minimal bad, then we require∑
y0,y1,y2,y3

(
k0
y0

) (
k1
y1

) (
k2
y2

) (
k3
y3

)
b (y0,y1,y2,y3) ≥ 1. (14)

We set b (y0,y1,y2,y3) = 0 unless there is some minimal bad tuple (k0,k1,k2,k3) with k0 ≥
y0, . . . ,k3 ≥ y3.

We are trying to satisfy (Φ̂0 + Φ̂1 + Φ̂2 + Φ̂3)/(1 − Φ̂) ≤ t for some target value t . When t is fixed,
this is equivalently to minimizing Φ̂0 + Φ̂1 + Φ̂2 + Φ̂3 + tΦ̂. If we view the collection of all values
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b (y0,y1,y2,y3) as linear unknowns, then we can view both the objective function and the con-
straints as linear. Hence this defines an LP, which we can solve using standard algorithms. We can
then optimize t by binary search.
For T = 6,T ′ = 5, the resulting linear program has 12,000 variables and 259 constraints. This is

too large to write explicitly, but we wrote computer code to generate and solves it. The resulting
hitting-set achieves a bound of

Φ̂0 + Φ̂1 + Φ̂2 + Φ̂3

1 − Φ̂
≤ 3.495 × 10−9

and this satisfies Equation (13). (We recommend that any reader who wishes to recover it should
construct the linear program of Equation (14) and solve it for themselves.)
To show that the number of resamplings is polynomially bounded, note that we are treating

each F -frame separately. Thus, all of the quantities
∑

x λx , and so on, for the PRA are functions
of parametersm,C, i,T ,T ′: In particular, they do not depend on the overall problem size. So, the
expected number of resamplings within each frame is some constant, and so the overall number
of resamplings is poly(N ). �

We now apply this construction to replace the two final steps in the construction of Section 7.3.

Theorem 7.10. There is a feasible schedule of makespan at most 6.73(C + D), which can be con-

structed in randomized polynomial time.

Proof. We give the full proof in Appendix E (which has numerous cases and calculations). Here,
we focus on the most interesting case, where C + D ≥ 2896.

By Proposition 7.6, we obtain a schedule S1 of length L1 ≤ 1.00652(C + D), in which each inter-
val of length 1024 has congestion at most 1320.
Now apply Proposition 7.9. This gives a schedule S2 of length L2 ≤ 1.02779L1 + 1024 satisfying

the 4IC with T = 6,T ′ = 5. By Proposition 7.8, this yields a schedule whose makespan is 6.5L2 +
4.5 ≤ 6.73(C + D). �

APPENDICES

A COMPARISON WITH THE MT ALGORITHM

To compare our results with the MT algorithm, let us consider the class of assignment-packing
problems where ck = R for all k . We have seen (Proposition 4.8) that the PRA converges in poly-
nomial time if the bad events are defined with right-hand-side vector bk = R′; here R′ is a function
of R and of the maximum �1-norm D of the constraint matrix. Crucially, R′ is scale-free: it does not
depend on the number of variables n or number of constraintsm. By contrast, we show that MT
cannot achieve in sub-exponential time any value bk which depends solely on R,D or the number
of non-zeroes in each column D ′. This holds even if the entries of A are in the set {0, 1}.
There are many possible parametrizations of the LLL and the MT algorithm for this problem,

including strategies based on iterated applications. We consider only the simplest of these, which
has a separate bad event for each row of the constraint matrix.

Proposition A.1. Let R,R′ be fixed real numbers with 1 ≤ R ≤ R′. Form sufficiently large there

is an assignment-packing problem with the following properties:

(1) The system has entries in {0, 1}, hasm constraints, and has n = Θ(Rm) variables.
(2) There is a fractional solution z achieving right-hand-side value ck = R.
(3) For each i ∈ [n] and each possible assignment j ∈ Fi , there is exactly one rowk withak,i, j > 0.

(So the matrix has maximum �0 norm of D ′ = 1.)
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(4) Suppose we run the PRA, using resampling probabilities given by pi j = zi j , and with right-

hand-side values given by bk = R +C
√
R for a universal constant C . Then the PRA (with an

appropriate fractional hitting-set) terminates in expected polynomial time.

(5) Suppose we run the MT algorithm, using resampling probabilities given by pi j = zi j and with
right-hand-side values bk given by bk = R′. Then the probability that this MT algorithm

terminates after 2ϕm steps is at most 2−ϕ
′m , where ϕ,ϕ ′ > 0 are parameters depending solely

on R,R′.

Proof. For i ∈ [n], the variable Xi has domain Fi = {1, . . . ,m}. To construct the constraint ma-
trix A, we select for each i ∈ [n] a permutation πi ∈ Sm independently and uniformly at random.
For k ∈ [m], we then set ak,i, j = [πi (k ) = j]. Thus, all the entries of the constraint matrix are either
0 or 1. Also, observe that for any i, j, the only value of k with ak,i, j > 0 is given by k = π−1i (j ).
This system has a fractional solution of zi, j = 1/m for all i, j. For any value of k this gives∑

i, j

ak,i, jzi, j =
∑
i, j

[πi (k ) = j]/m = n/m

For n = �Rm�, this satisfies the constraints fractionally with right-hand-side vector ck = R.
The convergence of the PRA with this fractional vector z follows from Proposition 4.8.
Finally, we will show that the MT algorithm requires a long time to terminate. To begin, we will

show that for any fixed vector x1, . . . ,xn ∈ [m]n , the probability (over the random choice ofA) that
Akx ≤ R′ for allk ∈ [m], is atmost e−Ω(m) . To show this, we view the vector of countsA1x , . . . ,Amx
as what is known as a competing ball-and-urns problem; there is an urn corresponding to each
k ∈ [m], there is a ball corresponding to each i ∈ [n], and the value of Akx is the number of balls
placed into urn k . We place ball i into urn k iff πi (k ) = xi — in other words, the placement of each
ball is independently chosen among the k urns.
Consider some fixed value of k . The value of Akx is a binomial random variable, with number

of trials n and success probability 1/m, and so

Pr(Akx > R′) ≥
(

n

R′ + 1

)
(1/m)R

′+1 (1 − 1/m)n−R
′−1 ≥ (n − R′)R′+1 (1 − 1/m)n−R

′−1

(R′ + 1)!mR′+1

≥ (Rm − 1 − R′)R′+1 (1 − 1/m)Rm−R
′−1

(R′ + 1)!mR′+1
as Rm − 1 ≤ n ≤ Rm

≥ Ω(1) for fixed R,R′.

As shown in Reference [8], the events A1x ≤ R′, . . . ,Amx ≤ R′ are negatively correlated. Thus,

Pr �



m∧
k=1

Ak ≤ R′�
�
≤

m∏
k=1

Pr(Ak ≤ R′) ≤
m∏
k=1

(1 − (1 − Ω(1))) ≤ e−Ω(m) .

Every constraint in this CSP depends on every variable. Thus, whenever the MT resamples a
bad event, it resamples all variables. So after the MT performsT resamplings, the current value of
the variables X1, . . . ,Xn is simply theT th row of the resampling table. Consequently, a necessary
condition for the MT algorithm to terminate after T steps is that one of the first T rows of the
resampling table satisfies all the constraints. Since any individual row satisfies all the constraints
with probability e−Ω(m) , the probability that MT terminates afterT rounds is at mostTe−Ω(m) . This
is e−Ω(m) unless T ≥ eΩ(m) . �

B SOME RESULTS ON THE MT DISTRIBUTION

If Theorem 2.6 holds, then we know that there exists a configuration that avoids all bad events.
We may wish to learn more about such configurations, other than that they exist. One useful tool
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is the MT-distribution, which is the distribution on the variables X1, . . . ,Xn at the termination of
the PRA. We write PrMT (E) to mean the probability of event E in this space. (Note that, in order
for this to be well-defined, we must choose a fixed rule for which bad event to resample if there
are multiple candidates; the bounds we derive hold for any such rule.) This probability space has
been analyzed for the MT algorithm in References [11, 12, 15].
In this section we show bounds on the MT distribution analogous to those shown in Refer-

ence [11] for the original MT algorithm. We also examine how the parametrization in terms of λ
gives particularly simple formulas, which can be useful even for analyzing the MT algorithm. We
illustrate by using the MT distribution (for the original MT algorithm) for bounds on weighted
independent transversals.
We need two preliminary definitions. For E ∈ A and B ⊆ A, define

B[E] = {B ∈ B | E � B}.

We also define the strict neighbor-set of E as follows:

Definition B.1 (Strict Neighbor-Set). For a set E ∈ A and a set T ⊆ A, we say that T is a strict
neighbor-set for E (or T ∈ SNS(E)) if the following conditions hold:

(1) Every Z ∈ T has Z ∼ E.
(2) There do not exist Z ,Z ′ ∈ T with Z ∼ Z ′.

Theorem B.2. Let E ∈ A and suppose that μ satisfies Theorem 2.6 for the set of bad events B[E].
Then, when we run the PRA on events B, we have

PrMT (E) ≤ pE
∑

T ∈SNS(E )

∏
Y ∈T

μ (Y ) ≤ pE
∏
Y∼E

(1 + μ (Y )).

Proof. We assume that there is no bad event B ⊆ E; for, if so, the the PRA output can never
satisfy E and so the result holds trivially.
We use a coupling construction following that of Reference [11]. Consider running the PRA

with the set of bad events B′ = B[E] ∪ {E} and fractional hitting-set Q ′ defined by

Q ′(Y ) =

{
1 if Y = E
Q (Y ) otherwise

.

When we run the PRA on B′, we make a small change: whenever there is a choice of bad event
to resample, we will always choose to resample E before B ∈ B if possible. We take advantage here
of our freedom to select an arbitrary bad event to resample, if there are multiple choices. Observe
that the PRA on B has identical behavior to the PRA on B′, up to the first time t when E is true.
Since Q (E) = 1 and there are no bad events B ⊆ E, the PRA on B′ will have E as its resampled set
at time t . The witness tree τ̂ t thus has its root node labeled E.
We make a number of other observations about this tree τ̂ t . First, every subtree of τ̂ t is a proper

tree-structure with respect to the set of bad events B[E]. The reason for this is E is never the
resampled set before time t , and so does not affect the generation of τ̂ t . Second, consider the set
of children w1, . . . ,ws of the root node of τ̂ t . By Proposition 2.13, these have distinct labels and
{L(w1), . . . ,L(ws )} ∈ NS(E). Suppose that L(wi ) � E. Then E ⊆ B,L(wi ) ⊆ B for some bad event
B ∈ B′. By definition of B′ this is only possible if E = B in which case L(wi ) = E �� E. So in fact
{L(w1), . . . ,L(ws )} ∈ SNS(E).
Define Γ∗ to be the set of all tree-structures satisfying these properties. By Lemma 2.9, we have:

PrMT (E) ≤ [some τ ∈ Γ∗ appears during execution of PRA on B′] ≤
∑
τ ∈Γ∗

w (τ ).
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Now, any τ ∈ Γ∗ has a root node labeled E, and its children w1, . . . ,ws have distinct labels
{L(w1), . . . ,L(ws )} ∈ SNS(E). Furthermore, the subtrees of w1, . . . ,ws are proper tree-structures
with respect to B[E]. Thus, by Proposition 2.14, we have∑

τ ∈Γ∗
w (τ ) ≤ pEQ (E)

∑
T ∈SNS(E )

∏
Y ∈T

∑
τY ∈Γ(Y )

w (τY ) ≤ pEQ (E)
∑

T ∈SNS(E )

∏
Y ∈T

μ (Y ).

Finally, note that Q (E) = 1, and we have shown the first bound on the probability of E. �

We can extend this result to the setting of Theorem 3.6 and Theorem 3.8:

Corollary B.3. Let E ∈ A and suppose that μ satisfies Theorem 3.6 for events B[E]. Then

PrMT (E) ≤ pE
∑

T ∈SNS(E )

∏
Y ∈T

∑
k

μ (Y ,k ) ≤ pE
∏
Y∼E

�


1 +
∑
k

μ (Y ,k )�
�
.

Proof. Consider forming some strict neighbor-set T ∈ SNS(E), with respect to the expanded
set of bad events B̃ over the set of elements X̃. If T is not good, then its contribution

∏
Y ∈T μ̃ (Y )

is zero. If T is good, then it can corresponds to {(Y1,k1), . . . , (Yr ,kr )}, where {Y1, . . . ,Yr } is a strict
neighbor-set of E (with respect to the original set of elements X), and, furthermore,

∏
Y ∈T μ̃ (Y ) =∏r

i=1 μ (Yi ,ki ). Thus, ∑
T ⊆Ã
T ∈SNS(E )

∏
Y ∈T

μ̃ (Y ) ≤
∑
T ⊆Ã
T ∈SNS(E )

∏
Y ∈T

∑
k ∈[K ]

μ (Y ,k ). �

Theorem B.4. If λ satisfies Theorem 3.8, then any atomic set E has PrMT (E) ≤ λE .

Proof. Let us enumerate T ∈ SNS(E) to apply Theorem B.3. For each (i, j ) ∈ E, the set T may
contain one or zero sets Y ∼ i . Therefore, Theorem B.3 gives:

PrMT (E) ≤ pE
∑

T ∈SNS(E )

∏
Y ∈T

∑
k

μ (Y ,k ) ≤ pE
∏

(i, j )∈E

�


1 +
∑
Y∼i

∑
k

μ (Y ,k )�
�
.

≤ pE
∏

(i, j )∈E
λi = λE (by Proposition 3.9) �

We can obtain a stronger bound than Theorem B.4 when E is defined by a single variable. To
state this result, it is useful to define

Hi, j =
∑
k

∑
Y �(i, j )

Qk (Y )λ
Y

1 − Sk

and similarly the “summation notation” Hi =
∑

j Hi, j . We also assume throughout that λi, j ≥ Hi, j

for each (i, j ) (if not, simply set set λi, j = 0).

Theorem B.5. Let u ∈ [n], and suppose that λ satisfies Theorem 3.8. Let J ⊆ Fu , where recall Fu is

the set of possible assigned value to variable Xu . Then:

PrMT (Xu ∈ J ) ≤
∑

j ∈J λu, j

λu − Hu +
∑

j ∈J Hu, j
.
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Proof. We define a function μ for the set of bad events B[E]; note that B[E] is derived from B
by removing every bad event B ∈ B such that (i, j ) ∈ B for some j ∈ J . We therefore define

μ (Y ,k ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

λYQk (Y )
1−Sk if u � Y

α λYQk (Y )
1−Sk if (u, j ) ∈ Y for j � J

0 if (u, j ) ∈ Y for j ∈ J

,

where α ∈ [0, 1] is some parameter to be determined.We need to check that μ satisfies Theorem 3.6
with respect to B[E]. This is nearly identical to the proof of Theorem 3.8; the only difficult case is
to check the condition on μ (Y ,k ) where (u, j ) ∈ Y and j � J . For this, we have

pYQk (Y )
∑

T ∈GNS(Y ,k )

∏
(Y ′,k ′)∈T

μ (Y ′,k ′)

≤ pYQk (Y )
��


1 +
∑
Z�kY

μ (Z ,k )��
�
�


1 +
∑
Z∼u

∑
k

μ (Z , �)�
�
∏

i∼Y ,i�u

�


1 +
∑
Z∼i

∑
l

μ (Z , �)�
�

≤ pYQk (Y )
1

1 − Sk
�


1 +
∑
Z∼u

∑
k

μ (Z , �)�
�
∏

i∼Y ,i�u
λi (by Proposition 3.9)

≤ pYQk (Y )

1 − Sk
��


1 +
∑
�

∑
j�J

∑
(u, j )∈Z

αλZQ� (Z )

1 − S�
��
�

∏
i∼Y ,i�u

λi

=
pYQk (Y )

1 − Sk
��


1 + α

∑
j�J

Hu, j
��
�

∏
i∼Y ,i�u

λi =
λYQk (Y )

1 − Sk
×
1 + α

∑
j�J Hu, j

λu
.

Since μ (Y ,k ) = α λYQk (Y )
1−Sk , it suffices to satisfy

α
λYQk (Y )

1 − Sk
≥ λYQk (Y )

1 − Sk
×
1 + α

∑
j�J Hu, j

λu
.

So, after a little algebra, it suffices to take:

α =
1

λu −
∑

j�J Hu, j
=

1

λu − Hu +
∑

j ∈H Hu, j
.

Note that λu ≥ 1 +
∑

j Hu, j , so α is indeed in the range [0, 1] as desired.
Corollary B.3 thus gives:

PrMT (Xu ∈ J ) =
∑
j ∈J

pu, j
∑

T ∈SNS(E )

∏
Y ∈T

∑
k

μ (Y ,k )

=
��



∑
j ∈J

pu, j
��
�
��


1 +
∑
��J

∑
Y �(u, �)

∑
k

α
λYQk (Y )

1 − Sk
��
�

=
��



∑
j ∈J

pu, j
��
�
��


1 + α

∑
��J

Hu,l�
��
�
=
��



∑
j ∈J

pu, j
��
�

(
1 +

∑
��J Hu, �

λu −
∑

��J Hu, �

)

=
��



∑
j ∈J

pu, j
��
�

(
λu

λu −
∑

��J Hu, �

)
=

∑
j ∈J λu, j

λu − Hu +
∑

j ∈J Hu, j
. �
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Corollary B.6. Suppose that λ satisfies Theorem 3.8 and let J ⊆ Fu . Then:

PrMT (Xu ∈ J ) ≥
∑

j ∈J λu, j −
∑

j ∈J Hu, j

λu −
∑

j ∈J Hu, j
.

Proof. Apply Theorem B.5 to bound from above the probability of Xu ∈ Fu − J . �

B.1 The MT Distribution and Independent Transversals

To illustrate our MT distribution results, let us consider weighted transversals, as discussed in
Reference [1]. Suppose G has maximum degree Δ and each block of G has size exactly b. Given a
weighting functionw : V → [0,∞), we may wish to find an independent transversal of minimum
or maximum weight. Clearly,G has a transversal (not necessarily independent) of weight at most
(respectively at least) w (V )/b; we would like to find an independent transversal whose weight is
comparable to this.
One effective method to find weighted independent transversals is to find a strong coloring of

G, which is a decomposition V = I1 � · · · � Ib , wherein each Ii is an independent transversal of
G. Clearly, given such a strong coloring of G, we can find in polynomial time an independent
transversal I such that w (I ) ≥ w (V )/b (respectively, w (I ) ≤ w (V )/b). When b is large compared
to Δ, then such strong colorings exists and can even be found efficiently.

Proposition B.7 ([10, 16, 20]). When b ≥ 11
4 Δ and Δ ≥ Δ0 for some constant Δ0, then a strong

coloring ofG exists. When b ≥ 5Δ, or when b ≥ 3Δ + 1 and Δ is constant, then a strong coloring ofG
can be found in randomized polynomial time.

A more general method to find such weighted independent transversals is given in Reference
[1] via fractional strong colorings. A fractional strong coloring ofG is a probability distribution Ω
over independent transversals I , with the property that any vertex v has PΩ(v ∈ I ) = 1/b.

Proposition B.8 ([1]). When b ≥ 2Δ, there exists a fractional strong coloring of G. In particular,

there exists an independent transversal I withw (I ) ≥ w (V )/b (respectively,w (I ) ≤ w (V )/b).

Whenb ≥ 4Δ, we can use theMT algorithm to construct independent transversals whoseweight
can be upper-bounded or lower-bounded in terms of w (V ). (When b ≥ 5Δ, then these follow im-
mediately from Proposition B.7 already.) The two constructions are very similar, so we summarize
them here together. We apply the PRA, in which there is a variableXi corresponding to each block
Vi ; we set Xi = v to mean that v ∈ Vi ∩ I . We will apply Theorem 3.8 by selecting a subset Bi ⊆ Vi
of size |Bi | = r ≥ 4Δ, and defining

λi,v = α[v ∈ Bi ] where α =
r −
√
r
√
r − 4Δ

2rΔ
.

We take as our set of bad events a single family B1, which contains a separate atomic bad event
corresponding to each edge. We also use the trivial hitting-set. With this choice, �1 is null. So
λi = rα and we have

Gi (Q, λ) =
∑
v ∈Bi

∑
edges f

involving v

α2 ≤ rΔα2.

Thus, Theorem 3.8 is satisfied. Furthermore, for any block i and v ∈ Bi we have Hi,v ≤ α2Δ.
We will show that, by selecting the sets Bi appropriately, the expected weight of the resulting
independent transversal satisfies certain bounds. We can easily achieve an actual independent
transversal whose weight is close to the expected weight by a polynomial number of repetitions.
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Theorem B.9. Let G be a graph of maximum degree Δ whose vertex set is partitioned into blocks

of size exactly b. If 4Δ ≤ b ≤ 4.5Δ, then there is an efficient procedure to randomly sample an inde-

pendent transversal I of G such that

E[w (I )] ≥ w (V ) �



√
b +
√
b − 4Δ

√
b (2b − 1) +

√
b − 4Δ

�
�
≥ w (V )

8Δ − 1 .

If 4.5 ≤ b ≤ 5Δ, then there is an efficient procedure to randomly sample an independent transversal

I of G such that

E[w (I )] ≥ 4w (V )

27Δ

Proof. In the first result, we set Bi = Vi , of size r = b. Corollary B.6 gives

PrMT (v ∈ I ) ≥
λi, j − Hi,v

λi − Hi,v
≥ α − α2Δ

bα − α2Δ
=

√
b +
√
b − 4Δ

√
b (2b − 1) +

√
b − 4Δ

For the second result, sort the vertices in decreasing order of weight within block i as
vi,1,vi,2, . . . ,vi,b where w (vi,1) ≥ w (vi,2) ≥ · · · ≥ w (vi,b ). We take Bi = {vi,1, . . . ,vi,r }, where
r = �9Δ/2�. By Corollary B.6, for any block i we have

PrMT (Xi = vi, j ) ≥
α − α2Δ

rα − α2Δ
≥ α − α2Δ

(9Δ/2 + 1/2)α − α2Δ
.

Routine algebraic calculations show that this expression is lower-bounded by q = 4
27Δ . Now

consider some block Vi , and writew j = w (vi, j ) for j ≤ b. As Xi ∈ Bi with probability 1, we have

E[w (Vi ∩ I )] = wr +

r∑
j=1

Pr(Xi = vi, j ) (w j −wr ) ≥ wr +

r∑
j=1

q(w j −wr ).

Define t =
∑r

j=1w j . Since the vertices are in sorted order,wr ≥ w (Vi )−t
b−r and so

E[w (Vi ∩ I )] ≥ wr + q(t − rwr ) = wr (1 − rq) + qt

≥ w (Vi ) − t
b − r (1 − rq) + qt = −t (1 − bq)

b − r +
w (Vi ) (1 − rq)

b − r

≥ −w (Vi )
(1 − bq)
b − r +

w (Vi ) (1 − rq)
b − r = qw (Vi ) since t ≤ w (Vi ) and bq ≤ 1.

The result follows by linearity of expectation, summing over all blocks i . �

Theorem B.10. LetG be a graph of maximum degree Δ whose vertex set is partitioned into blocks

of size at least b. If b ≥ 4Δ, then there is an efficient procedure to randomly sample an independent

transversal I of G such that

E[w (I )] ≤ w (V )
2

b + 4
√
(b − 4Δ)Δ

.

Proof. We may assume b ≤ 5Δ, as otherwise this follows from Proposition B.7.
Sort the vertices in increasing order of weight, so that in each block i we have w (vi,1) ≤

w (vi,2) ≤ · · · ≤ w (vi,b ). As before, let us write Xi = j as shorthand for Xi = vi, j . In this case, we
apply our construction with r = 4Δ and Bi = {vi,1, . . . ,vi,r }

Let us fix a block i , and writew j = w (vi, j ) for j ≤ b. Then

w (Vi ∩ I ) = w1 + (w2 −w1)[Xi ≥ 2] + (w3 −w2)[Xi ≥ 3] + · · · + (wr −wr−1)[Xi = r ]. (15)
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We now have Hi,v ≤ α2Δ = 1
4Δ . So for any j ≥ 1, Corollary B.5 gives Pr(Xi ≥ j ) ≤ (r−j+1)α

rα−(j−1) 1
4Δ
=

2(r−j+1)
2r−j+1 =: qj . With this notation, taking the expectation of Equation (15) gives

E[w (Vi ∩ I )] ≤ w1q1 + (w2 −w1)q2 + (w3 −w2)q3 + · · · + (wr −wr−1)qr .

Let us define uj = w j −w j−1 ≥ 0 for j ≥ 2, and u1 = w1. Noting that
∑

j w j =
∑

j uj (b − j + 1),
we can write this as:

E[w (Vi ∩ I )] ≤
r∑
j=1

qjuj =
r∑
j=1

uj (b − j + 1) ×
2(r − j + 1)

(2r − j + 1) (b − j + 1)

≤ w (Vi )max
j ∈[r ]

2(r − j + 1)
(2r − j + 1) (b − j + 1) ≤ w (Vi ) max

x ∈[0,r−1]

2(r − x )
(b − x ) (2r − x ) .

We can view this expression f (x ) = 2(r−x )
(b−x )(2r−x ) as a differentiable function of x , which has

critical points at x = r ±
√
br − r 2. As b ≤ 8Δ, the function f (x ) achieves its maximum value at

x = r −
√
br − r 2, and we have there

f (x ) =
2

b + 2
√
(b − r )r

=
2

b + 4
√
(b − 4Δ)Δ

.

So E[w (Vi ∩ I )] ≤ 2w (Vi )

b+4
√

(b−4Δ)Δ
. The result follows by linearity of expectation, summing over all

blocks i . �

C ALGORITHMICALLY IMPLEMENTING THE HITTING SET FOR THEOREM 4.5

To implement the PRA using the fractional hitting-setQ of Theorem 4.5, wemust efficiently sample
from Q , in the following sense: given an atomic bad event B on elements x1, . . . ,xk with weights
a1, . . . ,ak , we must select a subset Y ⊆ B with probability proportional to Q (Y ). Note that imple-
mented naively this step might take

(
n
d

)
time, which is potentially exponential.

For any setW ⊆ B, define

R (W ) =
∑

Y :W ⊆Y ⊆B
|Y |=d

Q (Y ).

This can be evaluated in time O (dk ) using a dynamic program. To efficiently sample Y ⊆ B with
probability proportional to Q (Y ), use the following procedure:

1: Let Y0 = ∅
2: for i = 1, . . . ,d do

3: for each j ∈ B − Yi−1 do compute qj = R (Yi−1 ∪ {j}).
4: Select some j ∈ B − Yi−1 with probability proportional to qj .
5: Set Yi = Yi−1 ∪ {j}.
6: return Yd

Proposition C.1. For any Z ⊆ B with |Z | = d , we have Pr(Yd = Z ) = Q (Z )∑
Y ⊆B Q (Y ) .

Proof. We show by induction on i the following: for any setsW ⊆ Z ⊆ B with |W | = i, |Z | = d ,
and 0 ≤ i ≤ d , we have

Pr(Yd = Z | Yi =W ) =
Q (Z )

R (W )
.
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Applying this with i = 0,W = ∅ will give us the desired result. Also, the induction case with
i = d is trivially true. For the induction step:

Pr(Yd = Z | Yi =W ) =

∑
z∈Z−W R (W ∪ {z}) Pr(Yd = Z | Yi+1 =W + z)∑

x ∈B−W R (W ∪ {x })

=

∑
z∈Z−W R (W ∪ {z})Q (Z )/R (W + z)∑

x ∈B−W R (W ∪ {x }) induction hypothesis

=
Q (Z ) (d − i )∑

x ∈B−W
∑
Y :W ∪{x }⊆Y ⊆Z Q (Y )

=
Q (Z ) (d − i )∑

Y :W ⊆Y ⊆Z
∑

x ∈Y−W Q (Y )
=

Q (Z ) (d − i )
R (W ) (d − i ) =

Q (Z )

R (W )
,

thus completing the induction. �

D FUNCTIONAL ANALYSIS FOR THEOREM 4.7

We prove that the vector bk given in Theorem 4.7 satisfies the stated properties (C1) and (C2).

Proposition D.1. Let c ≥ 1, let D ≥ 2, and let ϵ satisfy 0 < ϵ ≤ 1/D. Then the quantity b given

below satisfies properties (C1) and (C2):

b =
⎧⎪⎪⎨⎪⎪⎩

100 ln(1/ϵ )

1+ln( ln(1/ϵ )c )
for c ≤ ln(1/ϵ )

c (1 + ϵ ) + 10
√
c ln
(
D + 1

cϵ 2

)
for c > ln(1/ϵ )

.

Proof. Let δ = ln(1/ϵ ) and let d = lnD. As D ≥ 2, we have ϵ ≤ 1/2 and hence δ ≥ ln 2. We also
write μ = c (1 + ϵ ). It is immediately clear that b ≥ μ.
Case I: c ≤ δ . Let x = δ/c ≥ 1, so b = 100δ

1+ln x . We estimate Ch(μ,b) as:

Ch(μ,b) = eb−c (1+ϵ )
(
c (1 + ϵ )

b

)b
≤ eb

( 2c
b

)b
=

(
2e (δ/x )(1 + lnx )

100δ

)100δ /(1+ln x )
=

(
e (1 + lnx )

50x

) 100δ
1+lnx

.

Simple calculus shows that, for x ≥ 1, we have ( e (1+ln x )50x )1/(1+ln x ) ≤ ee/50−1 ≤ 0.389. So

Ch(μ,b) ≤ (0.389)100δ ≤ (0.389)100 ln 2 ≤ 3.78 × 10−29 ≤ 1/2.

So (C2) is satisfied. To show (C1):(
b + 1

c (1 + ϵ )
− 1
)
Ch(μ,b) × 4D/ϵ ≤

(
2b

1

)
Ch(μ,b) × 4ϵ−2 ≤ 800δCh(μ,b) × ϵ−2 ≤ δ (0.389)100δ × e2δ .

Simple calculus shows that, for δ ≥ ln 2, this attains a maximum value of 1.048 × 10−28, which
is attained at δ = ln 2. In particular, it is smaller than 1.
Case II: c > δ . Let v = D + ϵ−2/c ; clearly D ≤ v , and as ϵ ≤ 1/D we also have the crude bound

v ≤ ϵ−1 + ϵ−2/δ ≤ ϵ−3. With this notation, we have b = μ + 10
√
c lnv . The relative deviation be-

tween μ and b here is given by λ = b/μ − 1 = 10
√
c lnv

c (1+ϵ ) . We observe the following bound on the size
of λ:

λ =
10
√
lnv

√
c (1 + ϵ )

≤
10
√
ln(ϵ−3)
√
δ

= 10
√
3 ≤ 17.4.
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Since λ ≤ 17.4, a simple calculation shows that Ch(μ, μ (1 + λ)) ≤ e−μλ
2/10; thus, Ch(μ,b) ≤

v−
10
1+ϵ ≤ v−6.6. As v ≥ D ≥ 2, this is at most 0.0104, and thus (C1) is satisfied. To show (C2):(

b + 1

c (1 + ϵ )
− 1
)
Ch(c (1 + ϵ ),b) ≤ �



c (1 + ϵ ) + 10

√
c lnv + 1 − c (1 + ϵ )

c (1 + ϵ )
�
�
×v−6.6

= �


10
√
lnv + 1/

√
c

√
c (1 + ϵ )

�
�
×v−6.6

≤ 5v−5.6c−1/2 as 10
√
lnv + 1 ≤ 5v for v ≥ D ≥ 2

= 5(D + ϵ−2/c )−5.6c−1/2.

Simple analysis shows that this quantity 5(D + ϵ−2/c )−5.6c−1/2, as a function of c , has a maximum
value at c = 10.2/(Dϵ2), at which point we have

5(D + ϵ−2/c )−5.6c−1/2 ≤ 0.927277ϵ

D5.1
.

Therefore, as D ≥ 2, we have shown that(
b + 1

c (1 + ϵ )
− 1
)
Ch(c (1 + ϵ ),b) ≤ 0.927277ϵ

D5.1
≤ ϵ

4D
,

satisfying (C2). �

E FULL PROOF OF THEOREM 7.10

In this section, we extend the proof of Theorem 7.10 to cover the case when C + D ≤ 2896.

Proposition E.1. Suppose the original problem instance has congestion C and dilation D. Let
i ′,C ′,d be positive integers with d ≤ C ′, and let β > 1. Define

p =
(i ′β )d

d!
(
C ′+1
d

) .
If p < 1 and β − Ddp

1−p ≥ 1, then there is a schedule S of length L ≤ C + D, in which every interval

of length i ′ has congestion at most C ′. Furthermore, S can be found in polynomial time.

Proof. We add delays in the range b = {0, . . . ,C − 1} uniformly to each packet. In this case, we
have a variable corresponding to each packet x , and for each delay t we assign λx,t = β/C . For
each edge f and i ′-interval I , we have a complex bad event Bf , I that the congestion in the interval
exceeds C ′. We use the fractional hitting-set Qf , I with parameter d as described in Theorem 4.5.

For a given f , I , we first must compute μf , I , which is the sum of λx,t over all packets x and
delays t contributing to congestion for f , I . There are at most C packets which pass through f ,
and at most i ′ choices for t cause a transit of f within I . So μf , I ≤ Ci ′β/C = i ′β . The bad event is

that this at least C ′ + 1. By Theorem 4.5, this gives Sf , I = S (Bf , I ,Qf , I , λ) ≤
μd
f , I

d !(C
′+1
d )
≤ p.

Let μx,f , I be the sum of λx,t over all delays t contributing to congestion on edge f in interval I .
By Theorem 4.5 we have

∑
f , I

Gx (Qf , I , λ) ≤
∑
f , I

μx,f , I

μf , I
×

dμd
f , I

d!
(
C+1
d

) ≤∑
f , I

dpμx,f , I

i ′β
.
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For each of the D edges traversed by x , a choice of delay t contributes to congestion within i ′

separate intervals. So
∑

f , I μx,f , I ≤ C × β/C × D × i ′ = Di ′β . So∑
f , I

Gx (Qf , I , λ)

1 − Sf , I
≤ p × Di ′β

i ′β (1 − p) =
Ddp

1 − p .

To apply Theorem 3.8, each packet x must satisfy the constraint

λx ≥ 1 +
∑
f , I

Gx (Qf , I , λ)

1 − Sf , I
. (16)

We have λx = Cβ/C = β and so Equation (16) becomes β ≥ 1 + Ddp

1−p , which is precisely the con-
straint specified in the hypothesis. �

Proposition E.2. Suppose the original problem instance has congestion C and dilation D with

C + D ≤ X = 100,000. Then there is a schedule of length L ≤ C + D, which satisfies the 4IC with

respect to T = 6,T ′ = 5, which can be produced in polynomial time.

Proof. For each packet x we add a random delay in the interval {0, . . . ,C − 1}. For each edge
f , and each 4-interval I starting at time s for odd integer s , we have a complex bad event Bf , I that

OF+ (cs ( f ), cs+1 ( f );T ) + OF
− (cs+2 ( f ), cs+3 ( f );T ) > T

′.

The overall proof here is very similar to Proposition 7.9: We will apply the PRA using separate

variable for each packet (the value of a variable is the chosen delay), and the vector �λx,t = α = β/C ,
where β = 1.430599. We define Φ0,Φ1,Φ2,Φ3,Φ as in Proposition 7.9.
Thus again Sf , I ≤

∑
Y Qf , I (Y )λ

Y ≤ Φ ≤ Φ̂. For any packet x and delay t and j = 0, . . . , 3, there
are at most D/2 pairs f , I for which packet x , t has type j. Each such f , I has Gx,t (Qf , I , λ) ≤ Φj .
Summing over all C values of t and all such f , I gives∑

f , I

Gx (Qf , I , λ) ≤
CD

2
(Φ0 + Φ1 + Φ2 + Φ3) ≤

CX

2
(Φ̂0 + Φ̂1 + Φ̂2 + Φ̂3).

To apply Theorem 3.8, each packet x must satisfy the constraint

λx ≥ 1 +
∑
f , I

Gx (Qf , I , λ)

1 − Sf , I
.

We have λx = β , and so it suffices to satisfy the condition

β − X/2 × C (Φ̂0 + Φ̂1 + Φ̂2 + Φ̂3)

1 − Φ̂
≥ 1. (17)

We now observe that the left-hand side of Equation (17) is a decreasing function of C . To see
this, note that for instance we have

CΦ̂0 = C
∑

y0,y1,y2,y3

(
C−1
y0−1

) (
C
y1

) (
C
y2

) (
C
y3

)
b (y0,y1,y2,y3) (β/C )

y0+y1+y2+y3 , (18)

which is an increasing function of C . A similar argument holds for CΦ1,CΦ2,CΦ3,Φ.
Because of this fact, it suffices to satisfy Equation (17) atC = X . We use a computer code similar

to Proposition 7.9 to select b in this case. Overall, we get a bound

Φ̂0 + Φ̂1 + Φ̂2 + Φ̂3

1 − Φ̂
≤ 8.16 × 10−11,

which satisfies Equation (17). �
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Theorem E.3. Suppose 2 ≤ C + D < 2896. Then there is a feasible schedule of makespan at most

6.73(C + D).

Proof. Case I: 232 ≤ C + D < 2
896.

Apply Proposition E.1 with β = 1.00563,C ′ = 17040600, i ′ = 224,d = 250000 to produce a sched-
ule S1 of length L1 ≤ C + D, in which each interval of length 224 has congestion at most 17040600.

Apply Proposition 7.5 to S1 with α = 5.98328 × 10−8,C ′ = 1320,d = 270,m = 400 to get a sched-
ule S2 of length L2 ≤ 1.0025L1 + 224, in which each interval of length 1024 has congestion at most
1320.
Apply Proposition 7.9 to S2 to get a schedule S3 of length L3 ≤ 1.02779L2 + 1024 satisfying the

4IC with T = 6,T ′ = 5. By Proposition 7.8, this yields a feasible schedule S4 whose makespan is
L4 ≤ 6.5L3 + 4.5. As C + D ≥ 232, we have L4 ≤ 6.73(C + D).

Case II: 150,000 ≤ C + D < 2
32. Apply Proposition E.1 with β = 1.01831,C ′ = 1320, i ′ =

1024,d = 280 to produce a schedule S1 of length L1 = C + D, in which each interval of length 1024
has congestion at most 1320.
Apply Proposition 7.9 to S1 to get a schedule S2 of length L2 ≤ 1.02779L1 + 1024 satisfying the

4IC with T = 6,T ′ = 5. By Proposition 7.8, this yields a feasible schedule S3 whose makespan is
L3 ≤ 6.5L2 + 4.5. As C + D ≥ 217, we have L3 ≤ 6.73(C + D).

Case III: 2
15 ≤ C + D < 150,000. Apply Proposition E.1 with β = 1.00202,C ′ = 675, i ′ =

512,d = 140 to produce a schedule S1 of length L1 = C + D, in which each interval of length 512
has congestion at most 675.
We now apply a slight variant of Proposition 7.9 to S1, using parameters m = 51,C = 675, i =

512,T = 6,T ′ = 5,α = 0.002113 to produce a schedule of length L2 = (1 + 1/51)L1 + 512, which
satisfies the 4IC for T = 6,T ′ = 5. By Proposition 7.8, this yields a feasible schedule S3 whose
makespan is L3 ≤ 6.5L2 + 4.5. As C + D ≥ 215, we have L3 ≤ 6.73(C + D).
Case IV: 20 ≤ C + D ≤ 2

15. Apply Proposition E.2 to produce a schedule S1 of length L1 ≤
C + D satisfying the 4IC for T = 6,T ′ = 5. By Proposition 7.8, this yields a feasible schedule S2
whose makespan is L2 ≤ 6.5L1 + 4.5. As C + D ≥ 20, this is at most 6.73(C + D).
Case V: 2 ≤ C + D ≤ 19. Apply Proposition E.1 with β = 1.27877,C ′ = 9, i ′ = 2,d = 8 to pro-

duce a schedule S1 of length L1 ≤ C + D, in which each interval of length 2 has congestion at most
9. By Proposition 7.1, this yields a feasible schedule of length �L1/2� (9 + 1) ≤ 5(C + D) + 5/2 ≤
6.25(C + D). �
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