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ABSTRACT. We consider a nonlinear, moving boundary, fluid-structure interaction problem between
a time dependent incompressible, viscous fluid flow, and an elastic structure composed of a cylindrical
shell supported by a mesh of elastic rods. The fluid flow is modeled by the time-dependent Navier-
Stokes equations in a three-dimensional cylindrical domain, while the lateral wall of the cylinder is
modeled by the two-dimensional linearly elastic Koiter shell equations coupled to a one-dimensional
system of conservation laws defined on a graph domain, describing a mesh of curved rods. The mesh
supported shell allows displacements in all three spatial directions. Two-way coupling based on
kinematic and dynamic coupling conditions is assumed between the fluid and composite structure,
and between the mesh of curved rods and Koiter shell. Problems of this type arise in many ap-
plications, including blood flow through arteries treated with vascular prostheses called stents. We
prove the existence of a weak solution to this nonlinear, moving boundary problem by using the time
discretization via Lie operator splitting method combined with an Arbitrary Lagrangian-Eulerian
approach, and a non-trivial extension of the Aubin-Lions-Simon compactness result to problems on
moving domains.

1. INTRODUCTION

We study a fluid-structure interaction (FSI) problem between the flow of a viscous, incompressible,
Newtonian fluid occupying a three-dimensional cylindrical domain with elastic lateral walls composed
of a cylindrical shell supported by a mesh of curved rods. See Fig. 1.

The elastic composite structure is modeled by the two-dimensional linearly elastic Koiter shell
equations [25] coupled to a system of linear one-dimensional hyperbolic balance laws defined on a
graph domain, modeling a mesh of elastic curved rods [59]. The system of 1D hyperbolic balance
laws captures infinitesimal rotation and displacement of curved rods. The curved rods are mutually
coupled at graphs’ vertices through continuity of displacements and infinitesimal rotation, and via the
balance of contact forces and moments, defining a 1D hyperbolic net model. The 1D hyperbolic net
model and Koiter shell are coupled via the no-slip condition and via the balance of contact forces. The
resulting mesh-supported shell allows displacements in all three spatial directions, which presents one
of the main mathematical difficulties in the existence proof. To the best of our knowledge, this is the
first existence proof in which a composite structure consisting of a mesh-supported shell is studied,
and in which thin structure displacements in all three spatial directions are considered. Each novelty
gives rise to significant difficulties in the existence proof.

The fluid flow is modeled by the three-dimensional Navier-Stokes equations. No assumption on the
symmetry of flow is used. The composite structure is coupled to the fluid equations via the no-slip
condition and via the balance of contact forces, which are evaluated along the current location of the
fluid-structure interface. This two-way coupling gives rise to a strong geometric nonlinearity in the
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FI1GURE 1. A sketch of a mesh-supported shell

problem, since the location of the fluid domain is not known a priori and is one of the unknowns in
the problem.

The coupled fluid-structure interaction problem is driven by the time dependent inlet and outlet
dynamic pressure data.

We prove the existence of a weak solution to this nonlinear, moving boundary problem. The
existence proof is constructive and it is based on semi-discretizing the problem in time using a Lie
operator splitting strategy, and on using an Arbitrary Lagrangian-Eulerian (ALE) approach to deal
with the motion of the fluid domain.

The coupled problem is discretized in time and at the same time split into a fluid and a structure
subproblem using the so called Lie operator splitting strategy. Solutions of the fluid and structure
subproblems communicate via the initial data, similar to the famous Lie-Trotter formula.

The time discretization via Lie operator splitting defines a sequence of approximate solutions, which
we want to show converges to a weak solution, as the time discretization step converges to zero. A
key component in obtaining convergence is to split the coupled problem into subproblems in such a
way that the approximate solutions satisfy a uniform energy estimate, which mimics the energy of the
continuous problem. Because of the fluid domain motion, obtaining a uniform energy estimate for the
gradients of the approximate fluid velocities requires additional work, since the classical Korn’s esti-
mate depends on the fluid domain motion. Once uniform energy estimates are derived, the existence
of weakly- and weakly*-convergent subsequences follows from the uniform energy estimates.

To show that the limits of these subsequences satisfy the weak formulation of the coupled, nonlinear
problem, a compactness argument needs to be employed. However, because of the geometric nonli-
nearity due to the fluid domain motion, classical compactness arguments cannot be applied, which
presents another major difficulty in studying this class of problems. Thanks to a recent nontrivial
generalization of the Aubin-Lions-Simon compactness lemma to problems on moving domains [57], we
show that subsequences of approximate solutions converge strongly in the corresponding topologies,
as the time discretization step goes to zero.

Using the strong convergence of approximate subsequences we want to pass to the limit in weak
formulations of approximate problems and show that the limits satisfy the weak formulation of the
continuous, coupled problem. However, again due to the motion of fluid domains, the classical appro-
ach cannot be directly applied since the test functions of approximate problems themselves depend
on fluid domains and on the time discretization. This is why “appropriate” test functions need to be
constructed from the approximate test functions, for which one can show that they converge uniformly
to the test functions of the continuous problem.

The strong convergence of approximate solutions obtained using the generalized compactness argu-
ments from [57], combined with uniform convergence of the “appropriate” test function, allows passing
to the limit in approximate weak formulations, and showing that the limits of approximate solutions
satisfy the weak formulation of the coupled, continuous problem.

The result and the techniques developed here are robust, and they provide a significant step forward
in the analysis of FSI problems. For the first time a 1D-2D-3D nonlinearly coupled FSI problem
involving a 1D hyperbolic net is analyzed, and the existence of a weak solution proved. In contrast
with the current literature on FSI problems where only normal (radial/transverse) component of a thin
structure displacement is considered, in the present work all three spatial displacement components
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are taken into account. This is the first work in which the constructive existence proof mimics a
computational Arbitrary Lagrangian-Eulerian (ALE) approach to dealing with the motion of the
fluid domain. Instead of mapping the problem onto a fixed, reference domain, in the present work
approximate solutions in time are constructed on the “current” fluid domain where the “ALE time
derivative” is used to “calculate” the time derivatives on moving domains.

A major difficulty in this work is related to the introduction of the tangential components of
displacement, which are associated with possibly having non-Lipschitz fluid domains, or domains which
may degenerate and lose the subgraph property. This is why we introduced two assumptions. One is
the uniform Lipschitz property condition for approximate structure displacements, and the other is
the condition which assumes that there exists a time 7" > 0 such that for every ¢t < T, the fluid domain
boundary remains a subgraph of a function. The first condition allowed us to use some known results
from functional analysis that hold for Lipschitz domains and construct extensions of divergence-free
functions on moving domains to a divergence-free function on a “maximal” domain. The second
condition allowed us to explicitly define a family of Arbitrary Lagrangian-FEulerian mappings between
discrete domains at different times, and calculate the discrete time derivatives. While the second
condition could have been avoided at the expense of a more complicated existence proof (which would
hold until the fluid domain degeneracy), the first condition is crucial, and is intimately related to
working with incompressible fluids. The uniform Lipschitz condition can be avoided in the case
when only transverse displacements are considered, since in that case divergence-free extensions from
moving domains to a maximal domain can be explicitly constructed without the uniform Lipschitz
property. In the general case when all three displacement components are different from zero, the
uniform Lipschitz condition can be shown to be satisfied for structures with a slightly higher regularity
(e-higher regularity) than the Koiter shell, such as, e.g., tripolar materials studied in [9, 58]. The sixth-
order derivative in the models studied in [9, 58] guarantees coercivity of the structure operator in H?,
and thus implies Lipschitz displacements in R3. Otherwise, special conditions on the data and/or on
the topology of the 1D mesh would have to be accounted for in order to be able to guarantee that the
uniform Lipschitz property holds for approximate structure displacements.

Problems of the type studied in this work arise in many real-life applications. One example is the
interaction between blood flow and arterial walls treated with vascular prostheses called stents, which
are used to prop diseased arteries open. Optimal design and performance of stents depends on the
understanding of FSI problems studied in this manuscript (see, e.g. [11, 12]).

2. LITERATURE REVIEW

The development of existence theory for moving boundary, fluid-structure interaction problems,
has become particularly active since the late 1990’s. The first existence results were obtained for the
cases in which the structure was completely immersed in the fluid, and the structure was considered to
be either a rigid body, or described by a finite number of modal functions [8, 27, 30, 31, 34, 35, 36, 37].

These results were extended to involve elastic structures modeled by 2D or 3D linear elasticity,
coupled to the 2D or 3D Navier-Stokes equations across a fized fluid-structure interface in [3, 4, 33]
for linear models, and in [5, 6, 20, 21, 22, 49] for nonlinear models.

The first fluid-structure interaction existence result in which the coupling between the fluid and
an elastic structure was assumed across a deformed, moving interface whose location was not known
a priori, was obtained in [7], where the existence, locally in time, of a strong solution was obtained
for an interaction between an incompressible, viscous two-dimensional fluid and a one-dimensional
viscoelastic string, assuming periodic boundary conditions. This result was extended in [51], where
the existence of a unique, local in time, strong solution for any data, and the existence of a global
strong solution for small data, were obtained for a clamped viscoelastic beam. Coutand and Shkoller
proved the existence, locally in time, of a unique regular solution for the interaction between a three-
dimensional incompressible, viscous fluid, and a three-dimensional structure, immersed in fluid, where
the structure was modeled by the equations of linear [28], or quasi-linear [29] elasticity. Assuming
lower regularity for the initial data, Kukavica and Tuffaha obtained an existence result in the case
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when the structure was modeled by the linear wave equation [48]. Existence of strong solutions to
fluid-structure interaction problems between three-dimensional viscous, incompressible fluids and two-
dimensional elastic shells was considered in [18, 19], where local-in-time existence of unique regular
solutions was proved. Recently, Grandmont and Hillariet proved the existence of a global strong
solution to a 2D FSI problem involving a viscoelastic beam, where they also showed that contact
involving viscoelastic structure does not occur in finite time [41].

In the context of weak solutions, the first global existence result was obtained in [17] for an unsteady
interaction of a three-dimensional incompressible, viscous fluid, and a two-dimensional viscoelastic
plate. Grandmont improved this result to hold for a two-dimensional elastic plate in [40].

In [52], the authors of the present manuscript introduced a new methodology for proving existence
of weak solutions to FSI problems involving incompressible, viscous fluids. The methodology is based
on time discretizing the FSI problem and using an operator splitting strategy to construct approximate
solutions to the FSI problem, and then proving that they converge to a weak solution of the continuous
problem (see also [43]). This methodology was first applied to a 2D FSI problem modeling the flow of
an incompressible, viscous, Newtonian fluid flowing through a cylinder whose lateral wall was modeled
by the Koiter shell equations (both viscoelastic and linearly elastic), assuming nonlinear coupling at
the deformed fluid-structure interface. A similar problem was also studied by Lengeler and Ruzicka
in [50]. The time discretization via operator splitting was then used by Muha and Canié¢ to study
existence of a weak solution to a 2D FSI problem with the Navier slip boundary condition [56]. This
was the first manuscript in which the existence of a weak solution was studied for a problem involving
a thin structure allowing both transverse and tangential components of displacement. In contrast
with the present work, the 2D setting of the problem in [56] simplified the analysis.

Encouraged by the robustness of the constructive existence approach, the same techniques were
then extended to tackle three-dimensional FSI with the no-slip condition involving a linearly elastic,
cylindrical Koiter shell allowing only radial displacement [53], and to a nonlinear shell involving
nonlinear membrane energy with an additional regularizing term [55]. Furthermore, the constructive
existence approach was then also extended to prove existence of a weak solution to an FSI problem
involving a composite, “sandwich” structure consisting of two layers: a thin Koiter shell and a thick
structure of finite thickness, modeled by the 2D equations of linear elasticity [54].

None of the works mentioned above, however, considered a composite structure involving a lower-
dimensional elastic mesh of curved rods. The only work in which a lower-dimensional 1D mesh was
coupled to the elastodynamics of a 2D shell and the flow of a 3D viscous incompressible fluid was in
our recent work [13], where linear coupling was considered and thus the fluid domain was fixed, and
the fluid flow was modeled by the linear, time-dependent Stokes equations. For completeness, we also
mention two other works where an FSI problem approximating a stent-supported artery interacting
with the flow of blood was studied [10, 16]. In both works, however, the presence of a stent was
modeled by the jump in the elasticity coefficients of the thin shell or membrane structure, and only
radial (transverse) displacement was assumed to be different from zero.

The 1D hyperbolic net model, considered in the present work to model the elastodynamics of an
elastic mesh of curved rods, was first introduced in [59], where a static version of the model was de-
veloped. The 1D hyperbolic net model was proposed as an alternative to the engineering approaches
in which a stent is modeled as a single 3D elastic body, and approximated using 3D finite elements.
Simulating thin stent components, i.e., stent struts, using 3D approaches, is computationally very
expensive and is associated with large computer memory requirements. The 1D model introduced in
[59] significantly reduces computational costs, and provides a tool for real-time evaluation of mecha-
nical properties of mesh-like devices. A comparison with full 3D model simulations, published in [15],
showed excellent approximation properties of the 1D model. Although the model is one-dimensional,
it describes structural deformation in all three spatial directions [2]. The resulting model was justified
computationally in [15], and mathematically in [42, 45, 46], where approximation of the full 3D model
by the 1D hyperbolic net was investigated.
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Encouraged by the excellent approximation properties obtained in [15, 42, 45, 46], the authors
utilized the 1D hyperbolic net model to study the behavior of mesh-supported shells in [14], where a
static elasticity problem coupling the 1D hyperbolic net to an elastic cylindrical shell of Naghdi type
was investigated. No fluid was considered in [14]. A time-dependent, incompressible Stokes fluid was
added in [13] where a linear FSI problem, coupling the fluid to the mesh-supported structure via a
fixed, undeformed interface was studied.

The present work extends the weak solution existence result of [13] to a nonlinear problem by (1)
considering the nonlinear flow modeled by the Navier-Stokes equations, and (2) coupling the fluid
to the mesh-supported shell along the current, deformed interface, giving rise to a strong geometric
nonlinearity. Proving existence of weak solutions to this 3D nonlinear problem allowing structural
displacements in all three spatial directions, is a culmination of the development of the constructive
existence proof methodology, and a significant step forward in the analysis of moving boundary pro-
blems. Moreover, the finite energy solution spaces considered here present a natural framework to
study existence of physically reasonable solutions to this class of problems, since the presence of the
1D hyperbolic mesh of curved rods will likely not allow solutions with higher regularity.

3. MODEL DESCRIPTION

3.1. The fluid. We consider the flow of an incompressible, viscous fluid, modeled by the Navier-
Stokes equations, in a three-dimensional time-dependent cylindrical domain of reference length L
and reference radius R. The reference fluid domain will be denoted by €2, and the reference lateral
boundary by I' = {(z, Rcos 6, Rsinf) € R : 2 € (0,L),0 € (0,27)}. The boundary of the cylindrical
domain consists of three parts: the lateral boundary, whose location is not known a priori but depends
on the motion of the fluid occupying the domain, the inlet boundary I';;, and the outlet boundary
Tout- See Fig. 2. The lateral boundary is a composite structure whose elastodynamics is modeled
by the linearly elastic Koiter shell equations coupled to a 1D hyperbolic net describing the motion
of an elastic mesh of curved rods. The 1D hyperbolic net is a collection of coupled linearly elastic
one-dimensional curved rod equations defined on a graph domain, interacting at graph’s vertices, as
described below. The lateral boundary displacement is a vector function, which will be denoted by
1:(0,T) x T — R? with

77(757 2, 9) = (nz(tv Zae)vnr(t7 2, 9), 779(ta 279))

Assumption 1. All three components of displacement will be assumed to be (non-zero) functions of
t,z and 6.

This contrasts other FSI works involving thin structures, where only radial (transverse) component
of a thin structure displacement is assumed to be different from zero.

FIGURE 2. The fluid domain
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The fluid domain deforms as a result of fluid-structure interaction between the flow of an in-
compressible, viscous fluid and the composite elastic structure. Therefore, the fluid domain is not
known a priori, as it depends on one of the unknowns in the problem, namely 1. We introduce
@"(t,) : Q = R3,t € (0,T), to describe the time-dependent deformation of the fluid domain. The
mapping ¢" is an arbitrary, injective and orientation preserving mapping, and such that

(3.1) @"(1)|r =id + n(t, z,0).
We denote by
(3.2) Q"(t) = ¢"(t,Q) and T (¢) = ¢"(¢,T)

the deformed fluid domain at time ¢, and the corresponding deformed lateral boundary, respectively.
The superscript 7 emphasizes the dependence on displacement 7.

We are interested in studying a dynamic pressure-driven flow through Q7(¢) of an incompressible,
viscous, Newtonian fluid modeled by the Navier-Stokes equations

pr (Opu+ (u- V)u)

V-u
where pr denotes the fluid density, u is the fluid velocity, & = —pI + 2upD(u) is the fluid Cauchy
stress tensor, p is the fluid pressure, up is the dynamic viscosity coefficient, and D(u) = %(Vu+vTu)
is the symmetrized gradient of u. At the inlet and outlet boundaries, we prescribe zero tangential
velocity and dynamic pressure [26]:

V.o,
0,

(3.3)

} in Q7(t),t € (0,7),

PF
p+ 7|u|2 - Pin/out(t)a

3.4
34 uxe, = 0,

} on Fin/outa

where P, /o, are given. Therefore, the fluid flow is driven by a prescribed dynamic pressure drop,
and the flow enters and leaves the fluid domain orthogonally to the inlet and outlet boundary. No
symmetry on the fluid flow is assumed.

3.2. The shell. The lateral boundary of the fluid domain is modeled by a mesh-supported shell.
The elastodynamics of the shell is described by the linearly elastic cylindrical Koiter shell equations
capturing displacement in all three spatial directions [47] . The shell thickness will be denoted by
h > 0, the length by L, and its reference radius of the middle surface by R. We use ¢ to denote the
parameterization that maps the set w = (0, L) x (0,27) onto I':

p:w—R3  p(2,0) = (z,Rcos, Rsinb).

The first fundamental form of the cylinder I', or the metric tensor, is given in covariant A, or contra-

variant A° components by
1 0 . (1 0
om0 g)

and the area element is dS = /det A. dzdf = R dzdf. The second fundamental form of the cylinder
T', or the curvature tensor in covariant components, is given by

0 0
= () 7)

Under the action of force, the Koiter shell is displaced from its reference configuration I' by a displa-
cement 1 = n(t,2,0) = (N, M, M), where n,,n, and ny denote the tangential, radial and azimuthal
components of displacement.

The cylindrical Koiter shell is assumed to be clamped at the end points, giving rise to the following
boundary conditions:

n(t,0,0) =n(t, L,0) =0, 0 € (0,2n),
9.m-(t,0,0) = d,m-(t,L,0) =0, 0 € (0,2m).
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At 6 € {0,2r}, we assume periodic boundary conditions for structure displacement:
n(t,z,0) =n(t,z,2m), z € (0,L),
a@ﬂr(t7 2, O) = 3«977r(t7 2, 27‘-)7 z € (07 L)
The Koiter shell deformation under loading depends on its elastic properties, defined by the follo-
wing elasticity tensor A:
A p
A+ 24

where p and A are the Lamé constants. Stretching of the middle surface and flexure will be measured
by the following linearized change of metric tensor «, and the following linearized change of curvature
tensor o:

AE = (A°- E)A° +4uA°EA°, E € Sym(R?),

5(on: + RO-m9)  ROgme + Ry )7
o(n) = =021y —0z0Mr + 0219
—0z0mr + 0219 —0Oponr + 20pm9 + 1y )

Using v(n) and o(n) we can now define the elastic energy of the deformed linear Koiter shell to be:

(35) Bn) = § [ Antm) s vmr+ 3 [ et

The elastic energy of the Koiter shell, together with the boundary conditions, motivate the following
solution and test spaces:

Ve = {n = (nz,7,m9) € H*(w) x H*(w) x H?(w) :
(36) n(ta 279) = 8znr(ta Z, 9) =0,z € {07 L},@ € (07 27T)7
"7(757 2, O) = 77(757 2 277)7 a@nr<t7 2, O) = 8077r(ta Z, 27T'), z € (07 L)}a
equipped with the corresponding norm:
||T’Hi12(w) = Hn”%p(w;n@) = ||7Iz\|%r2(w) + ||77r|\i12(w) + H779H§-12(w)'

Given a load f, the displacement n of the Koiter shell is a solution to the following elastodynamics
problem in weak form: find n = (n,,n,,19) € Vi such that:

(3.7) pich [ m- R+ (Ln.) = [ £ 0R W€ Vi

Here, pk is the shell density and £ is the following operator describing the elastic properties of the
shell, obtained from the elastic energy of the Koiter shell (3.5) with an added small regularizing term
to guarantee coercivity in the axial and azimuthal directions:

(en.w)s=h [ Aln) s v()R+ 35 / Ao(n

tex / (A A, + AqgAv)R

By using the same procedure as in the proof of Theorem 2.6-4 [24] (inequality of Korn’s type on
general surfaces), one can show that operator £ is coercive on H?:

(Ln,m) > ez, Y0 € Vi.
The differential formulation of the shell elastodynamics problem on (0,7") X w is then given by:
(3.8) prhO?nR + Ln = fR.
Mathematical justification of the Koiter shell model can be found in [25].
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3.3. The elastic mesh. Elastic mesh is a three-dimensional elastic body composed of a union of
three-dimensional slender components called struts. Since the aspect ratio of stent struts is small, i.e.,
the ratio between the square root of the cross-sectional area and length is small, a one-dimensional
curved rod model can be used to approximate struts’ elastodynamic properties. The one-dimensional
curved rod model describes displacement and infinitesimal rotation of the cross-sections of the rod as
a function of time and of the location along the middle line of the curved rod. For the i-th curved rod
of length [;, the middle line of the curved rod is parameterized by

PZ[O7ZZ]—>‘P(E)’ Z.:17"';nE7

where s € [0,1;] will be used to denote the parameter, and ng denotes the number of curved rods in
the mesh.

The 1D curved rod model for the i-th curved rod is given in terms of displacement d;(¢,s) of the
middle line from its reference configuration, infinitesimal rotation of cross-sections w; (¢, s), contact
moment g;(t, s), and contact force p;(t, s):

psAidid; = Opi +fi,
(3.9) psM;Ofw; = 0sq;+t; x p;,
' 0 = Ow;—Q;H'QFq;,
0 = asdl +t; X w;.

Here, pg is the strut’s material density, A; is the cross-sectional area of the i-th rod, M; is the matrix
related to the moments of inertia of cross-sections, f; is the line force density acting on the i-th rod,
and t; is the unit tangent on the middle line of the i-th rod. Matrix H; is a positive definite matrix
which describes the elastic properties and the geometry of cross sections, while matrix @Q; € SO(3)
represents the local basis at each point of the middle line of the i-th rod (see [2] for more details).

The first two equations describe the linear impulse-momentum law and the angular impulse-
momentum law, respectively, while the last two equations describe a constitutive relation for a curved,
linearly elastic rod, and the condition of inextensibility and unshearability, respectively.

To model the elastodynamics of an elastic mesh, equations (3.9) are posed on a graph domain
whose edges correspond to the middle lines of curved rods meeting at graph’s vertices. More precisely,
let V denote the set of graph’s vertices (points where the middle lines meet), and let £ denote the set
of graph’s edges (pairing of vertices). Ordered pair N’ = (V, ) defines the mesh net topology.

Definition 3.1. A 1D hyperbolic net modeling an elastic mesh of curved rods, is given by the system
of equations (3.9), defined on a graph domain N = (V,E), such that the following coupling conditions
hold at every vertex V€ V:

e kinematic coupling conditions describing continuity of displacements and continuity of infini-
tesimal rotations of all the rods meeting at V,

e dynamic coupling conditions describing balance of contact forces and contact moments for all
the rods meeting at V.

To define weak solutions to the 1D hyperbolic net problem, we first introduce a function space
consisting of all the H!'-functions (d,w) defined on the entire net A/, such that they satisfy the
kinematic coupling conditions at each vertex V € V:

HYN;RS) = {(d,w) = ((d1,w1),. .., (dnp, Wny)) € | | H(0,1;;RY) :

d;(P71(V) = d; (P71 (V)), wi(PTH(V)) = w;(P71(V),

i J

YWeV,V=enej;ij=1...,ng}

This space is used in the definition of the solution space, which additionally contains the condition of
inextensibility and unshearability:

(3.10) Vs ={(d,w) € H'(NV;R®) : 0sd; +t; xw; =0,i=1,...,np}.
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For a function (d,w) € Vg we consider the following norms on H*(N;R3):

ng nge
Hd”?ﬁll(/\/;]l@) = Z ||di||§{1(0,li;R3)a ||W||%{1(N;]R3) = Z HWiHJQﬁll(O,li;RBy
i=1 i=1

and the following norms on L?(N;R3):

ng ng
Il sy = D IdillEeozeys  IWIE2vizey = D Wil 20, -
=1 =1

The weak formulation for a single curved rod is then obtained by adding the first equation in
(3.9) multiplied by a test function &;, and the second equation in (3.9) multiplied by a test function ¢,
integrating by parts over [0, ;], and using the constitutive relation and the condition of inextensibility
and unshearability. The resulting weak formulation reads: find (d;, w;) such that

l; l; l;
psi [ GFi€itps [ Mdtw ¢t [ QIO 0,
(3.11) 7o 0 0
= / £ - & +pils) - &) — Pi(0) - £(0) +ai(ls) - € () — a:(0) - ¢;(0),
0

for all (¢;,¢;) € HY(0,1;) x H(0,1;) that satisfy the condition of inextensibility and unshearability.

The weak formulation for the 1D hyperbolic net problem is obtained by adding the weak for-
mulations for each component (i.e. curved rod) and using the dynamic coupling conditions at each ver-
tex. The boundary terms from (3.11) involving p; and q; will add up to zero, giving rise to the following

weak formulation for the 1D hyperbolic net problem: find (d,w) = ((d1,w1),...,(dng, Wny)) € Vs
such that

PSZAi/ 3t2di'€i+PSZ/ M;OFwi - ¢;

=1 70 =170

+> [ aQtow;0.6,=Y [ 4.
i=170 i=170

for all the test functions (&,¢) = ((€1,¢1),---, (€npsCnp)) € Vs.

(3.12)

3.4. The elastic shell-mesh coupling. We will be assuming that the elastic mesh is affixed to the

shell surface so that
ng

UPi(0.1) €T = »(@).
i=1
Since ¢ is injective on w, the functions 7;, defined by

m:cp*loPi:[O,li}%w, iil,...7nE,

are well defined. See Fig. 3.

The reference configuration of the mesh as a subset of w will be denoted by wg = [J;-%, m:([0,1;]),
and the reference configuration of the mesh as a subset of I' will be denoted by I's = (J;-%, P;([0,;]),
see Fig. 3. The coupling between the elastic mesh and shell is defined via the kinematic and dynamic
coupling conditions.

The kinematic coupling condition states that the displacement of the shell at the point
(2, Rcosf, Rsinf) € T', that is associated with the point (z,0) € wg via the mapping ¢, is equal to the
displacement of the mesh at the point s; = 7TZ-_1(Z, 6), that is associated to the same point (z,0) € wg
via the mapping ;. For a point s; € [0,1;] such that m;(s;) = (2,6) € wg, the kinematic coupling
condition reads:

(3.13) n(t, mi(s:)) = di(t, si).
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FIGURE 3. Parameterization of the mesh and shell

The dynamic coupling condition describes the balance of forces. The force exerted by the
Koiter shell onto the mesh is balanced by the force exerted by the mesh onto the Koiter shell. More
precisely, let J; = m;([0,1;]), and

<6J17f>:/fd’yz7 izl,...,’l’LE,

Jl

where dry; is the curve element associated with the parameterization ;. The weak formulation of the
shell (3.7) can then be written as:

it [ O wR+ (Ln.) =D (00t bR) =3 [ 2,6 (. 0)Ra
w i=1 i=17Ji

ng I
- Z/O £(mi(s)) - 9 (mi(s))|[7i(s) || Rds.

If we denote by f; the force exerted by the i-th mesh strut onto the shell, by force balance, the
ne li

right-hand side has to be equal to — Z/ fi(s) - &;(s)ds. Thus,
i=1"0

fi(si
f(?TZ(Sl))Hﬂ';(Sl)HR = —fi(Si), i.e., f(ﬂ'l(sl))R = —7,(5 ) , Si S (0,[1)
[[7e5(si)ll
For a point (z,0) = m;(s;) € wg, which came from an s; € (0,(;), the dynamic coupling condition
fiom;?
reads: fR = — l IO ﬂ-’_l” . For an arbitrary point (z, ) € w, the dynamic coupling condition reads:
o,
ng fz o 71',71
(3.14) fR=->" 71”‘5,]“

o oy

which implies the following weak formulation for the coupled mesh-shell problem:

ng fi o 71_'71
(3.15) it [ - wR+ (Ln.) == > (0, ), Y€ Vi
w i=1 i i
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Here f;’s are defined in (3.12), and the test functions &, are such that v o w; = &,. The coupled
mesh-shell weak solution space is given by:

nge

Vks ={(n,d,w) € Vg x Vs :mom =d on H(O’li)}7
i=1

where nomw = (gomy,...,nomw,,).

3.5. The fluid-structure coupling. From this point on, we refer to the Koiter shell coupled with
an elastic mesh as the “composite structure”. The coupling between the fluid and the composite
structure is defined by two sets of boundary conditions satisfied at the lateral boundary I'(¢), giving
rise to a nonlinear fluid-structure coupling. They are the kinematic and dynamic boundary conditions.
The kinematic coupling condition describes continuity of velocity at the moving interface:

om=(uo@M|ropon (0,T) x w.

The dynamic coupling condition describes balance of forces at the fluid-structure interface:

ng

pKhafnR + »C’l’] + Z
i=1

-1
: 1||5Ji =—J((eo¢™)|rop)((nog”)|rop)on (0,T) xw,

[7j oy

fiom

where J denotes the Jacobian of the composite transformation from Eulerian to Lagrangian coordi-
nates and the transformation from Cartesian to cylindrical coordinates, and n, which depends on 7,
denotes the outer unit normal on I'(¢) at the point ¢"(t, ¢(z,0)).

In summary, we study the following fluid-structure interaction problem.

Main Problem: Find (u,p,n,d, w) such that

(3.16) priomt e 2 5 mereee o),
oan = (uo@M)|roy
3.17 K fiom ! on (0,T) x w,
(3.17) PKhafnR+£"+Zm5% = —J((@odM)rop)((noed")|royp) n (0,7) xw
i=1 % %
psAiathi = 0Ospi+1fi
M;0iw; = 0sq; +t; i )
(3.18) ps two - 8‘(71v~t QE{EIQTq' on (0,7) x (0,1;),i € (1,...,nE).
0 = 0.d; +t; xw;

Problem (3.16)-(3.18) is supplemented with the following set of boundary and initial conditions:

Pt %F|u|2 = Pojou(t), on (0,T) X Tin jout,
uxe, = 0, on (0,T) x T'ip/out,
(3‘19) n(t,O,Q) = 'l’](t, L, 9) = 07 on (O,T) X (0,271’)7
9:nr(t,0,0) = 09:nr(t,L,0) =0, on (0,T) x (0,2m),
n(t,z,0) = n(t,z,2r), on (0,7) x (0,L),
Oonr(t,2,0) = Ognr(t, z,2m), on (0,T) x (0,L),
(3.20) u(O) = uo, 77(0) = Mo 3”7(0) = Vo,

dZ(O) = dOi, 8td1(0) = k()i, WZ(O) = Woq, atWi (O) = Z0;-

This is a nonlinear, moving boundary problem in 3D, which captures the full, two way fluid-
structure interaction coupling. The nonlinearity in the problem is represented by the quadratic term
in the fluid equations, and by the geometric nonlinearity due to the fluid-structure coupling at the
current location of the moving boundary I'"(¢), which is one of the unknowns in the problem.
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4. THE ENERGY OF THE COUPLED PROBLEM

Problem (3.16)-(3.20) satisfies the following energy inequality:
d

(4.1) ZE(t) + D(t) < C(Pin (1), Pout (1)),

where E(t) denotes the sum of the total kinetic and elastic energy:
ng
B() = P s oy + 2510y + 22> Aclil o,
i=1
(42) + 2 o, + () + w2
and D(t) denotes dissipation due to fluid viscosity:
D(t) = 2pp D)2 n(1)-

The constant C(P;y, (), Poyut(t)) depends only on the inlet and outlet pressure data, which are both
functions of time.
The norms ||w||,, and ||w]|, in (4.2) denote the kinetic and elastic energy of the mesh:

neg ne li ne ng li
Wl o= 3wy =3 [ Mowiows, w2 i= Do wilE = [ Quti@f w0
i=1 i=170 i=1 i=170

and |9 2(r;w) denotes the weighted L?-norm on w associated with the kinetic energy of the Koiter
shell:

Iy o= | PR
w
where the weight R comes from the geometry of the Koiter shell (Jacobian).
Remark. The norm || - ||, is equivalent to the standard L*(N') norm.

The formal energy inequality (4.1) can be derived in a standard way as follows. First, after multi-
plying the first equation in (3.3) by u and integrating over Q"(¢) we obtain:

(4.3) -/Qn(t) pr (Opu-u+ (u-Viu-u) = /Q"(t)(v co)-u.

The first term on the left-hand side can be rewritten by using the Reynold’s transport theorem and
keeping in mind that the velocity of the lateral boundary equals u|pn):

d |u|? lu|? 1d 5 1 9
Ju-u=— —_ = —u-n=_-— [ul* — - |ulu - n.
Qn(t) dt Janw 2 () 2 2dt Jon) 2 Jrn@)

The convective part of the Navier-Stokes equations can be rewritten by using integration by parts and
divergence-free condition to obtain:

1
/ (u~V)u~u=f/ V- (|uf?u)
Qn (1) 2 Jan)

1/ 2 1 2 1 2
=- |u|u-n—f/ |u|u~ez+7/ [ul“u-e,.
2 Fn(t) 2 T, 2 T

n out

These two terms added together give:

1d, ., 1 , 1 )
ay [ e [ s Gl g [ g [ e

in out

Next, using integration by parts the right-hand side of (4.3) can be rewritten as:

/ (V~0')-u:/ a'n-u—2up/ |D(u)?.
Qn(t) 89 (1) Qn(t)
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To deal with the boundary integral on the right-hand side we first notice that on I';, /0y the
boundary condition u x e, = 0 implies u; = u, = 0. Using the divergence-free condition we also
obtain d,u, = 0. These two facts combined imply that D(u)n-u = 0 on T, /6. Finally, because the

normal on I';y, /0,4 is 1 = (F1,0,0), we get:
bu, _/ pu.
r

(4.5) / 0'n~u:/ o-n-u—i—/
BQT’(t) rn (t) Tin out

What is left is to calculate the boundary integral over I'(¢). By enforcing the kinematic and dynamic
coupling conditions on w, we obtain:

f/ on-u= 7/ (00 M) 0 @)(m0 Mlr 0 0) - (16 6™k 0 @)
T (t) w

oE fiom !
= [ f-OmR+ 07, - O
(4.6) /w | ; 0 owle 7

:/f-amR—i-Z/ fi-atnowiz/f.atn3+2/ £, - 0,d;
w i=1 0 w i=1 0

Next we multiply the Koiter shell equation (3.8) by d;n and integrate over w, and use (9;d, dyw) =
((Opdy, Orw1), ..., (0¢edyp, OsWy ) as a test function in the weak formulation for the mesh problem
(3.12) to obtain that (4.6) equals:

prh d 1d
‘/w‘”"“— g apOllia ey + 5 g (Lmm +7@ZA||@ 220,

ps d 2
+5 dthathHm dthwzn

Finally, by combining (4.7) with (4.5), and by adding the remaining contributions to the energy of
the FSI problem calculated in equations (4.5) and (4.4), one obtains the following energy equality:

pF d Kh d
5 dt”u”L? an()) T 20r||D(u )HLZ(m(t)) T dtHatn”L2 (Riw)

1d pPs d
(48) + g ten n>+7%ZAII&sd 12000 + 5 dthat will7,

+d§w-2—/ P / P
dt — illr — I out

7',

(4.7)

Using the trace theorem, Korn’s inequality and Cauchy inequality (with €), one can estimate:

‘ / 1n/out )Uz

Linjout

< C1Pjoutllallzr@ne)) < ClPinjout| ID ()| L2 (0n (1))

C Ce
< £|Pin/out|2 + 7||D(U)H2L2(m(t))-

We note that the fluid velocity u indeed satisfies the conditions for Korn’s inequality (Theorem 6.3-4
in [23]), i.e., u =0 on Linjout- Namely, the boundary condition u x e, = 0 on Iy, /6, and divergence-
free condition V - u = 0 imply 0.u, = 0. From the kinematic coupling condition u, = 9;n, (on w),
we obtain u, = 0, so u =0 on I';, /5, Finally, by choosing ¢ such that % < up, we get the energy
inequality (4.1).

Remark. Notice that the constant in the trace inequality depends on the fluid domain, which in our
case depends on 1. To get an energy estimate in which the constant is independent of n, one can use
Gronwall’s inequality, and obtain the result above in which the constant C depends on time T.
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5. WEAK SOLUTIONS

To define weak solutions to problem (3.16)-(3.20) we introduce the necessary function spaces. For
the fluid velocity we will be using the following classical function space:

(5.1) Ve(t)={uec H(Q"(t)):V-u=0,uxe, =0on Linjout}-

Motivated by the energy inequality (4.1), we also define the following evolution spaces associated with
the fluid problem, the Koiter shell problem, the elastic mesh problem, and the coupled mesh-shell
problem, respectively:

Ve(0,T) = L°°(0,T; L?(Q7(t))) N L2(0,T; Vr(t)), where Vg(t) is defined by (5.1),
Vi (0,T) = WH>°(0,T; L3(R;w)) N L*>(0,T; Vi), where Vi is defined by (3.6),
Vs(0,T) = W1°(0,T; L*(N)) N L>=(0,T;Vs), where Vs is defined by (3.10),

ng
Vis(0,T) = {(n,d,w) € V(0,T) x Vs(0,T) : pom =d on [](0,)}.

i=1
The solution space for the coupled fluid-mesh-shell interaction problem includes the kinematic coupling
condition, which is, thus, enforced in a strong way:

V(0,7T) ={(u,n,d,w) € Vp(0,T) X Vgs(0,T) : (wo ¢")|r o ¢ = in on w}.

The corresponding test space will be denoted by:
(5.2) Q(0,7) = {(v,1,&,¢) € CH[0,T); Ve x Vis) : (vo@d")|row =1 on w}.

We are now in position to define weak solutions to our moving boundary, fluid-mesh-shell interaction
problem.

Definition 5.1. We say that (u,n,d,w) € V(0,T) is a weak solution of problem (3.16)-(3.20), if for
all test functions (v,9,&,¢) € Q(0,T) the following equality holds:

pF <_/OT/Qn(t)u.atv+/0Tb(t7u7u,v) - ;/OT/FTI(t)(u.U)(u.n)>
+2uF/OT/m(t)D(u):D(v)—pKh/OTLatn-at¢R+/oTaK(n,¢)

(5.3) — ps :ZiAi /OT /Oli od; - €, — ps :ZEl /OT /Oli M;0¢w; - 0:C;
+ /OT as(w,¢) = /()T<F(t)av>rm/m +PF/Quo -v(0) "‘pKh/wat"lo “Pp(0)R

ng 1 nE l;
+P52Ai/ Oydo; - €;(0) +PSZ/ M;0ywo; - €;(0),
i=1 0 i=1"0

where
b(t,u,u,v):l/ (u~V)u~vfl/ (u-V)v - u,
2 Jan() 2 Janq)
aK (777 ¢) = <£’na ¢>7
ng ll
asw. Q)= Y [ QutiQlo.w: 0.¢.

i=170

and

(P00 = Penl®) [ 0= Poalt) [

in out
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In deriving the weak formulation, we used integration by parts in a classical way. Here we only
show the transformation of the fluid inertial and convective terms:

pF/ 8tu-U:pF/ 8t(u~'u)—pp/ u- o
Qn(t) Qn(t) Qn(t)
d

= pr— u~v—pF/ (u-v)(u~n)—pp/ u- v
dt Jom () 29m (1) Qn(t)

——pruo (0 < pr [ (o)) —pp [ weow,

I (t) Qn(t)
pp/ (u-V)u~v:p—F/ (u~V)u~v+p—F (u-Vju-v
Qn (1) 2 Jan) 2 Jang)

:% (u~v)(u~n)—p§/ (V-u)u-v
oQm (t) Qn(t)

_Pr (u-V)’U-u—&—p—F (u-Vju-v
2 Jan) 2 Jang

= ppb(t,u,u,'u) + % An(t) (u . ’U)(u -n) — %/1—\ |u|2uz + % |u|2vz.

6. LIE SPLITTING AND ALE MAPPING

Approximate solutions are constructed by discretizing the problem in time, and by splitting the
coupled problem into a fluid and a structure subproblem using the Lie splitting strategy [39]. To
deal with the motion of the fluid domain, an Arbitrary Lagrangian-Eulerian (ALE) approach is used.
These main tools in our constructive existence proof are outlined next.

6.1. The Lie operator splitting scheme. Let A be an operator defined on a Hilbert space, such
that A can be written as a non-trivial sum A = A; + A,. Consider the following initial-value problem:

@+A¢:0 in (0,7),

dt
#(0) = ¢o.

The time discretization using Lie operator splitting is defined by solving on each time interval
(tn,tn+1), defined by the discretization step At = T/N, where N € N, and t,, = nAt,n=0,...,N—1,
the following two subproblems for ¢ =1 and 7 = 2:

do; .
CZ}’L + A2¢Z =0 in (tnvthrl)a
i—1
¢z(tn) = ¢n+T7
and then set (b"*‘% = ¢i(tnt+1). Thus, the two problems communicate only via the initial data,
mimicking the famous Lie-Trotter product formula for exponentials as solutions to ¢’ = —A¢ =
—(A41 + Ag)o.

To apply this strategy to our coupled FSI problem, we rewrite the problem as a first-order system in
time by introducing three new variables corresponding to structure velocities: the Koiter shell velocity
v = 0y1n, the mesh velocity k = 0;d, and the mesh angular velocity z = O,w.

The coupled problem (3.16)-(3.20) is split into two subproblems, a fluid and a structure subproblem,
see Sec. 7, and in each time step the structure subproblem is first solved on (¢,,t,+1) with the
solution of the fluid subproblem from the previous time step serving as the initial data. Then the
fluid subproblem is solved on (¢, t,+1) with the solution of the just calculated structure subproblem
serving as the initial data.

In the structure subproblem, the structure is driven by the initial velocity obtained from the trace
of the fluid velocity in the previous time step. The fluid velocity u remains unchanged. In the fluid
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subproblem, the Navier-Stokes equations are driven by a ”Robin-type” boundary condition on w (i.e.,
I") which involves the shell inertia and the trace of the fluid normal stress. In this step, the structure
displacement, the velocity of the mesh displacement and the velocity of infinitesimal rotation of cross
sections remain unchanged.

The inclusion of shell inertia into the fluid subproblem guarantees energy balance at the time-
discrete level, thereby avoiding stability problems due to the so called added mass effect. Here we
emphasize that there is no added mass effect associated with the mesh since the fluid velocity does
not have the trace defined on the 1D set describing the mesh, and therefore it is enough to include
only the shell inertia into the fluid subproblem. The shell inertia is affected by the presence of the
mesh, accounted for in the structure subproblem.

Before we can apply the Lie splitting method to our problem, we first need to explain how to deal
with the difficulties associated with the motion of the fluid domain boundary. One difficulty is related
to the possible geometric degeneracy of the fluid domain boundary, and the other to the fact that at
every time step the fluid subproblem is defined on a different domain. The following two subsections
deal with these two issues.

6.2. Reparameterization of the fluid domain boundary as a subgraph. First, recall that the
lateral boundary of the fluid domain, which coincides with the fluid-structure interface, is given by:

I7(t) = {(z +n:(t,2,0), R+ e (L, 2,0),0 + 0o (t, 2,0)) : 2 € (0, L), 0 € (0,2m)}.

Due to the fact that the structure/shell is moving in all three spatial directions, see Assumption 1, the
fluid domain boundary may degenerate in such a way that it ceases to be a subgraph of a function.
To avoid such a degeneracy, we introduce the following:

Assumption 2. There exists a time T > 0 such that for every t < T,T"(t) remains a subgraph of a
function.

Under this assumption, the lateral boundary of the fluid domain can be reparameterized in such a
way that the radial displacement becomes the only unknown. This will be useful in explicitly writing
the Arbitrary Lagrangian-Eulerian (ALE) mapping, discussed in the next section. We remark that
this is not a necessary condition under which the result of this manuscript holds. Assumption 2
simplifies the proof as it is used in the explicit construction of the ALE mapping.

More precisely, introduce

n
(6.1) i(t, 2,0) = n:(t,2,6),
0=0+mns(t,z,0),
and define the reparameterized lateral boundary of the fluid domain to be
(6.2) I(t) = {(2, R+ 7(t, 2,0),0) : 2 € (0,L),0 € (0,2m)}.
It is easy to check that displacement 7 satisfies the following:
i(t, 2,0) = n, o (id. +n2,idg +me) "' (£, 2,0),

where id, and idy are projections of the identity to the second and third variable.
With this reparameterization the shell displacement is given by the function

(6.3) 1 =1er,

where e, = e,(0) = (0,cos0,sinf) is the unit vector in the radial direction. Notice that the repara-
meterization (6.2) is well-defined if for every ¢ the following mapping:

(6.4) g:(0,7) xw—R?%  g(t,2,0) = (2 +n:(t,2,0),0 + n(t, 2,0))

is an injection from w to R?. We will see later that this will, indeed, be true for our FSI problem as
a consequence of Assumption 3 on approximate structure displacements, introduced in Sec. 10.
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6.3. An Arbitrary Lagrangian-Eulerian (ALE) mapping. Since the fluid domain moves in time,
at each time step t, = nAt, n =0,..., N — 1, the fluid subproblem has to be solved on a different
fluid domain, defined by

(6.5) Q" = 9" (Q) == ¢ (nAt, Q).

This presents a significant difficulty when studying existence of solutions to this class of problems. One
way to deal with this difficulty is to map the current fluid domain onto a fixed, reference domain 2, and
work with the entire problem reformulated on €2, as was done in our earlier works, see e.g., [52, 53, 54].
This, however, introduces additional nonlinearities in the problem, especially in the definition of
differential operators such as divergence. Moreover, the mapped velocity is not divergence-free, but
rather it is divergence-free only in terms of the mapped, nonlinear gradient operator. Proving Korn’s
inequality for the transformed divergence operator is nontrivial, and obtaining a compactness result
for the transformed problem is even more complicated. Therefore, often times the problem needs to
be mapped back onto the physical domain to deal with those issues.

Another way to deal with the motion of the fluid domain is to adopt the strategy which has been
used in numerical ALE-based algorithms since the early 1980’s [32, 44], but never in existence proofs.
In this approach the fluid domain is updated at every time step, the problem is studied in the physical
domain, the gradient operator is the gradient operator in the physical space, and the time derivative
of fluid velocity is calculated using the ALE derivative, as shown below. Because the problem is posed
in the physical space, Korn’s inequality can be used in the standard way, and compactness arguments
are easier to construct. Thus, we introduce the following mapping:

AnJan : Qn+1 N Qn’ An+1,n — (bn() o ¢n+1(.)*17

which is explicitly written in terms of the location of the lateral boundary at times n and n + 1 as
follows:

(6.6) AL (Z 7 0) = <z

where (Z,7,6) denote the cylindrical coordinates in the reference domain QL This is a discrete
analogue of the mapping A" defined by:
AT() : Q= Q(E), AT(t) = 7, ) 0 ¢" ()7, Ve [0, "),

which can be explicitly written, using the reparameterization of the fluid domain boundary described
in the previous subsection, by the following explicit formula:

(6.7) A1) QS QR AT ()57, ) = (z mr é) ,

where (2, 7, é) denote the cylindrical coordinates in the discrete physical domain Q™+, Due to the fact
that we are working with the Navier-Stokes equations written in Cartesian coordinates, it is useful to
write an explicit form of the ALE mapping A" (t) in the Cartesian coordinates as well:

R+1ij(t,2,0) N R+ij(t,%,0)
7R+ﬁn+1(g7é) 7R+ﬁn+1(g7é) ’

AT()(z,2,y) = (z

Mapping A" (t) is a bijection, and its Jacobian S7 and the ALE domain velocity s7 are respectively
given by:
2

$7(0) = | der VAT()| = | L HESOL ]
(6.8) TE )
s — BtAﬁ(t) - Mfer.

R+, 0)
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We define the ALE derivative as the time derivative evaluated on the domain Q71! :
dpu|gni1t = Opu + (s - V)u.

Using the ALE mapping, we can rewrite the Navier-Stokes equations in the ALE formulation as
follows:

ou|gnir 4+ (u—s") - Vju=V-o.
Discrete versions of the Jacobian and the ALE domain velocity are given by:

R+i"(%,0)
R+ i 1(2,0)

2

ST = | det VAT =

)

~nt+l(z 0\ _ =n(z A
(6.9) gntin 1 (2,0) — 1 (z~,0)f
At(R+ 17" (2,0))

.

Composite functions with this ALE mapping will be denoted by

(6.10) " =u”o An-‘rl,n.

7. APPROXIMATE SOLUTIONS

We use the Backward Euler scheme to discretize the problem in time, and Lie splitting to separate
the fluid from a structure subproblem. Let At = T'/N be the time discretization parameter so that
the time interval (0,7) is subdivided into N subintervals of width At. For n =0,1,..., N — 1, define
the vector of unknown approximate solutions

X2 < g A i R ),
where ¢ = 1,2 denotes the solution of the structure and of the fluid subproblem, respectively.

We aim at performing the time discretization via Lie operator splitting in such a way that the
discrete version of the energy inequality (4.1) is preserved at every time step. We define the semi-
discrete versions of the kinetic and elastic energy, and of dissipation, by the following;:

BN = [ P ok [ R RR s )
" w

ng l; ) nE el )
(r1) bos Yo As [0 sy [ MR
i=1 0 =170

+ aS(WX,H/Z,W;QH/Z), i=1,2,
(7.2) Dt = ZAWF/ Duy™M? n=01,...,N—1.
Qn+1

Throughout the rest of this section, we fix the time step At, i.e. we keep N € N fixed, and study the
semi-discretized subproblems defined by the Lie splitting. To simplify notation, we omit the subscript
N and write (un+i/2’ nn,+i/2, vn+i/2’ dn—i—i/Q, Wn+i/2, kn+i/2, Zn+1/2), instead of

(ufltf+i/2, ,r]r]i;ri/27 VT]i[+i/2a drji;ri/27 WTJQH/27 krji;ri/27 Z7]<[+1/2).

7.1. The semi-discretized structure subproblem. In this step the fluid velocity u does not
change, so

un+1/2 —
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The structure variables (n"t1/2, v +1/2 qnt1/2 wnt1/2 gnt1/2 znt1/2) ¢ Wq are calculated as the
solution of the following problem, written in weak form:

vn+1/2 — " . i kn+1/2 _ kn
A . /2 4 A, i A S
,OKh/w 7 YR+ ak(n )+ ps E / A7 &
+ ng /l M Z?+1/2 _ Z? C +a (Wn+1/2 C) - 0
Ps ;:1 o 7 At i S ) — U,
n+1/2 _ n
n n _ n+1/2
7.3 —— YR = YR
(73) et LR
l; d?+1/2 _ d? l; 1)
G S = [T,
At 0 = 1a yNE,

0
li o nt1/2 n l;
W, — W,
i i _ n+1/2
N e
0 t 0

for all the test functions (1, €, ) € Vi, where the solution space is defined by:
ng
Ws = {(n,v,d,w,k,z) € Vi x H*(w) x Vg x HY(N) x H*(N):nom =d on H(O,li)}
i=1
Proposition 7.1. For each fized At > 0, the structure subproblem has a unique solution
(nn+1/2’ vn+1/2, dn+1/2’ Wn+1/2, kn+1/2’ zn+1/2) c WS~

Proof. Since the semi-discretized structure subproblem is a linear elliptic problem, the Lax—Milgram
lemma implies the existence of a unique solution. Details of the proof can be found in Proposition
6.1. in [13]. |

Proposition 7.2. For each fized At > 0, the structure subproblem (7.3) satisfies the following discrete
energy equality:

1/2
(7.4) ENT 4 prhl[VIY2 v 2 ey + arc (Y2 — gt 2 gty pg K2 k72
. + psllz"? =22, + as (w2 — wt w2 — W) = B
where
ng
k(12 =" Aillkill L2 (0.0, -
i=1
Proof. The proof is similar to the corresponding proof in [13]. |
7.2. The semi-discretized fluid subproblem. In this step the structure variables remain unchan-
ged:
ﬁnJrl — ,'-,;71+1/27 dn+1 — dn+1/2’ Wn+1 _ W”+1/2, kn+1 _ kn+1/2’ Zn+1 _ Zn+1/2-

Recall that 77" is the reparameterized structure displacement.
The fluid and shell velocities (u"*!, v**!) € Wr are updated by solving the semi-discretized fluid
subproblem in ALE formulation, defined on the just updated domain Q"*!, written in weak form:

n+1 _ " I
pF/Q . 7At v+ % A +1(V . S”Jrl’")(ﬁn ~’U)

PP (@ ) Dy (@ ) V]
2 Qn+1
(7.5) et iy
+ 20 D(u"*!): D(v) —|—pKh/ M SN
Qnt1 w At



20 SUNCICA CANIC, MARIJA GALIC, AND BORIS MUHA

where the weak solution space is defined by:

Wr ={(u,v) € Vi x L*(R;w) : (uo @™ )|r o =v on w},

with
VI?H ={uec H'(Q""):V-u=0,uxe, =0on Linjout}-
1 (n+1)At
The pressure terms are given by P , . = —— / Py jout(t) dt.
in/ou At AL

Proposition 7.3. For each fized At > 0, the fluid subproblem (7.5) has a unique solution (u"* v+l €
Wkp.

Proof. We rewrite the first equation in (7.5) as follows:

pl/ oo+ PF [((ﬁ" _ Sn+1,7L) . V)un—i-l LU — ((ﬁn _ Sn—i—l,n) . V)’U . un+1]
At Qn+1 2 Qn+1
h
+2up D(u"): D(v) + PR / vt R
Qnt1 At J,,

PF ~m PF n n\/an ,DKh n n n
:E/mﬂu ~v+7(v-s Loy (@ ~'U)+—At /wv “/2-1/:R+Pm/rmvz—Pout/F Uz,

out

and define the bilinear form associated with problem (7.5):

A
a((u,v), (0,9)) = pr /m+1 v+ 20 t/Wl (@ — 1) . T

— (@™ —s"*h") . V)v - u] + 2Atup D(u): D(v) + pKh/ v-YR.

Qn+1

We need to prove that this bilinear form a is coercive and continuous on Wx. To see that a is coercive,
we write

al(w,v), (u,v)) = pr /

Qn+1

uf + 2800 [ D@+ pch [ VPR
Qn+1 w
> ¢ ([l gnsny + ID@IZ2guin) + V132

> ¢ ([l qnss) + V1132 (i ) -
To prove continuity, we apply the generalized Holder’s inequality to obtain:
al(w,v), (v, 8)) < prllull g [0l 2@, + 2860p D) g2 0nn D) 2o
+ PVl 2R 1]l L2 (Riw) + PR ALVl L2(@rsr) [0l Lo @ntn) [[0]] Lo (@ne1)-

Using the continuous embedding of H! into L®, and the continuous embedding of LP into L9, for
q < p, we obtain:

a((u, V), (’U7 ¢)) S C (pFHu||H1(Qn+1) HU||H1(Qn+1) + 2AtuF||u||H1(m+1) ||U||H1(Qn+1)
+ prh|VlL2 (R 1] L2 (Riw) + PFAtHuHHl(mH)Hu||H1(Qn+1)||’U||H1(m+1)) .
This shows that a is continuous. The Lax-Milgram lemma now implies the existence of a unique
solution (u™*t, v *1) of problem (7.5). O
Proposition 7.4. For each fixred At > 0, the solution of problem (7.5) satisfies the following discrete
energy inequality:
- Bt 4 ol — (1= Ag a2 gy + prchlV = V2
: n n+1/2 n n

+ DR < BT CAN(PL) + (Pra)?),

n+1l,n

where An is a constant that will be specified in the proof.
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Proof. We begin by replacing the test function (v, ) by (u"*!,v"*1) in the weak formulation (7.5)
to obtain:

e [ w2 [ @@ o [ D) D)
Qn+1 Qn+1 Qn+1
h
oy R
w Tin Pout

After applying algebraic identity (a —b)-a = 2(|a|?+]a—b[> — |b|?) to take care of the terms involving
mixed products, and multiplying the resulting equation by 2At, we get:

o / w2 4+ pp / [u — &2 — pp / @2 + prAt / (V") (@ )
Qn+1 Qn+1 Qn+1 Qn+1

+4Atup D(u"™) : D(u") + pKh/ V"R + pKh/ vt —v"?R

Qn+1

n|2 _ n n+1 n n+1
_pKh/‘v ‘R_Pzn/ Uy _Pout/ Uy -
w Tin r

out

To get the desired energy inequality we add and subtract the term pp fm |u™|? on the left-hand side
of the equality, and convert one of those terms into an integral over the current domain Q2"*! by
recalling the ALE Jacobian S"T1" = | det VA" 17| to obtain:

PF/ |un|2 :pF/ Sn+1,n|ﬁn‘2.
Qn Qn+1

Furthermore, by using the formula for divergence in cylindrical coordinates V - f =

of. L 190(rfr) n

5 0z r O
10fe )
TR we calculate:
“n+l(z O\ _ sn(z A n+1l,n
(7.7) v.grtin — ol (50 Z0NE0) Ayt
At(R +7"T1(2,0)) At

where we used An™ 1" to denote the difference between the current and previous location of the lateral
it TG0 = i (5,6)
T REp(50)
By combining these manipulations, the fluid kinetic energy and numerical dissipation terms in the
energy equality can be rewritten in the following way:

/ |un+1|2 +/ |un+1 _ ﬁn|2 _ / |ﬁn|2 + At(V . S7L+1’”)(ﬁ” . un+1) :l:/ ‘un|2
Qn+1 Qn+1 Qn+1 Qn+l n
:/ |un+1|2+/ |un+1|2_/ 2un+1~ﬁn—|—/ Iﬁn|2_/ |ﬁ"|2

Qn+1 Qn+1 Qn+1 Qn+1 Qn+1

+/ 2Ann+1,nﬁn . un+1 +/ Sn+1’n|ﬁ"‘2 _/ ‘un|2
Qn+1 Qn+1 Qn

:/ |un+1|2_/ |un|2+/ |un+1‘2_/ 2(1_Ann+1,n)un+l.ﬁn+/ Sn+1,n

Qn+1 n Qn+1 Qn+1 Qn+1
:/ |un+1|2 _/ |un|2 _|_/ |un+1 _ (1 _ Ann+1,n)ﬁn|2 _/ |(1 _ Ann—&—l,n)ﬁn‘Q

Qn+1 Qn Qn+1 Qn+1

+ / S"+1’n|ﬁ"‘2,
£2n+1

The first two terms on the right-hand side correspond to the discrete kinetic energy at time t,11 and
ty, respectively, while the third term corresponds to numerical dissipation. By a simple calculation

boundary, normalized by the current lateral boundary location: An

ﬁn|2
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we obtain that S"+1" — (1 — Ap"t1m)2 = ( so the last two terms cancel out. After estimating the
pressure terms, we obtain the following energy inequality:

PF (||u"+1||2L2(szn+1) + ||‘1"Jrl -(1- A’?”“’")ﬁnﬂiz(mﬂ)) + QAWFHD(unﬂ)||%2(m+1)

+ PKhHVn+1 H2L2(R;w) + pch|vi - Vn+1/2||%2(R;w)

< prllu®|lzzgony + prchlV 2| Ga iy + CAL ((P)? + (Poie)?) -

Therefore, with the help of nonlinear advection and by adding and subtracting the term pg fm lu"|?
we were able to show that the fluid kinetic energy and the shell kinetic energy are both decreasing in
time, and satisfy an energy estimate, which additionally provides uniform boundedness of the viscous
fluid dissipation, and numerical dissipation captured by the terms pp[[u™ ™ — (1= A"t 1)@ |72 gy
and pgh|v*tt — vrtl/2)12,

Finally, recall that n"t! = **1/2 and w"*! = w”*1/2 in the fluid subproblem, so we can add
ag (n™t, ") and ag(w"t, wmt!) on the left-hand side, and ax ("2, n"*t'/2?) and ag(w"*+1/2,
w"1/2) on the right-hand side of the previous inequality. Furthermore, since k"*! = k"*1/2 and
2"t = 2"1/2 e add ||[k"H1|2 and [|z" |2, on the left-hand side, and [|[k"*'/2||2 and ||z"T1/2|2,
on the right-hand side, to obtain exactly the energy inequality (7.6).

O

8. UNIFORM ENERGY ESTIMATES

Based on the energy inequalities satisfied by the fluid and structure subproblems derived above, here
we show that sequences of approximations, defined by the time discretization via Lie operator splitting
and parameterized by N (which depends on At), are uniformly bounded with respect to At in energy
norm. This is the first step in our program to show that subsequences of those approximate solutions
converge to a weak solution of the coupled problem (3.16)-(3.20). The uniform energy estimates below
hold under the geometric assumptions that the lateral boundary of the fluid domain is a subgraph of
a function, and that the ALE mapping, defined in Sec. 6.3, is injective. More precisely, we have the
following result.

Theorem 8.1. (Uniform Energy Estimates) Let At > 0 and N = T/At. Furthermore, let

EK,H/Z,EX,H and D% be the kinetic energy and dissipation given by (7.1) and (7.2), respectively.

Suppose that (geometric assumptions):

(1) There exists a time T > 0 such that for every t < T the lateral boundary T (t) remains a
subgraph of a function;
(2) The function g defined in (6.4) is injective.

Then there exists a constant K > 0 independent of At (and N ) such that the following holds:

1) The Kinetic Energy Estimate: ErH2 <K,EPT'<Kv¥Yn=0,1,...,N —1;
N N
(2) The Fluid Viscous Dissipation Estimate: Zg;ol Dyt < K;
(8) The Numerical Dissipation Estimates:
N— n n ny\H[" n n n n
(@) Yoo (prlum™ — (1= Agtbmarn||? + prch([vit! — v 2|2 4 vnt1/2 —vrn|1?)) < K
(b) Snsg ps (I =% [2 + [z = 2"|[2,) < K
(4) The Elastic Energy Estimates:
N-— n n n n
(a) Yop o ax(n"™t =g "t =) < K;
(b) Zf;ol aS(Wn-i-l _ Wn7wn+1 _ Wn) < K.
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Proof. We begin by adding the energy estimates (7.4) and (7.6) to obtain:
BN 4 pich vt =P ag (" =t )
+ps k"2 K2+ ps 2T 27
+ aS(Wn+1/2 _ W",W”+1/2 _ Wn) + E]TGJFI 4 pFllun—i-l _ (1 _ Ann+1,n>ﬁ71,||2
+ DR oV =P < B BT CAH(PR) + (Pre)?).
By taking the sum from n =0 to n = N — 1 on both sides we get:

N-1 N—-1
Y+ Y0 D+ Y (prllw - (1 A tmat 4 pieh v
n=0 n=0

+ o h|[V*TE =V 4 ps KTV — KOG 4 ps |22 -2t

+ aK(nn+1/2 . nn7nn+1/2 _ nn) + aS(Wn+1/2 . wn’wn+1/2 . wn))
N-1
< Ey+ CAt Z ((PR)? + (Phs)?) -
n=0
The term involving the inlet and outlet pressure data can be easily estimated by recalling that on each

subinterval (t,,t,41) the pressure data is approximated by a constant, which is equal to the average
value of the pressure over that time interval. Therefore, after using Holder’s inequality, we have:

N-1 , N-l /0 p(nt1)Ar 2 NZ1/ o p(n)ae 2
ALY (PR =AY (At/, Py (t) dt) =5 > (/n Pin(t) dt)

n=0 n=0 1At n=0 At
1 N-1 (n+1)At ) (n+1)At 9

By using this pressure estimate to bound the right-hand side in the above energy estimate, we have
obtained all the statements of the Theorem, with the constant K given by K = Eo+C'| Py jout H%Z(O )-

9. WEAK CONVERGENCE OF APPROXIMATE SOLUTIONS

The time discretization via Lie operator splitting defines a set of discrete approximations in time,
which we now use to define a sequence of approximate functions on (0,7"). Indeed, we define approx-
imate solutions to be the piecewise constant functions on each subinterval ((n — 1)At, nAt] such
that forn=1,2,... N:

n—1/2

(9.1) uN(t7') =uy, TIN(t,') =Ny, ﬁN(t7') :ﬁrlihVN(tW) =V, V;‘V(tf) =VN ’
dy(t,-) =d¥ wi(t, ") =wh, kn(t,-) = k%, zn(t,-) = 2%, Vt € (n — 1)At, nAt].
Notice that we used v (¢,-) = Vz_l/ % to denote the approximate shell velocity functions determined

by the structure subproblem, and vy (t,-) = v}, to denote the approximate shell velocity functions
determined by the fluid subproblem. The staggered use of the no-slip condition in the Lie operator
splitting strategy implies that these are not necessarily the same. However, later we will show that
v — vivllz2(riw) — 0 as N — oo, and that they both converge to the structure velocity solution of
the coupled FSI problem.

Using Theorem 8.1 we now show that these sequences are uniformly bounded in the appropriate
solution spaces. For this purpose we introduce the maximal fluid domain €2j,, which is a a cylinder
of radius R4z, and is such that it contains all the fluid domains Q" and, more generally, Q7(t) C
O, YVt € [0,T]. The existence of such a maximal domain follows directly from Theorem 8.1.
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We will be working with the velocity functions extended from Q™ to €5, by a constant, which is
equal to the trace of the fluid velocity on the lateral boundary I'(t). More precisely, we define the
fluid velocity on Qs by:

n s A u? (2, r,0) (%,7,0) in Q"
92 n 9 — N by ) » I Y 9

2 wE o) { wy(Z R +7",0), (27.0) in Qu\ Q"

For each subdivision N of the time interval (0,7"), this defines the function an(t,-) = af,Vt €
((n — 1)At, nAt], defined on (0,T) x Q.

Proposition 9.1. The sequence (Un)nen is uniformly bounded in L>(0,T; L*(Qar)).

Proof. From the definition of the extended sequence ty we have:

N N
||1~1N(t)”2L2(QM) = Z HﬁNH%%QM) = Z (Hu?\f”i?(Q") + [lun (2, R+ ﬁJT\L/‘vo)”QL?(QM\Q"))

n=1 n=1
N
=3 (I 132 my + VR 2 )+

n=1
where C' = Rpar — (R+17%) is the positive constant. By using Theorem 8.1 (Statement 1), we obtain
the desired result. O

Proposition 9.2. The sequence (ny)nen is uniformly bounded in L™ (0,T; Vi) and the sequence
(Wn)Nen is uniformly bounded in L°°(0,T; HY(N)).

Proof. The first statement of Theorem 8.1 states that E}\I,*l < K,Vn=0,...,N — 1, which implies

Inn (D 20y < ax(n(t),ny () < K, ¥t [0,T).
Therefore,
Ml 0,1vi) < K.
The boundedness of the sequence (wx)yen also follows from the first statement of Theorem 8.1.
Namely, we have
w720 < Wn(@)]7, < K,
105w (B)|7200) < as(wn(t), wn () < K,

which implies the desired bound. O

Notice that from the uniform energy estimates we do not get any bounds on the sequence (dy) yen-
However, using the condition of inextensibility and unshearability, together with the regularity of wy,
we can easily prove the following result on the boundedness of the sequence (dy)nen-

Corollary 9.3. The sequence (dy)nen is uniformly bounded in L (0, T; H(N)).

The following uniform bounds for the shell and mesh approximate velocities are a direct consequence
of Theorem 8.1.

Proposition 9.4. The following statements hold:
(i) (VvN)nen is uniformly bounded in L>(0,T; L?(R;w)),
(Vi) Nen is uniformly bounded in L>(0,T; L*(R;w)),
(ii) (kn)nen is uniformly bounded in L>(0,T; L2(N)),
(zn)Nen is uniformly bounded in L>(0,T; L*(N)).

To pass to the limit in the weak formulations associated with approximate solutions, we need
additional regularity in time of the sequences (ny)nen, (dy)ven and (Wx)ven. For this purpose, we
introduce a slightly different set of approximate functions. Namely, for each fixed At, define 5, dn
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and Wy to be continuous, linear functions on each subinterval [(n — 1)At,nAt], n=1,..., N, and
such that

ﬁN (nAt7 ) =1MnN (nAtv ')a VN(TLAﬁ) ) = VN ('flAt, ')a
(93) HN(TLAt, ) = dN(nAt, ~),WN(nAt, ) = WN(TLAIf7 ~),

kn(nAt, ) = kn(nAt, ), zn(nAt, ) = zn(nAt, ).

We now observe:

n—1 n—1/2 n—1
— N — M n -n n—1/2
Omn(t) = At N_— N A7 N =vi 7% te((n—1)At,nAt.
Since v} is a piecewise constant function, as defined before via vi (¢,-) = qu/z’ for t € ((n —
1)At, nAt], we see that
(9.4) Oy = v a.e. on (0,7).

From (9.4), and from the uniform boundedness of EX,‘H/ 2 provided by Theorem 8.1, we obtain the uni-

form boundedness of () nen in W12°(0,T; L?(R;w)). Now, since sequences (7 )ven and (ny)nen
have the same limit (distributional limit is unique), we get that the weak® limit of i is, in fact, in
Whee(0,T; L*(R;w)).

Using analogous arguments, one also obtains that the weak* limits of (dy)nyen and (Wy)nen
are in W1>°(0,T; L?(N)). This is because the corresponding velocity approximations are uniformly
bounded in the corresponding norms, as stated in Statement 3(b) of Theorem 8.1.

From the uniform boundedness of approximate sequences we can now conclude that for each ap-
proximate sequence there exists a weakly- or a weakly*-convergent subsequence (depending on the
function space). With a slight abuse of notation, we use the same notation to denote the convergent
subsequences. More precisely, the following result holds:

Lemma 9.5. There exist subsequences (Un)nen, (My)NeN, (VN)NeN, (Vi) NeN,
(dN)NGNa (WN)NGNa (kN)NGN; (ZN)NGN, and the functions ue LOO(O, T; Lz(QM)),

ne L®(0,T; Vi) N Wh(0,T; L2(R;w)),d, w € L®(0,T; H'(N)) N Wh(0, T; L2(\)),
v,v* € L>(0,T; L*(R;w)), and k,z € L>(0,T; L*(N)), such that
iy — @ weakly* in L>=(0,T; L*(Q)),
ny — n weakly* in L*°(0,T; Vi),
Ny — N weakly* in WH*°(0,T; L*(R;w)),
dy — d weakly* in L>=(0,T; H*(N)),
dy — d weakly* in Wh*°(0,T; L*(N)),
wy — w weakly* in L°>(0,T; H*(N)),
wn — w weakly* in W (0, T; L*(N)),
vy — v weakly* in L°°(0,T; L*(R;w
Vi — v* weakly* in L>=(0,T; L*(R;w
ky — k weakly* in L>(0,T; L*(N)),
zn — z weakly* in L>(0,T; L*(N)).

)
))7

Furthermore,
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Proof. We only need to show that v = v*. To show this, we use the definition of approximate sequences
as step functions in ¢ and Statement 3 of Theorem 8.1 to obtain:

T N-—-1 trn41 172
1 n
||VN - V7V||%2(07T;L2(R;w)) = / ||VN - V7V||2L2(R;w) dt = E /t ||VR]+ — VN ||%2(R;w) dt
n=0 n

= Z Vit = v 20 ) A < KA.

By letting At — 0, we get that v = v*. ]

10. STRONG CONVERGENCE OF APPROXIMATE SEQUENCES

To show that the limits obtained in the previous section satisfy the weak form of the coupled FSI
problem (3.16)-(3.20), we need to show that sequences of approximate functions converge strongly in
the appropriate function spaces.

10.1. Strong convergence of shell displacements. We first show that ny — n in L>(0,T; C'(w)).
For this purpose, we start by investigating the convergence of (77 )nen. Recall that from Lemma 9.5
we have

(M) Nen is bounded in L>(0,T; Vi) N WH>(0,T; L*(R;w)).
Convergence of (7 ) ven then follows from the classical Aubin-Lions compactness result, stated below
for completeness:

Lemma 10.1 (Aubin-Lions). Let Xo, X and X1 be three Banach spaces with Xg C X C X;. Suppose
that Xo is compactly embedded in X, and that X is continuously embedded in X,. For 1 < p,q < oo,
let W ={ue LP([0,T]; Xo) : Opu € LI([0,T); X1)}.

(1) If p < o0, then the embedding of W into LP([0,T]; X) is compact.

(2) If p= o0, and q > 1, then the embedding of W into C([0,T]; X) is compact.

Indeed, by taking Xo = HZ, X = H*, 0 < a < 2, X; = L?, p,q = 0o, we obtain convergence of fjy
in L>°(0,T; H*(w)), 0 < s < 2. Because sequences (M5 )nven and (1y)nen have the same limit, we
obtain the following result:

Proposition 10.2. fjy — n in L>(0,T; H*(w)), for 0 < s < 2.
We can now prove the following result on strong convergence of structure displacements.
Proposition 10.3. ny — n in L>=(0,T;C(w)).

Proof. First, we prove that ny — 1 in L*>(0,T; H*(w)), for 0 < s < 2. That result follows from the
continuity in time of n, and from the fact that 7, — n in C([0,T]; H*(w)), for 0 < s < 2. Namely,
we write
Inn(#) =)l a: @) = [ny(#) = n(nAL) + n(nAt) — ()| g )
(nAt) — n(nAt) +n(nAt) = n(t)| ms(w)
< [y (nA) = n(nAt)|| e ) + In(ndt) = nt)| s w)
(nAt) = n(nAb)[| s w) + [n(nAL) = ()| o w)

= [lny(nAt

= [N (nAt
< €.

Here, we used the fact that for ¢ € ((n—1)At, nAt] the following holds: 7y (nAt) = ny(nAt) = nx(t).
The proof follows by observing that for s > 1 we have H*(w) — C(@). O

The spatial regularity of the sequence (n,)nen obtained in the previous proposition will not be
sufficient to pass to the limit. Since we are working in 3D, the result above does not guarantee the
uniform Lipschitz property of the structure displacements, which is used at several places to obtain



ANALYSIS OF A 3D NONLINEAR, MOVING BOUNDARY PROBLEM DESCRIBING FLUID-MESH-SHELL INTERACTIQ2Y

the final existence result. This is why we need to make an additional assumption, related to the
bi-Lipschitz property of structure displacements:

Assumption 3 (Regularity of approximate structure displacements). There exists a constant C > 0,
independent of N, such that the structure displacements (ny)Nnen satisfy:

(10.1) Iy lleqoriwrew) < C.

Remark. This assumption is not necessary for structures with higher reqularity, such as those studied
in [9] and [58]. For FSI problems in 3D, the Koiter shell allowing both tangential and transverse
displacements is just short of the H*T¢ regularity, necessary for the uniform Lipschitz property.

The assumption above implies that (ny)nyen is a sequence of uniformly Lipschitz functions. In
particular, we have that |[ny|lwi.~w) < C. By applying the same procedure as in the proof of
Theorem 5.5-1 from [23], we can prove that the mappings id 4+ 1, are injective. This implies the
injectivity of function g defined in (6.4) and ensures that the reparameterizations 7} 5 are well defined.
Therefore, we now have that the sequence id + 1, is a sequence of injective, uniformly Lipschitz
functions. Furthermore, from ||ny|lw1. ) < C, we have that the gradient of id + 1, is bounded
from below, which implies that the gradient of (id+n,)~" is bounded from above, i.e. (id+mny)~! is
a sequence of uniformly Lipschitz functions. Finally, we have that the sequence id 4+ 1 is a sequence
of uniformly bi-Lipschitz functions.

Using the previous conclusions and the definition of the reparameterized shell displacement, we can
easily prove the following proposition:

Proposition 10.4. The sequence (My)nen 8 a sequence of uniformly bi-Lipschitz functions, i.e.
sequences (fy) and (7y") are bounded in C([0, T]; WH (w)).

10.2. Convergence of the gradients. In order to be able to pass to the limit in the weak formulation
of the fluid-mesh-shell interaction problem, we need to show that the sequence of the gradients of fluid
velocities converges weakly to the gradient of the limiting velocity. From Theorem 8.1, we know that
the symmetrized gradients are uniformly bounded in the following way:

Z / w2AL < K.
Qn+1

To show that the gradients of approximate sequences are uniformly bounded, we will use the classical
Korn’s inequality. However, since the Korn’s constant depends on the fluid domain, to obtain the
desired uniform estimate, we will use the uniform bi-Lipschitz property from Proposition 10.4 to
obtain the uniform boundedness of the gradients. This implies weak convergence of the gradients, for
which we then show converge to the gradient of the limiting velocity.

We start by introducing the following characteristic functions, which are defined on the maximal
domain Qp;:

1, te (nAt, (n+1)At], x € QL

0, otherwise,

(10.2) Xn(tx) = {

1, te(0,T], x € Q(t),
X(t3) = (071, x €m0
0, otherwise.

Here, 77 is the weak* limit of 7, in L>°(0,T; W1 (w)). Next, we show that xyViy are uniformly
bounded:
N-1

T
/0 Ixn Vw1720, = Z Va7 (gniny AL < C(Q™H) Z D)7 2 (ni1) At

n=0 n=0
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where C(Q"*!) is a constant from Korn’s inequality, which depends on Q"+, n = 0,...,N — 1.
Since the approximate reparameterized shell displacements are uniformly bi-Lipschitz functions, from
Lemma 1 in [60] we obtain the existence of a universal Korn’s constant D such that
cEOQ*™ <D, ,n=0,...,N—1.

Finally,

T N-1

| oVinla,) < D Y DR agnen At < D
n=0
which implies that the sequence (xnViin)nen is uniformly bounded in L2(0,T; L2(2,s)). Therefore,
there exists a subsequence, which we denote the same way, and a function G € L?(0,T; L?(,s)) such
that
xnViiy — G weakly in L2(0,T; L*(Quy)),

i.e.

T T
lim / / XNVﬁN-'U:/ G-v, YveCX((0,T)x Q).
0 Q]u 0 QM

N—o00
We want to show that G equals xVii. In order to do that, we first consider the set Qys \ Q7(¢) and
show that G = 0 there. Then, we consider the set Q7(¢) and show that G = Vu there.

Let vy be a test function such that suppwv; C (0,7) x (a7 \ Q7(2)). Using the uniform convergence
of the sequence 7], we can find an N such that yn(x) = x(x) = 0, N > Ny, x € supp v;. Therefore,

we have
T T
/ G~'l)1 = lim / / XNVﬁN V1 =0.
0 Qnr N—oo Jg Qnr

Thus, G = 0 on (0,7) x (Qar \ Q7(2)).
Let vy be a test function such that supp vy C (0,7) x Q7(¢). Using the uniform convergence of the
sequence 7], we can find an Ny such that xy(x) = x(x) = 1, N > Na,x € suppvs. Therefore, we

have
T T T
/ G vy = lim / / XNVﬁN~1)2:/ / Vu - vs.
0 Qnmr N—o0 0 Qnmr 0 Qf’(t)

Thus, G = Vu on (0,T) x Q7(t). This shows that
(10.3) xnViy — xVa in  L*(0,T;L*(Q)),
which proves the weak convergence of the gradients of iy to the gradient of the limiting function u.

10.3. Strong convergence of the fluid and structure velocities. One of the main accom-
plishments of this work is the ability to show strong convergence of the fluid and structure velocities
to the weak solution of the coupled, nonlinear FSI problem. Crucial for proving this result is a re-
cently published generalization of the Aubin-Lions-Simon compactness lemma to problems on moving
domains [57]. For completeness, we state this result, and show that the assumptions of the theorem
hold true for our FSI problem, thereby implying the strong convergence of the fluid and structure
velocities.

Theorem 10.5 ([57]). Let V and H be Hilbert spaces such that V. CC H. Suppose that {un} C
L2(0,T; H) is a sequence such that uy(t,-) = u%(-) on (n—1)At,nAt], n =1,...,N with NAt =T.
Let V¥ and Q7 be Hilbert spaces such that (V3iy, Q%) — V x V, where the embeddings are uniformly
continuous with respect to N and n, and V§j CC @H — (Q%). Letuy, e Vi, n=1,...,N. If the
following is true:
(A) There exists a universal constant C > 0 such that for every N
N 2

(A1) 3 ey luy V;;At <C,

(A2) |lunllpe=(o,r5m) < C,

(A3) |[Tarun —unllz2(ae,mim) < CAL,

where Taruy (t,-) = un(t — At,-) denotes the time-shift.
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(B) There exists a universal constant C > 0 such that

n+1 u?V+l _ unN n
1PN =5 oy < ClluaRllvg +1), n=0,...,N — 1,

where P]'\’,Jr1 is the orthogonal projector onto QT]{,H
C) The function spaces Q% and V¥ depend smoothly on time in the following sense:
N N
(C1) For every N € N, and for everyl € {1,...,N} and n € {1,...,N — 1}, there exists a

space Qﬁ,’l C V and the operators J}w)n : Q;ﬁ,’l — Qﬁ'i, 1 =20,...,1, such that for every
qeQy
(10.4) Wicimalgre < Cllallgne i€ {0.....13,
and
(105)  ((47ha— Ty ) < OBl gyl e, G {0, 11},
(10.6) 1k 1na — allzr < CVIALdllgni, i€ {0, 13,

where C' > 0 is independent of N,n and l.
C2) Let VI¥' = Q™' . There exist the functions I sVttt syl i =0,...,1, and a
N N Nin * VN N
universal constant C' > 0 such that for every v € VJ(}“

(107) ||I§V,l,nv| VII;’Z é C”V”VX}/‘Hv 1 S {Oa"'vl}a

(10.8) 1T = Vllar < gUAD)VIlypes, i€ {0, 1)

where g : RT — R is a universal, monotonically increasing function such that g(h) — 0
as h — 0.

(C3) Uniform Ehrling property. For every 6 > 0 there exists a constant C(0) > 0 independent
of N,l and n such that

(10.9) [vlz < dlv]

V;VL’Z + C(é)HVH(QXEZ)/;
then {un} is relatively compact in L*(0,T; H).

Assumptions (A) and (B) correspond to the classical assumptions of the Aubin-Lions compactness
lemma. Assumptions (C) are new in the sense that they apply to problems on moving domains,
as they describe the smooth dependence of the fluid domains on time, needed for the compactness
argument.

To apply Theorem 10.5 we start by defining the overarching functions spaces V and H from the
theorem, which must be such that V CcC H:

V= H*(Qu) x H°(w) x L*(N) x L*(N),
H = L%Qy) x L2 (w) x H5(N) x H-5(N),

where we recall that 2, is the maximal fluid domain containing all the time-dependent fluid domains.

0<s<1/2,

Remark. We assume that all the functions defined on the time-dependent fluid domains are extended
by 0 to Q.

Furthermore, we define the Hilbert spaces V¥ and Q% such that (V{, Q%) — V x V, where the
embeddings are uniformly continuous with respect to N and n, and V}j CC @H — (Q%)":

(10.10) Vi ={(u,v,k,z) € V& x H/?(w) x L*(N) x L}(N) : (uo ¢")|ro @ = v},

(10.11) Q= {(v,¥,&,¢) € (VENH(Q") x Vg x Vg x Vg : (Vo d™)|[rop =, pom=¢E}

These correspond to the approximation solution and test spaces, respectively.
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Remark. Notice that the test space (10.11) is slightly stronger than necessary for the weak formula-
tion, since it is intersected with H°. This simplifies certain estimates, presented below, and it does

not change the final result, since the stronger test space is dense in the natural test space of weak
solutions.

The weak formulation of the coupled, semi-discretized problem, obtained by adding the weak
formulation for the semi-discretized structure subproblem (7.3), and the weak formulation for the
semi-discretized fluid subproblem (7.5), reads:

n+1 _ u'n,

_— pl CQntLnyran
PE /Qn+1 At vt QM(V st (@ - v)
+5 (@ =" D)u™* o — (@ = 8" V) ]

2 Jan+
n+1 vl yn it
(10.12) +2ur D) : D(v) + pxh T'¢R+GK(77 )
Qn+1 " t

i n+1 n

A, R S Sl AT A Al P n+1
+PSZ &i+ps)y i Gtas(wt Q)
i=1"0

At
:Pﬁl/

Theorem 10.6. Let {(un,vn,ky,2n)} be a sequence of approximate solutions defined by piecewise
constant extensions (9.1) of approximate solutions satisfying the weak formulation (10.12) and uniform
energy estimates from Theorem 8.1. Then {(uy,vy,kn,zn)} is relatively compact in L*(0,T; H).

m/ o V0,9,6,0) € Q.

Tin Tout

Notation. Without loss of generality, to simplify notation, throughout the rest of this section we will
be assuming that all the physical constants are equal 1.

Proof. We show that (A)-(C) from Theorem 10.5 are satisfied.

Property A. We need to show that there exists a universal constant C' > 0 such that for every N,
the estimates (A1)-(A3) hold.

(A1) The L?(0,T; V%) estimate:

N N
Sl v K 28I A = S (s gy + VR ey + I + 12820 ) A

n=1 n=1
The approximate fluid and mesh velocities are uniformly bounded due to the energy estimates from
Statement 1 of Theorem 8.1. For the shell velocity, by the trace theorem, we have
(10.13) VRN 2 < CIR 2 gy
and the right-hand side is again bounded due to the uniform energy estimates provided by Theorem 8.1.

(A2) The L>(0,T; H) estimate:

l(un, v, kN, ZN) Lo (0,73 0)
= |lun o0, 1322 (nr)) + VNI Lo 0,7502(w)) + KN Lo (0,782 (n)) F 12N ] Loo (0,755 -2 (A7)

= max (e + IVl + Ik Lo + 2l on)

,,,,,

< max (HUNHLz(m) + IV ll2 ) + KN L2y + ||ZNHL2(N))

The uniform bounds of the right-hand side follow from Statement 1 of Theorem 8.1.

This completes the proof of Property A, since condition (A3) follows from Property B, as proved
in Theorem 3.2. in [57].
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Dy
— B e T e s n+1
T T e R, S ‘21

F1GURE 4. The 2D fluid domains at time steps t,, and t,1

Property B. We need to obtain a uniform bound of the time derivative in the following weak norm:

n+1 n+1 n+1 n+1 n
HPnH(uN Vv KNz — (uR Vi Ky 2h) H

At

/ o [ v y

= sup —_—= v —_

|0 &0l g =1 [Samsr AL w At
kn-‘rl

: Zy )i — (2R)i
P3[R gy 5 [ SR
We start by adding and subtracting the function 4%, which is defined in (6.10):
ubtl —u £ an ntl _
/ N N N oyt / VN Vi o
Qn+1 At w At

+Z/k"+1§+z/ u.ci

ubtt —an vl —yn
NN N N, -
Qnit At w At

ng n+1 n ”+1 _ Z" .
+Z/O (k )z sz £+Z/ N)z.ci

i=1

<

N
gnin At

We rewrite the first term by using the weak formulation (10.12) to obtain the following estimate:
Qntt At w At

kn+1 ng n+1 Zn ) )
+z/?———f5+z/———4u@

n+1/2 n ~ n
< GV [ e [0l e + Col| Va6 [ 2 [[|v]| o + Cs [V |22 Vol 2
+ Calmllmzllbll 2 + Csl|0sw| 121105 2 + Col|v]
< Oy v R K D e + Dll(v, 9, €, [l gns

To estimate the second term, we first notice that function @’ is 0 outside domain 2", while function
u}; is 0 outside domain Q". See Fig. 4 for an example of the mutual position of domains 2" and
Q. To simplify the estimate we introduce 4 = Q"1 N Q" By = Q"T1\Q" and By = Q" \ Q"+,
and estimate the integrals over A, By and Bj separately.
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First we start with the integral over A, i.e. over the area of the intersection of two consecutive domains
Q" and Q1 :

/ (ufy 0 AL —ul) v
A

/A (u” (z, mr, 0) —ui(z,r, 0)> ~v(z,r,0) dzdrdf

By using the mean value theorem and Holder’s inequality we get:

[ (@ =) v

< O Vuy - (7% — i erl Ly 1ol L )

n+1/2 n
< CAt|Vuylza)lvy / 2y llvllea) < Cllui g ayllvll a5 a)
< C|(uly, viv, ks zn)llve [ (v, 9, €, Ollgr, -

Notice how the higher regularity of the test space Q%;, commented in the Remark just below the
definition of Q% in (10.11), provided the upper bound for the L*>-norm of the test function v.
To estimate the integral over B;, we use the fact that u}; = 0 on B; to obtain:

/ (@ - uly) - v
By

= / ay(z,r,0) - -v(z,r0) dzdrdd
By

Rijptt
= / / ay(z,r,0) - -v(z,r0) dr | dzdd
w \J R+

R+~1L+1
< /max (z,7,0) - v(z,r, 9))/ drdzdf
R,

< C/ 18wl (2, -, 0) || 12 0] poe | AtV 12 dzdb

< CAt|VuR|[r2[|v] =
SC”(uanvrji’a T]{],Z%)HV&IH(U,'lﬁ,ﬁ,C)HQ%

The integral over By can be estimated in the same way as the integral over B; by using the fact
that @ = 0 on Bsy. These estimates, together with the estimate obtained from the weak formulation,
complete the proof of Property B, i.e. we have

n+1 n+1 n+1l _n+l1 n n n n
HPn+1 uy KN ENT) — (quvakNaZN)H

At C(H(u%vvvakrli/'vngv)”vﬁ +1)

@yty

Property C. This property investigates smooth dependence of the test and solution spaces on time,
namely, on the change of the fluid domain. Property C relies on being able to construct a “common”
test space, and a “common” solution space for all the time-shifts by iAt, with ¢ = 0,...,l, which
are “close” in the relevant topologies to the original test and solutions spaces for these time-shift,
as described by properties (C1)-(C3). The common functions spaces are based on the existence of a
“local” maximal domain Q™! which contains all the fluid domains Q"+, i =0,...,1:

(10.14) Q™ = {(2,7,0) : 2 € (0,L),r < R+1jy'(2,0),0 € (0,2m)},

where ﬁz’l(z, 0) =  max iint (2, 0), mollified if necessary to get the smooth functions. The existence of

I 7

the local maximal domains is guaranteed by the uniform energy estimates, presented in Theorem 8.1.

Property C1l. A common test space is then defined in the following way:
(10.15) QN = {(v,4,&,¢) € (Ve(Q™) NH> (™)) x Vic x Vo x Ve : (o @")|[rop =, gpom = £}
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For each (v,%,&,¢) € Q;ﬁ;l, we define J}ml,n as the restriction:

TN 1n(0,9,€,€) = (Vlgnts, V]pnsi 0 @, (Vlpnsi 0 @)y, €),

and set

(1016) (Uiv 17[)ia gia CZ) = (U|Q”+i7U|F”+i °, (U|F"+i o ‘«P)|,/\/’, C)

The mappings J}'\,_’l’n satisfy all the properties from Theorem 10.5. Indeed, property (10.4) follows
directly from the definition of J4;; . To verify property (10.5), we need to calculate

(10.17) (7 04, €.0) = T (0,4, €.0). (i TV LG L g

We estimate each term separately. The first term is estimated similar to Property B:

) . . 1
/ (,U]-l—l _ ’U]) . uT;{[+J+1 n+j+
Qum

= / Uy
Qnti+tl AQn+i

Repntatt '
= / / v(z,1,0) ~u§{,+3+1(z,7“, 0) dr | dzdf
Ryt

Rt

< /max(’u(z,r, 0) - uyt (2, 9))/ drdzdf

R+ ~n+j

: O/ 0]l |9y 74 (2, 0) | 2 | AtV T2 12 ddf

1/2
< Ol = | Vup |2 | AtV

1 j+1 i+1 i1
= CAt||(U’¢’£’C)||Q"’||( uiy "t erﬂJr aerﬁ 7Z%+j+ )Hv]gﬁﬂ.
Before estimating the second term, we note that
Y = vl o= (o "o,

Then, by using the mean value theorem, we get

(,lpj-‘rl _ ¢J) . vz‘f‘j-‘rl
w

: / (7 =) VR <l = e VR 2w

= (w(¢" () = w(@" T O))Ir o ellrz ) IV 2w

< va||L°°(Q"v’)||(¢n+j+l - ¢n+J)\F © 90|‘L2(w)||v71if+j+1”L2(w)

(10.18)

Recall that d)ih‘ o ¢ =id + ny, so we can further estimate the right-hand side to obtain
(10.19)
i+1 j +j+1
(7" =) v

< HV'UHLOC(QM ||77nJriLl n—HHL?(w ||Vn+j+1||L2(w)

+j+1/2 +j+1
= V0| oo @ty AV 2 2 o IV ] 22 0

< CAL|(v,9,&, Ol gty v 3 [

What is left is to take care of the term Z/ (5?“ -&l)- k?ﬂﬂ . Recall that
n=1"0

¢ = (Wlpnri o @) v = |v =1 o
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Thus

neg li
j j n+j+1 j j n+j+1
> /0 € — &) KT <€ = e on KN e
n=1
= (@ =) v ll2on KN 2oy < Cll ™ = 97 (|2 IKN T 22 )
< C’AtH(v,'z,b,ﬁ, C)HQ?\;’ H(u%+]+1avxf+j+la k%+]+1a ZTIt/JrJJrl)HVIG*j*la

where in the last inequality we used the fact that |1/ — 47| L?(w) is bounded, which follows from
(10.18) and (10.19). At last, we have to check that property (10.6) is valid, i.e.

175,10 (0,9, 6.€) = (0,9, €, Ol < CVIAL (0,9, €, )l -

It is clear that JJ"\,J’”(U, ¥, &, ¢) and (v,, &, ¢) differ only in the region ™!\ Q"+ so the H-norm of
the difference between the two functions can be bounded by the Q;i,’l—norm of (v,1,&,¢) and the H!-

norm of the difference ﬁxl —ﬁ'f\,ﬂ', 1=0,...,l. Since ﬁx,’l is the maximum of the finitely many functions
fqxti=0,...,1 we calculate the H'-norm of the difference A% * — 7', by using the interpolation
inequality:

175 (" + 1AE) = 7 ()| 122 ()
(10.20) < Ol (E" + iM8) — Ty ()52, [ (17 + A8) — g () [
< C(AH™, where 0 < a < 1,

with a =1 /2, where we have used the uniform energy estimates, and the fact that the upper bound
on [N — A% |1 () only depends on the width of the time interval, which is IAt, to get:

|75 — 33 i) < CVIAEL, i =1,...,1.
This completes the verification of Property C1.

Property C2. We define a common solution space Vﬁ’l to be the closure of Q%’l inV (fors=1/2):
Vil = {(u,v,k,z) € H/2(QMY) x HY?(w) x L*(N) x L*(N) :

(10.21)
V-u=0,((uo@d")|rop—v) n=0}

To construct the mappings I;V,l,n : Vﬁ“ — Vﬁ’l possessing the approximation properties (10.7) and
(10.8), we will need to be able to extend the functions u}; € Vj to a divergence-free function defined
on the maximal domain §2,;. This can be done by using the following nontrivial result:

Lemma 10.7. Let u € V7. Then there exists a divergence-free function u € V' such that U = u

and

(10.22) [allv < Cllallvy,

where C' is independent of N and n.

Proof. To construct a divergence-free extension onto €25 of the fluid velocity u € Vg defined on
Q" we take the following approach. First we “straighten” the moving boundary by mapping the
moving domain Q" onto the fixed, reference domain  using the mapping ¢", which is the mapping
defined in (6.5) via (3.1) (@™ is an injective, orientation preserving mapping which maps 2 onto Q",
@" () = Q™). Once we have a straight boundary, we can easily extend the velocity to some maximal
domain Q) [1]. Because of the uniform Lipschitz property of our approximate moving domains, and
thus ¢", we can construct such an extension so that the H' norm is “preserved”. However, since
we are interested in working with velocity extensions in the physical space, we map everything back
onto the physical space in the following way: we use (¢")~! to map back the part that came from
Q" (thereby obtaining the original u there), but, to map to the physical domain the extension from

Q to Qy, we use a mapping (¢ )~!, which is defined to be an extension of (¢")~ onto Qy; \ Q.
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Because of the uniform bi-Lipschitz property of the approximate domains, the extension (¢")~! can
be constructed in the physical space so that it also preserves the H' norm of the velocity. Namely,
the final, resulting extension mapping is uniformly continuous in N and n, which is what we wanted.
Unfortunately, the extension defined this way is not necessarily divergence-free. For this reason we
must construct a “correction” giving rise to an extension that is divergence-free. The construction
and existence of such an extension rests on Theorem III.3.1 from [38].

More precisely, we start by constructing an extension u to {2, as follows. Take u € V' and set

(10.23) ug =uo@".
The function ug is defined on the reference domain €2, and the following estimate holds:
[urllm ) < llullm@nll@"[wre@) < Cllullgan).
Now we extend ur to R3 and then define Qi as a restriction of that particular extension to Q7. It is
clear that the following bound holds:
[GRl # () < Cllulla@ny-

Since we are interested in constructing an extension of the fluid velocity (which respects the H! norm
and is divergence-free) in physical space, namely from Q" to Qj;, we map everything back to the
physical space by defining the extended function @ in the following way:

~ ﬁR o (¢n)71 in Qn’
u= ~ 7N 1 . n
tro (¢ )~ 'Hin Qp \ Q7
where (;Sn s Qu \Q = Qu \ Q" is an extension of the mapping ¢" = ¢ﬁ(nAt,~) to the maximal

domain ;. One can easily check that, due to the bi-Lipschitz property stated in Proposition 10.4,
the following uniform bound holds:

10l 7 0,y < Cllull g ony.-

Unfortunately, t is not divergence-free so we need to “correct” it. The correction is designed
with the help of Theorem III.3.1 from [38], which deals with the problem of finding a vector field
v € Wy P(Q) such that

(10.24) V.v="finQ,
where f € LP(Q) is such that

(10.25) / f=0,
Q

and Q has certain regularity properties, which we discuss below.

We look for the velocity “correction” which consists of two parts: u. and v, so that the velocity u,
corrected by u. + v is divergence-free, and has all the desired properties. The part u,. is introduced
so that condition (10.25) can be satisfied when (10.24) is solved for v, where v is such that

(10.26) V.v=-V-(i+u) in Qy \ Q"

The resulting corrected fluid velocity +u.+vV is divergence-free. More precisely, we want to construct
au. : (2 \ Q") — R3 such that it does not change the trace of the fluid velocity on the moving
boundary I', such that condition (10.25) is satisfied for f = —V - (@i + u.), and such that the H*
norm of u, is controlled by the H'-norm of u:

(i) uclr» =0,

(ii) (G+u.) n=0,
cen B(QAI\Q/',)
(it) [[ucllmr@anam) < Clluflaan).
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The first condition will ensure that (@ 4+ u.)|r» = u, while the second condition is a compatibility
condition corresponding to the fact that the integral of the right-hand side of problem (10.26) has to
be zero.

To construct such a u, we consider functions in C°(@ x (R + 7", Rpmaz])- It is clear that the first
condition is then automatically satisfied, and the second condition becomes:

(10.27) /{m (G+u.) -n=0.

To satisfy condition (10.27) we can take u, := —ci, where ¢ = faQM u-n, and 7 is such that faQM 1N =
1. Finally, to obtain the desired H!-estimate from condition (iii), we can choose ¢ independent of @
and n (for example, we take ¢ such that supp does not intersect any of Q"), to get:

luclmzr @uneny < Cllallai i,y < Cllullaany-
We now focus on the construction of a function v such that (10.26) holds, and is such that

IVllE (@u) < Clla+ucl @)
This will follow directly from Theorem III.3.1 in [38], if we can verify that the assumption on the
regularity of domain €, \Q" is satisfied. More precisely, based on Lemma I11.3.1 in [38], if we can show
that our domain is star-shaped with respect to every point of Br (@), such that Br(xo) C Qa \ Q7
then there exists at least one solution v.

Indeed, to verify the star-shape property of our domain Qs \ 2", we notice that since our
approximate domain Q" is Lipschitz, the complementary domain Qs \ Q" is also Lipschitz, so we
can decompose it in a union of finitely many star-shaped domains. Moreover, because of the uniform
Lipschitz property (10.1), the finite number of star-shaped domains is independent of n, as it only
depends on the uniform Lipschitz constant C'.

We can now apply Theorem I11.3.1 from [38] with f = —V - (i + u.) to see that there exists a v
such that the following holds:

V.v=-V-(a+u.)
with
IVlzr@u) < Clla+ el @)
Therefore, we have constructed an extension U := 4+ u. + v € V of the fluid velocity u € V7, such
that U is divergence-free, and it satisfies the desired estimate |[ullyv < Cl[uflv. O

Using this result, we now define the mappings I]"V,l’n : Vﬁ” — Vﬁ’l in the following way:
(10.28) Iy (U v KT 2R = (T gna, (W gn 0 @™)|r 0 @, KR, 23T).
The inequality (10.7) from property (C2) now follows directly from the definition of the mappings
Ijiw ,, and from Lemma 10.7.

To see that inequality (10.8) holds, we need to prove that there exists a universal, monotonically
increasing function g, which converges to 0 as h — 0, where h = [At, such that

i (VA R 2H) — (v K 2

< g(A)| (gt v K 2R [y

To simplify notation, we drop the subscripts N, [, n, and estimate each term separately:

1/2
11" = w2y = [0 oma — w200 = (/ |u}@+i2>
Qnri\Qnti

R+ﬁml
/ dr
R+ﬁn+i

1/2

< OV 2@ dzd8 < OVINITY i (0y)
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The second term is estimated by using the mean value theorem, just like in (10.18):
VR = Vit llzw) = 1@ lan: 0 @™)Ir 0@ — (U™ 0 6" ) |r 0 @l 12 ()
< CIVER |2 un 1N = 1% | e (@)
< CVIAT [y [lyne.
By combining the estimates above we get:
Ty (O VI, 27 — (VR I 2
g o ¢ IV~ Vi o
< OVIRT Uy s < A | VR, 2 e

This finishes the proof of Property C2.

|z

Property C3. We need to prove the uniform Ehrling property, stated in (10.9). The main difficulty
comes from the fact that we have to work with moving domains, which are parameterized by N,I,n.
To show that the uniform Ehrling estimate holds, independently of all three parameters, we simplify
notation, and replace the indices N, [, n with only one index n, so that our function spaces are now
denoted V,,, H,, and Q’,. We show the uniform Ehrling property by contradiction. We start by assuming
that the statement of the uniform Ehrling property (10.9) is false. More precisely, we assume that
there exists a dgp > 0 and a sequence h,, = (u,, vy, kn,2z,) € H, such that

Il = [Phnl[m, > dolballv, + nllhn|lq,-

Here we have extended the functions u,, onto the maximal domain 2, by 0. We also replace the V,
norm on the right-hand side by the norm on V :

[hallz > dollhallv, +nllhnllq, > Coollhnllv + nllhalq, -

Without the loss of generality we can assume that our sequence (h,,) is such that ||h,|z = 1. The
two terms on the right-hand side are uniformly bounded in n, which implies that there exists a
subsequence, which we again denote by (h,,), such that:

1
10.29 hollg =1, |hallv < h,|lor — 0.
( ) by [ [hyllv < Co’ [hnlqr

Since (h,) is uniformly bounded in V, and by the compactness of the embedding of V into H, we
conclude that there exists a subsequence (h,,) that converges to h strongly in H. We want to show
that h = (u,v,k,z) =0, i.e. that h, — 0 in H, which would contradict the assumption ||h,| g = 1.

We start by showing that u = 0 in Q. Recall that 7,, = 7'x N is the maximum of finitely many
functions 7% +ii=0,...,1, which converge uniformly, and denote by 7 7" the limit of 77,, as n tends to
infinity. Furthermore, denote by 2* the fluid domain determined by the function 7*. We will consider
the set Q57 \ 2 and show that u = 0 there, and then the set 2* and show that u = 0 there. For
that purpose, we introduce the following characteristic functions, which are defined on the maximal
domain Q]M :

1, xeqQmt, 1, xeO*,

X) = *(x) =
Xn(x) 0, otherwise, X (x) 0, otherwise.

By using the fact that functions u,, are extended by zero outside Q™!, we easily obtain that u is zero
outside 2*. More precisely:
(1 =x")u=1lm(1l — xn)u, =0.
n
Next we show that u is zero in Q*. We start by recalling the definition of appropriate test functions,

since we want to use the condition ||k, |lg: = [[(Wn, Vi, Kn,Zn)llq, — 0 from (10.29) to prove u = 0
in O*:

Qn = {(v,9,&,¢) € (Vr(Q™) N H*(Q™) x Vg x Vs x Vs : (vo@")|rop=1p,gpom=E}
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We will now consider “special” test functions, which will help us conclude the desired result. Take v €
V()N H?(Q)) and consider the test function t for the shell velocity such that 1 = (vod™ )|roep,
consider £ the test function for the mesh velocity such that & = 1) o 7, and consider ¢ the test
function for the mesh rotation velocity to be an arbitrary function ¢ € H~5(N). It is then clear that
(v,9,€,¢) € H. By the density of @, in H, and by the uniform convergence of 7,,, we can rewrite
the duality pairing on H in the following way:

<(u7 v, k, z)a ('U7 ¥, &, C)>H = li}ln«um Vi, Kn, zn)7 (U, L ) <)>H
(10.30) = hin Q;L<(un, Vi, Kn, Zn)a (U7 Y. & C)>Qn
< ||(11", Vi, k’ru Z’rL)”Q,',L ||(U7 ¢n7 Sna C)Han

where 1, = (vVo@")|row and £,, = 1,,om. Since ||(un, Vi, kn,2n)|lq, — 0and |[(v,%,,&,,C)lq, < C,
we obtain that ((u,v,k,z), (v,v¢,,&£,,¢))y =0.

Now, take a test function (v,0,0,0) € @, such that suppv C Q*. Using the uniform convergence
of the sequence 17],,, we can find an ng such that y,(x) = x*(x) =1, Vn > ng, x € supp v. Therefore,
we have

n

0= {(u,v,k,2z),(v,0,0,0))y = lim Xnun-v:/ X*u-’u:/ u-v,
Q]\/j Q]\/I *

i.e. u=0in OQ*.
To see that v =0 in w and k = 0 in N, we take the test function (v,1,,,€,,,0) € Q,, such that
supp ¥,, C w \ wg and ¥,,, &, satisfy the aforementioned coupling conditions. Then we have

ng l;
0= <(u7V,k7Z),(’U7’¢,€,O)>H :/5; UU+1ITILH/Vn¢n—|-h£nZ/O (k'rL)i . (én)l
M w i=1

Since u = 0 in Q7 and £,, = 0 in N, we obtain that v = 0 in w. Now take the same test function,
but without a restriction on the support of 1,, to see that k = 0 in A. Finally, to show that z = 0 in
N, take the test function (v,,,,&,,,¢) € Qn, calculate the scalar product, and use the just obtained
result that u =0,v =0 and k = 0.

To conclude, we have shown that h = 0 in H, which is in contradiction with the assumption
|lh, ||z = 1, which implies that the uniform Ehrling property is satisfied by the sequence of approxi-
mate solutions.

Conclusion. We have verified all the assumptions from Theorem 10.5. Therefore, {(un, vy, kn,zn) }F—;
is relatively compact in L?(0,7T; H). O

We summarize the strong convergence results obtained in Sec. 10.1 and Theorem 10.6. We have

shown that there exist subsequences (un)nen, (My)Nen, (Tn)NeN, (VN)Nen, (Knv)ven, (Zn) Nen such
that

uy — uin L*(0,T; L*(Q)),
Ay — uin L2(0,T; L2 (Q)),
ny — 0 in C([0, T|; WH>(w))
iy — 7 in C([0, T); W (w))
vy — vin L*(0,T; L*(w

(

(

(

(10.31) ’

),
AtV — v in L2(0,T; L*(w))
ky — kin L?(0,T; H*(N))
zn — z in L2(0,T; H*(N))

)
7

The statements about convergence of (Ta:in)ven and (Tarvy)nen follow directly from Statement 3
of Theorem 8.1. We conclude this section by stating one last convergence result that will be used in
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the next section to prove that the limiting functions satisfy the weak formulation (5.3) of the full FSI
problem, i.e.

Tasuy — uin L2(0,T; L*(Q)).

11. THE LIMITING PROBLEM AND THE MAIN RESULT

We want to show that the limiting functions satisfy the weak formulation (5.3) of the full fluid-
mesh-shell interaction problem. For this purpose, we consider the weak formulations of the coupled
semi-discretized problems, and take the limit as N — oo, or At — 0. The strong convergence results,
obtained in the previous section, are crucial in this step. Unfortunately, there is one more obstacle
that needs to be overcome before we can pass to the limit: the velocity test functions in the semi-
discretized problems depend on the fluid domains, and so passing to the limit in the semi-discretized
weak formulations requires special care. To deal with this problem we plan to construct appropriate
divergence-free test functions, whose dependence on N can be controlled.

11.1. Construction of the appropriate test functions. We begin by recalling that the test functi-
ons (v, 1, &, ) for the limiting problem are defined by the test space Q(0,T) in (5.2), which depends
on m. Similarly, the test spaces for the approximate problems depend on N through the dependence
on 7. The fact that the velocity test functions depend on N presents a technical difficulty when
passing to the limit as N — oo. For that reason, our goal is to construct the test functions, both for
the limiting problem and for the approximate problems, which are smooth, divergence-free, and are
such that their dependence on N can be controlled.

Moreover, to pass to the limit as N — oo, it will be easier to work on the maximal domain ;.
Therefore, we will need the test functions to also be defined on the maximal domain. In fact, we will
construct the test functions on ;; to consist of two parts. One with compact support in the given
fluid domain; such test functions can be extended to €2j; by their zero trace on the boundary, and
the other part which will handle the information about the boundary data. The construction of the
second part is crucial to be able to control the behavior of the test functions in terms of N, and obtain
uniform convergence results that will allow us to pass to the limit.

We first deal with the test functions that handle the information about the fluid domain boundary.
To construct the divergence-free, smooth test functions that can handle the nonzero boundary data,
we rely on the approach similar to that used in Lemma 10.7. Namely, we construct smooth extensions
to Qs of the test functions defined on the fluid domain boundary, namely of the test functions
corresponding to the Koiter shell problem, and then “correct” the extensions so that the resulting
functions are divergence-free.

Extensions of the Koiter shell test functions to Q,;,. We start by taking a test function
¥ € CL([0,T); H?*(w)) for the Koiter shell problem, and then construct an extension to Q,s, denoted
by O, such that the extension © has the property that its trace on I is ¥: D|r o ¢ = 1p. Notice that
B € CH[0,T); H2(Qr)).

Using the test functions ©, which are independent of n and N, we now construct the test functions
for the fluid velocities defined on approximate domains 2", and also for the test functions defined on
the continuous (limiting) domain Q7. The test functions associated with the approximate domains
Q" are defined as follows:

. {130 (¢™)1, in Q"
vN =< _ inl 4 .
vo(¢ ) 1a m QM\an
where the mapping q~bn is an extension of the mapping ¢" to the maximal domain €, as introduced
in Lemma 10.7. It is easy to check that v € H'(Qp),Yn=1,...,N.
The test functions associated with the continuous (limiting) domain Q7 are defined as follows:
o (¢7)7, in Q7(1),
T 60(@") 1 in Qar\ 07(2),
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where the mapping @n is an extension of the mapping ¢ﬁ to the maximal domain §2,,, as discussed
in Lemma 10.7. It is clear that v € H*(Q).

We emphasize that the test functions v}, and v depend on the choice of the test function 1.
However, for simplicity, we will not be explicitly denoting that dependence.

Proposition 11.1. The test functions vy, constructed above have the following convergence proper-
ties:

vy — v uniformly in (0,T) x Qur,
Vuy — Vv in L*(0,T; LP(Qy)), p < 0.
Proof. From uniform convergence of 715, we obtain that
(11.1) vy — v uniformly in (0,7) x Qay,

where vy = (v}, v%,...,vY). Using the chain rule, and the fact that V#jy — V#j in L2(0,T; LP (w)),
one can see that

Vuy — Vo in L2(0,T; LP(Qy)), p < oo.

O

While the functions v have good spatial regularity and convergence properties, they are disconti-

nuous in time at points nAt, since they are defined via the mappings ¢"(z,r,6) = ¢)ﬁ(nAt, z,r,0) =

(z, (R + 7% )r,0), which are step functions in time. For that reason, we introduce linear, continuous

extensions Ty of the test functions v’;, on each subinterval [(n — 1)At,nAt],n=1,..., N, and such
that

TN (nAt, ) = vy (nAt,-).
Using strong convergence of approximate shell velocities in L?(0,T; L?(w)), we get that
OoN — 0w in L2(0,T; LP (), p < 2.

Unfortunately, vy, Uy, and v are not necessarily divergence-free. This is why we need to “correct”
the construction of the appropriate test functions, in a way similar to the proof of Lemma 10.7.

Construction of divergence-free correction. We plan to use Theorem IIL.3.1. from [38], just
like in Lemma 10.7. We construct the corrections to the velocity test functions v, via two functions:
wh and v%. The function v} will be obtained as a solution of problem (10.24), and w¥, will be
constructed so that the compatibility conditions necessary for the existence of v} are satisfied. There
is a slight difference with the proof of Lemma 10.7. Since we do not already have a divergence-free
function inside 2", as we did in Lemma 10.7, we need to define the divergence-free correction both
inside Q™ and in its complement Qs \ Q™. The correction functions in the complement Q5 \ Q™ will
have an extra ”tilde” notation: W}, and v};. The same approach will be used for the construction of
the divergence-free correction of v.
More precisely, we define the mappings w7 : Q" — R3 satisfying the following conditions:

(i) suppwp C Q™
(i) [ V- wh) =0,
Qn
(iti) [[Whi a1 ony < Cloklla @
and the mappings W% : (a7 \ Q") — R3 satisfying the following conditions:
(i) suppwy € Qar \ Q7
(if) V- (v +wg) =0,
(i) Wil @unem) < Cllog e @an,
in the same way as in Lemma 10.7. Furthermore, for the same reason as in Lemma 10.7 we conclude
that we can decompose both Q™ and 23, \ Q" in a finite number of star-shaped domains (with respect
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to fixed balls), where the number depends only of the uniform Lipschitz constant, and not on n or N.
We can now apply Theorem IIL.3.1. from [38] to conclude that there exists a function v}, such that:
V.-vy=-V-(vy+wh)

with

Vil @) < Cllvy + wivlla@u) < Clloy e @an)
and a function v} such that:

V-V ==V (% +w})

with

VRl @) < ClloR + Wil @u) < ClloR e @u)-
Finally, if we set
v + Wi+ vi, in Q7
vl + W 4+ v, in Qp \ Q7

(11.2) un(9) = {

we have that vy (1) is a smooth, divergence-free function on the maximal domain Qj;. In the same
way, we can construct a divergence-free extension v()) of the test function v corresponding to the
limiting problem:

(11.3) v() = {"’ TWEY, n ),

v+ W4V, in Qu\ Q7(2),
with
Wl a1 @a ), VI @7 @) < Cllvlla @)
W | (a2 1V (@i @) < Cllvlla @a-
The following convergence results hold:

Proposition 11.2. The test functions (11.2) and (11.3) constructed above, have the following con-
vergence properties:
vy () = v(v) uniformly in (0,T) x Qar,

Von () = Vo() in L*(0,T; LP(Qu)),  p < oo,

8N () — Byo(p) in L*(0,T; LP(Qmr)), p < 2.
Proof. Due to the fact that vly, v, v}, v are solutions of equation (10.24), with the right-hand sides in
LP(Qr), given explicitly by —V- (v +wh ), =V-(v+w), =V- (v} +wY ), and —V-(v+W), respectively,
we can write their explicit formulas by using Bogowskii construction, see [38]. Theorem I11.3.3 in [38]
provides additional regularity of v, v, vy, v

[on(¥) —v()lwiry) = VN + W + Vi —v =W = V[wie@n)
+ [ + W + VR —v =W = V[wie@y\an)
< |[(Wi + W) = (v + W)[[wiran) + [V = VIwie@n)
+ [[(Vy + W) — (v + W) [[wrr@unam) T IIVV = VIiwtr@unam)-

Due to the uniform convergence of vy — v one obtains jhat the right-hand side tends to 0. Further-
more, using the Sobolev embedding of WP(2,/) to C(Qy), for p > 3, we obtain that

vy () — v(¢p) uniformly in (0,7) x Q.
Additionally, by using Remark II1.3.3 from [38], we can show that
Vun(¥) — Vo(y) in L2(0,T; L (Qy)), p < oo,
070N (V) — Oyv(eh) in L2(0,T; LP (), p < 2.
This completes the proof. O
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Approximation of the test functions in Q(0,7). We now show how the restrictions to Q7(t)
of the test functions v(4) constructed above, can be used to construct admissible test functions for
the continuous problem. Such test functions will be dense in Q(0,7). These are the test functions
which will be used in the proof of convergence to the weak solution, discussed in the next section.
Similarly, the restrictions to Q™ of the test functions vy (¢) constructed above, will be used to
construct admissible test functions for the approximate problems, and to study convergence to a weak
solution.

More precisely, for any test function (v,1,€,¢) € Q(0,T), the fluid velocity component v can be
written as v — v(¢) + v(¢)), where v — v(?)) can be approximated by a divergence-free function vy,
which has compact support in Q7 (t) UT, UT ys. Therefore, one can easily see that the functions

(U7¢753C) = (UO + U(d’)a’ﬁb,ﬁ,C)

are dense in Q(0,T"), and are such that V-v = 0. Thus, the test functions v are decomposed into two
parts. The part vy which collects information about the solution in the interior of the fluid domain,
and the part v(1) which takes care of the boundary data. As we shall see in the next section, we will
be working with weak formulations in physical space defined on the maximal domain €;;, which is
the reason why the appropriate test functions, constructed above, are all defined on ;.

The corresponding test functions for approximate problems have the same form, i.e.

(114) (UN3¢7£7C) - (U0+UN(¢)717[)3€3C)'

These functions will be used to study convergence to a weak solution, defined on Q7(t).

11.2. Passing to the limit. We start by deriving the weak formulation of the coupled, semi-
discretized problem, in the form which will be convenient to pass to the limit, and obtain the weak
formulation (5.3) of the continuous, coupled problem.

A weak formulation of the coupled, semi-discretized problem. Let (vy,,&,¢) be the
test functions (11.4) constructed above. Use (¢(t),&(¢),¢(t)) as the test function in the structure
subproblem (7.3), and integrate with respect to ¢ from nAt to (n+ 1)At. Then, take (vn(t), ¥ (t)) as
the test functions in the fluid subproblem (7.5), and integrate over the same time interval. Add the
two equations together to obtain:

(n+1)A n+1 — pF (n+1)At
N N n—i—l n+1,n An n+1
or / gl 3 N A LN
2n+1 Zn+1

(n+1)At . .
+ Lt _ Sn+1,n . V un+1 . ,Un+1 _ ﬁn _ Sn+1,n . v ,Un+ . un+
N / ) Vug okt (@ - ) D)o ]

(n+1)A L L n+1)At Vn+1 _ Vf]{f
+2uF/ [ D) Dy >+pKh/ /NT-wR

(n+1)At (n+1)At nE kn+1 _ (K" ;
+/ (n’fv“wnps/ A/ R
nAt At =

(n+1)At nE n+1 ; ( ) (n+1)At
+Ps/ / M ¢ +/ as(wit, ¢)

1AL
n+1)At n+1)At
T

out
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After taking the sum from n =0,..., N — 1 we obtain:

(n+1)At n+1 ﬁ% 1 pF (n+1)At L L
nJr n+ NAYES ) n—+

. . u v
/ /Q . § / /Q . (AR - o)

n=0

(n+1)At
/ /Q af — s Vgt ot - (8 - T - D)ol ugt]
’I’L

(n+1)At (n+1)At —
9 D(u%™) : D(vH) h / /w. R
20 3 / [ D) D) + o Z ANy

N-1 .(n+1)At N-1 .(n+1)At "B (R — T k ;
n / aK(nN(t>,w)+psZ/A a, [ Ol
=0 n=0 v nat i=1

(2

At
N

N— (n+1)At "B l; = ). =\ —1 ,(n+1)At
+ps Z/ Z/ M, (ZNn)i — Tat(ZN)i G Z/ as(wy(t),¢)

= Jnat At At

n=0

(n+1)At
N
/ Pout / Uz,
nAt T

out

N-1

- (n+1)Af
= [ A v
— nAt

n=0 n=0

where we have used the definition of ny and wy as piecewise constant approximations, defined in
(9.1), and the definition of ¥y, ky an Zx as piecewise linear approximations defined in (9.3).
The terms that include the shell and mesh unknowns can be written as

T T nE Lo
PKh/ /atVN ¢R+/ ax My, ¥ +ps/ z/ Oc(kn)i - &;
0

T nE T
+Ps/ Mat (Zn)i- ¢ +/ as(wn,¢),
and integration by parts with respect to time gives:

—pKh/T/vN-at«pR—pKh/vo-w(O)R+/TaK<nN,w>
—ps/TnE / L0 — psZA/ Ko - £(0)
_pS/OT:zzE;/OiMi(ZN)i'atCi_pS;/OlMiZOi'Ci(O)'i'/OTaS(WNaC)-

To deal with the fluid part in the weak formulation, we recall the characteristic functions, introduced
n (10.2), which will enable us to rewrite the integrals corresponding to the fluid part over the maximal
domain Q7. We set xn(t,) = xi, for ¢ € (nAt, (n + 1)At], and write the integrals over Q"1 as:

(n+1)At u” +1 i (n+1)At
/ / n+1 N t N ,U?VJrl / / n+1 . n+17n)(ﬁnN . U?V+1)
nA Q]u nA Q1\/1
(n+1)At
/ [T =) Do (@) Vo ]
n=0 7/ 1A QM

n+1
o / | Dy Dy,
n=0 nA Y

We simplify (rewrite) each term separately.
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In the first term we add and subtract u, from the numerator to obtain:
N-1 .(n+1)At n+1 (n+1)At n ~n
Uy —uy ui; — ajyy
(11.5) pr / / N yntlntl Lo / / UN ZUN L n et
7;) nAt Qnr N N n=0 nA Qar At N N

We now use the summation by parts formula (discrete analogue of the integration by parts formula)

to take care of the first term in (11.5):

/nH)At/ _uN n+1, n+l _ / / 0 1,1
XN UnN PF UN XN’UN PF uy - XnUn
Q]\4 Q]M Q1\/[
(n+1)A T
TL n n n n
_pF;/nAt - N (XU = XV
N—-1 ,(n+1)At 1
= —or / ule bl — e Y / S R R - o)
Qur n—1 Qum
(n+1)At 1 i1 . N
/n o A" N (XN —XR)v

_ 1.0

= —PF/ XNUp -
(n+1)At
nAt

R+nn+1
/ At /R—H]

Notice that in the last equality we used the mean

vy — pF/ / XNTAtUN - OpUN
Qnr

upy - vy

T
—pF/ x}vu?v-v}v—pp/ / XNTAUN 'at'UN_PF/ /8tﬁNR(TAtuN - TA{UN)-
Qe 0 Qe 0 w

value theorem for integrals.

To deal with the second term in (11.5), we recall that @ was defined in (6.10) as a composition

of u and A"T" and calculate:

N—-1 .(n+1)At u? —
+1_.n+1
F XN
Z/m f, e
(n+1)A R+
77N n+1, n+1
— [ uY (2,70 ——r,0)] - v
/ QMN(M )~ u (e, ) ) R
A ~ 1 ~
/(n+ / )77?_ *m”vr Lyt
. - At uy _i_ﬁ%ﬂ er N Un
(n+1)At
ST /WV)sw.Xw
n=0 /nA Qm
(n+1)At
/ / (Sn-‘rl,n_v)uN Xr]7\,[+lvn+1
nA Qnr
:PF/ / (sny - V)Taun - XNUN
0 QM
T
:PF/ / xn(sn - V)Taun - vy,
Qum
where ~ ~ 8.7
NN — TAtNN tTIN
SN = ——re, = —re,.
YT AtR+aNn) T R+aw
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We rewrite the convective part in the following way:

(n+1)At n+1 «n n+1 n+l _ (an n+1 n+1
-Viuy vl (4 - V)vy— - uly ]
nA Qe
(11.6) e
Z / n / n+1 [( n+1,n V) n+1 u?\f_‘—l 7( n+1,n V) n+1 U?J’:[—l—l:l )
Qar

Furthermore, we calculate:
n+l/.n+ln n+1 n+l n+l/.n+1n n+1 n+1
/ XN (s Vv uyt = / XN (s ‘m)uy - uy
Q]u FJW

n+1 n+1,n n+1 n+1 n+l/.n+1ln n+1 n+1
_/ Xy (Vs JuRT - uy / XN (s -V)uy o
Q]u Q]\l

n+1l,n

By using the definition of s , given in (6.9), the boundary term can be rewritten as follows:

v =i

n+1l/.n+1,n n+1 n+1 N N n+1 n+1
Xy (s oyt - uy / ( = rer n> Un UN
/FM rn+t At(R + n+1)

~ 1 ~ ~ 1 ~n
_ 77;?_ — 1N P S 7717?_ — 1N R n+1 cutl
e At N N At N

By inserting the previous calculations into (11.6), we obtain that the convective term is equal to:

T
Pl/ / XN [(TAtﬁN-V)uN~’UN—(TAtﬁN~V)’UN~uN]
2 Jo Jau

T T
+pl/ /8t77NRvN~uN—p—F/ / XN(V‘SN)’UN”uN
2 0 w 2 0 Qnr
T
—PF/ / XN (sn - V)uy -vn.
0 Qur

In summary, the fluid portion of the coupled, semi-discretized weak formulation now reads:

(n+1)At n+1 it (n+1)At
n+1 n+1 n+1 n+ln\/an n+1
/ R / [t s o)
nA Q]\/[ nA QI%

1)At
/(TH‘ / n+1 _ Sn+1,n) . V)un+1 . Un+1 _ ((ﬁn _ Sn+1,n) . v)vn+1 . un+1]
N N N N N
n= 0 nA Y
(n+1)At
oS / | D) Dy
n=0 nA Qr
T
= —pF/ X;lvu?v "U}v - pF/ / XNTAtUN - OUN — pF/ /@ﬁNR(TAtuN “TAtUN)
Qm 0 Qe 0 w

T T
P R
+ pF/ / Xn(sn - V)Tarun - vy + L/ / Xn(V -sy)Taliy - v
o Jou 2 Jo Jau

T
l/ / XN [(Tartin - V)uy - vy — (Tarly - V)oy - up]
Qum

+p7/ /8t77NR'UN uN—*/ / xN(V-sy)oy -uy
Qnr

PF/ / XN SN V)uN vN—l-ZuF/ / XND uN D( )
Q]\{ Q]W
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By combining the fluid and structure part of the weak formulations, calculated above, we obtain
the following result:

Proposition 11.3. Let (vy,%,&,¢) be the test functions (11.4) constructed above. Then, weak solu-
tions (un, Ny, dy, wy) of the semi-discretized, coupled problem, stated in Sec. 7, satisfy the following
weak formulation:

T T
- pF/ / XNTAtUN - QU N —pF/ /5t77NR(TAtuN TAtUN)
0 Qum

T
+pF/ / XN (sn - V)Taruy - UN+—/ / XN (V- sy)Tarliy - vy
0 Qs Qs

T
“1‘7/ / XN [(TAtﬁN-V)uN"UN—(TAtﬁN'V)’UN-uN]
0o Jau
PF T
?/ / OinRuy -uy — */ / xn(V-sy)oy - un
0 w Qnr
T
- /)F/ / xn(sy - V)uy - vy + 2,UF/ / xnvD(uy) : D(vn)
Qnmr 0 Qnmr
T T
—PKh/ /VN'3t1PR+/ @K("?Nﬂ/’)-i-/ as(wy,§)
0 w 0
T np L T nE
_PS/ ZAZ/ (kN)i'atEi_pS/ / M;(Zn)i - 9i€;
0o = 0 0
ng l; nEg l;
—Ps ZAi/ ko; - €;(0) — PSZ/ M;zo; - €;(0)
i=1 0 i=170
_pKh/VO -¢(0)R—pp/ u Xy - U
w Qnm

:/OTPiJX(t) A vz—/OTPOJYn()/F v, V(un,¥,€,Q),

out

where
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Passing to the limit. Using the strong convergence results summarized in (10.31), we can pass to
the limit in all the terms to obtain:

T
—PF/UO v(0) —pF// xu- 8t’U—PF/ /5t77R(u v)
Qe
o [ s [
0 Q]V[ QZ\{
// Viu-v—(u-V)v-u]
Qum
P T
—F/ /@ﬁRv-u——F// X(V
Qe
—PF/ /zM R+ —re, -V U’U+2MF/ /ZMXD (v)

prh/ [ v owr=pih [ vo-wi0 >R+/ axc(m, )
—Ps/TnE i/ ki - 01§ — PSZA/ ko; - €;(0)

—PS/[THE/ M;z; - 0,¢; _PSZ/ M;zo; - €;(0) + /TGS(“GC)

\R— 0

= / zn / Uy — / out / UVy.
Tin Tout

Using the definition of the characteristic function y, we write the weak formulation on the physical
domain Q7(¢) :

[ foyeon 5[ Lo [ s
+2MF/ /W) D(v) pKh/ [+ aﬂ/:m/ ax(n.%)
—ps/TnE Z-/O/ki-atei—ps/:w/ Mz, - 9i¢; +/ as(w. )
[ R0 [ v [Pt [ vtin [w0-vi0

out

rer)u v

~rer)v ‘u

neg

l; ne l;
+PKh/V0 '¢(0)R+PSZA1'/O kOi'Ei(O)"_pSZ/O M;zo; - ¢;(0).
w i=1 i=1

To see that we obtained exactly the weak formulation (5.3), we have to rewrite the second term from
T

the right-hand side, i.e. / / AyiiR(u - v). Using the fact that 7j(t, Z,0) = n,(t, z,0), it is easy to see
0 w
that the following equality holds true:

8,2 Tr 8&9 Tr

_— , — ————— - Oi7g.
14 0.1, ¢ 14 Ogme fio

61577] = 815777‘ -

Additionally, the outer normal n; on I'(¢) is equal to (—037, 1, —9;7), and after rewriting it in the

.My Opnr
”original” coordinates, we obtain that the outer normal is equal to | — <l 1, — alll . This
14+ 0.7, 14 Ogme
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yields that on T'(t) we have:

Finally, using (11.7) and the kinematic coupling condition on I'(¢), we obtain:

/ /6mRu v) / /8t77u v) / / (Om-ny)J H(u-v)
T (t)
/ / (Om-n)(u-v) / / (u-n)(u-v),
r7(t) I (t)

where J = ||n; || is the Jacobian of the transformation from I' to I'(¢), and n is the outer unit normal
on I'(t). Thus, we have shown that the limiting functions satisfy the weak form (5.3).
This proves the following main result of this work:

Theorem 11.4 (Main result). Let ug € L2(Q"(t)), n, € H'(w), vo € L*(R;w), (do,wq) € Vg,
(ko,2o) € L2(WN;R) be such that

V-uy=0, ugl|rm -n" =vgy-n", n,omw=d,,

and let Py jout € leoc(O, 00). Furthermore, let all the physical constants be positive: pi, ps, pr, A\, [, bF
0and A; >0,Vi=1,...,ng.

Assume that the uniform Lipschitz property specified in Assumption 3 holds, and that the subgraph
property specified in Assumption 2 holds. Then, for every t < T, where T is the maximal time for
which the subgraph property holds, there exists a weak solution to problem (3.16)-(3.20) satisfying the
weak formulation (5.3).

Remark. The additional reqularity assumption on the approximate shell displacements is not artifi-
cial. This assumption is satisfied, for example, for structures with an additional reqularization term
of sixth order, which have been studied by Boulakia [9] (this term can be physically interpreted as a
tripolar material, see [58]). For such materials, the elastic operator L is coercive in H?, and, by the
Sobolev embedding, the shell displacements are Lipschitz functions. However, even for the structures
with less reqularity, such as the Koiter shell studied in this manuscript, the Lipschitz property will be
satisfied for the appropriate data. Specifying such classes of data is an open problem.

Remark. Requiring the additional assumption on the regularity of structure displacement is intimately
related to the fact that we allow shell displacement in all three spatial directions to be different from
zero. If we had assumed that only radial displacement is different from zero, as is the case in most
FST literature, we would not need the additional reqularity assumption on shell displacement since, in
that case, the Korn’s equality for the fluid space would hold true (see [17],[54]), and the convergence
of the gradients would be straightforward.

12. CONCLUSIONS

We proved the existence of a weak solution to a 3D fluid-structure interaction problem involving
a composite structure, consisting of a thin shell supported by a mesh of curved rods. The mesh
supported shell serves as a lateral wall of a cylinder filled with an incompressible, viscous fluid.
The fluid flow is driven by the time-dependent inlet and outlet dynamic pressure data. The main
challenges associated with studying this problem from the analysis point of view are the nonlinearity
in the fluid equations, the geometric nonlinearity due to the motion of the fluid domain, the mixed,
parabolic-hyperbolic nature of the coupled FSI problem, and the inclusion of all three components of
structure displacement. A constructive existence proof is designed based on the time discretization
via Lie operator splitting, combined with an Arbitrary Lagrangian-Eulerian approach to deal with the
motion of the fluid domain, and a compactness argument based on the generalization of the Aubin-
Lions-Simon compactness lemma to problems on moving domains. To the best of our knowledge, this
is the first existence result involving a composite structure, with all three components of thin structure
displacement assumed to be non-zero functions. Because of the constructive nature of the existence
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proof, the main steps in the proof can be used as a foundation for a design of a numerical scheme
to find solutions to this class of problems. Further research in the direction of relaxing the subgraph
assumption on the moving boundary is under way. Because of the presence of the thin mesh, the
weak solution space framework presented in this work seems to be the natural (physical) framework
to study solutions of this class of problems.
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