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Abstract

Kernel methods offer the flexibility to learn
complex relationships in modern, large data
sets while enjoying strong theoretical guaran-
tees on quality. Unfortunately, these methods
typically require cubic running time in the
data set size, a prohibitive cost in the large-
data setting. Random feature maps (RFMs)
and the Nystrom method both consider low-
rank approximations to the kernel matrix as a
potential solution. But, in order to achieve de-
sirable theoretical guarantees, the former may
require a prohibitively large number of fea-
tures J;, and the latter may be prohibitively
expensive for high-dimensional problems. We
propose to combine the simplicity and gener-
ality of RFMs with a data-dependent feature
selection scheme to achieve desirable theo-
retical approximation properties of Nystrom
with just O(log J) features. Our key insight
is to begin with a large set of random fea-
tures, then reduce them to a small number of
weighted features in a data-dependent, com-
putationally efficient way, while preserving
the statistical guarantees of using the orig-
inal large set of features. We demonstrate
the efficacy of our method with theory and
experiments—including on a data set with
over 50 million observations. In particular,
we show that our method achieves small ker-
nel matrix approximation error and better
test set accuracy with provably fewer random
features than state-of-the-art methods.
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1 Introduction

Kernel methods are essential to the machine learn-
ing and statistics toolkit because of their modeling
flexibility, ease-of-use, and widespread applicability to
problems including regression, classification, clustering,
dimensionality reduction, and one and two-sample test-
ing (Hofmann et al., 2008} |Scholkopf and Smolaj, 2001}
Chwialkowski et al., [2016; |Gretton et al., 2012). In
addition to good empirical performance, kernel-based
methods come equipped with strong statistical and
learning-theoretic guarantees (Vapnik, |[1998; Mendel-
son, |2003; |Balcan et al., [2008} | Boser et al.,|1992; |Vapnik
et al., [1997; Sriperumbudur et al.l 2010]). Because ker-
nel methods are nonparametric, they are particularly
attractive for large-scale problems, where they make it
possible to learn complex, highly non-linear structure
from data. Unfortunately, their time and memory costs
scale poorly with data size. Given N observations, stor-
ing the kernel matrix K requires O(N?) space. Using
K for learning typically requires O(N3) time, as this of-
ten entails inverting K or computing its singular value
decomposition.

To overcome poor scaling in N, researchers have de-
vised various approximations to exact kernel methods.
A widely-applicable and commonly used tactic is to
replace K with a rank-J approximation, which reduces
storage requirements to O(NJ) and computational
complexity of inversion or singular value decomposi-
tion to O(NJ?) (Halko et al., [2011). Thus, if J can be
chosen to be constant or slowly increasing in IV, only
(near-)linear time and space is required in the dataset
size. Two popular approaches to constructing low-rank
approximations are random feature maps (RFMs) (Kar
and Karnick, 2012; [Pennington et al., 2015; |Daniely
et al., 2017; Samo and Roberts| [2015)—particularly
random Fourier features (RFFs) (Rahimi and Recht),
2007)—and Nystrom-type approximations (Drineas
and Mahoney| 2005). The Nystrom method is based
on using J randomly sampled columns from K, and
thus is data-dependent. The data-dependent nature
of Nystrom methods can provide statistical guarantees
even when J < N, but these results either apply only
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to kernel ridge regression (El Alaoui and Mahoney,
2015; [Yang et al.l |2017; | Rudi et al., |2015)) or require
burdensome recursive sampling schemes (Musco and
Muscol 2017; [Lim et al., |2018). Random features, on
the other hand, are simple to implement and use J ran-
dom features that are data-independent. For problems
with both large N and number of covariates p, an ex-
tension of random features called Fast Food RFM has
been successfully applied at a fraction of the computa-
tional time required by Nystrom-type approximations,
which are ezponentially more costly in terms of p (Le
et al., [2013). The price for this simplicity and data-
independence is that a large number of random features
is often needed to approximate the kernel matrix well
(Homnorio and Li, |2017; |[Kar and Karnick, |2012; |Rahimi
and Recht, 2007; |Yang et al., [2012; Huang et al., |2014).

The question naturally arises, then, as to whether we
can combine the simplicity of random features and the
ability to scale to large-p problems with the appealing
approximation and statistical properties of Nystrom-
type approaches. We provide one possible solution by
making random features data-dependent, and we show
promising theoretical and empirical results. Our key
insight is to begin with a large set of random features,
then reduce them to a small set of weighted features in
a data-dependent, computationally efficient way, while
preserving the statistical guarantees of using the origi-
nal large set. We frame the task of finding this small
set of features as an optimization problem, which we
solve using ideas from the coreset literature (Campbell
and Broderick] 2019, 2018). Using greedy optimiza-
tion schemes such as the Frank—Wolfe algorithm, we
show that a large set of J; random features can be com-
pressed to an exponentially smaller set of just O(log J)
features while still achieving the same statistical guar-
antees as using all J features. We demonstrate that
our method achieves superior performance to existing
approaches on a range of real datasets—including one
with over 50 million observations—in terms of kernel
matrix approximation and classification accuracy.

2 Preliminaries and related work

Suppose we observe data {(z,,y,)}Y_; with predic-
tors x,, € RP and responses y, € R. In a supervised
learning task, we aim to find a model f : RP — R
among a set of candidates F that predicts the response
well for new predictors. Modern data sets of interest
often reach N in the tens of millions or higher, allow-
ing analysts to learn particularly complex relationships
in data. Nonparametric kernel methods (Scholkopf
and Smola, |2001) offer a flexible option in this setting;
by taking F to be a reproducing kernel Hilbert space
with positive-definite kernel k£ : R? x RP — R, they
enable learning more nuanced details of the model f as

more data are obtained. As a result, kernel methods
are widespread not just in regression and classification
but also in dimensionality reduction, conditional in-
dependence testing, one and two-sample testing, and
more (Scholkopf et al.L|1997;|Zhang et al.;,|2011;|Gretton
et al., 2008|2012} Chwialkowski et al.; [2016)).

The problem, however, is that kernel methods become
computationally intractable for large N. We consider
kernel ridge regression as a prototypical example (Saun-
ders et al., 1998). Let K € R¥*¥ be the kernel matrix
consisting of entries K., := k(zn,Zm). Collect the
responses into the vector y € RYV. Then kernel ridge
regression requires solving

. L 7 T
nin —-a (K+MN)a+a'y,
where A\ > 0 is a regularization parameter. Computing
and storing K alone has O(N?) complexity, while com-
puting the solution o* = (K + AI) "ty further requires
solving a linear system, with cost O(N?3). Many other
kernel methods have O(N?3) dependence; see Table

To make kernel methods tractable on large datasets,
a common practice is to replace the kernel matrix
K with an approximate low-rank factorization K =
ZZ" ~ K, where Z € RV*/ and J <« N. This
factorization can be viewed as replacing the kernel
function k& with a finite-dimensional inner product
k(Zn,Tm) = 2(2,)T 2(2.m) between features generated
by a feature map z : RP — R”7. Using this type of
approximation significantly reduces downstream train-
ing time, as shown in the second column of Table [L.
Previous results show that as long as ZZ7 is close to
K in the Frobenius norm, the optimal model f using
K is uniformly close to the one using K (Cortes et al.,
2010); see the rightmost column of Table

However, finding a good feature map is a nontrivial
task. One popular method, known as random Fourier
features (RFF) (Rahimi and Recht) [2007)), is based on
Bochner’s Theorem:

Theorem 2.1 ((Rudin, [1994] p. 19)). A continuous,
stationary kernel k(z,y) = ¢(xz — y) for x,y € RP is
positive definite with ¢(0) = 1 if and only if there exists
a probability measure QQ such that

oa—v)= [ 70 "

.7
=Eq[Yu(2)vu(y)],  vu(z) =e* "
Theorem implies  that  Zcomplex() =
iid.
(V) [, (), 0, ()], where w; =7 Q,
provides a Monte-Carlo approximation of the
true kernel function. As noted by |Rahimi

and Recht| (2008), the real-valued feature map
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Table 1: A comparison of training time for PCA, SVM, and ridge regression using the exact kernel matrix K
versus a low-rank approximation K=2Z T where Z has J columns. Exact training requires either inverting or
computing the SVD of the true kernel matrix K at a cost of O(N?) time, as shown in the first column. The
second column refers to training the methods using a low-rank factorization Z. For ridge regression and PCA,
the low-rank training cost reflects the time to compute and invert the feature covariance matrix Z7Z. For SVM,
the time refers to fitting a linear SVM on Z using dual-coordinate descent with optimization tolerance p (Hsieh
et al., |2008)). The third column quantifies the uniform error between the function fit using K and the function fit
using Z. For specific details of how the bounds were derived, see Appendix [D]

Method Exact Training Cost Low-Rank Training Cost Approximation Error
PCA O(N?) O(NJ?) 0((1— %)HK—KHF)
SVM O(N3) O(NJlog 1) 0 ||f(-K||§)

Ridge Regression O(N?) O(NJ?) O(LIK - K||F)

z(x) = (YvI)[cos(wfx + by), -+ ,cos(whz + by)]7,
unif.

b; '~ [0,27] also yields an unbiased estimator of
the kernel function; we use this feature map in what
follows unless otherwise stated. The resulting N x J
feature matrix Z yields estimates of the true kernel
function with standard Monte-Carlo error rates of
O (1/v7) uniformly on compact sets (Rahimi and
Recht, [2007; [Sutherland and Schneider} [2015). The
RFF methodology also applies quite broadly. There
are well-known techniques for obtaining samples from
Q for a variety of popular kernels such as the squared
exponential, Laplace, and Cauchy (Rahimi and Recht),
2007), as well as extensions to more general random
feature maps (RFMs), which apply to many types
of non-stationary kernels (Kar and Karnick, 2012;
Pennington et al., 2015; [Daniely et al.| [2017).

The major drawback of RFMs is the O(NJp) time
and O(NJ) memory costs associated with generating
the feature matrix Z)'| Although these are linear in
N as desired, recent empirical evidence (Huang et al.,
2014) suggests that J needs to be quite large to pro-
vide competitive performance with other data analysis
techniques. Recent work addressing this drawback has
broadly involved two approaches: variance reduction
and feature compression. Variance reduction techniques
involve modifying the standard Monte-Carlo estimate
of k, e.g. with control variates, quasi-Monte-Carlo tech-
niques, or importance sampling (Avron et al.| [2016;
Chang et al., |2017; |Shen et al., [2017; [Yu et al., |2016;
Avron et al.l |2017). These approaches either depend
poorly on the data dimension p (in terms of statistical
generalization error), or, for a fixed approximation er-
ror, reduce the number of features J compared to RFM

! Fast Food RFM can reduce the computational cost of
generating the feature matrix to O(NJlogp) by exploiting
techniques from sparse linear algebra. For simplicity, we
focus on RFM here, but we note that our method can also
be used on top of Fast Food RFM in cases when p is large.

only by a constant. Feature compression techniques, on
the other hand, involve two steps: (1) “up-projection,”
in which the basic RFM methodology generates a large
number J of features—followed by (2) “compression,”
in which those features are used to find a smaller num-
ber J of features while ideally retaining the kernel ap-
proximation error of the original J; features. Compact
random feature maps (Hamid et al., [2014) represent
an instance of this technique in which compression is
achieved using the Johnson—Lindenstrauss (JL) algo-
rithm (Johnson et al., [1986). However, not only is
the generation and storage of J features prohibitively
expensive for large datasets, JL compression is data-
independent and leads to only a constant reduction
in J; as we show in Appendix |§ (see summary in

Table .

3 Random feature compression via
coresets

In this section, we present an algorithm for approxi-
mating a kernel matrix K € RV*Y with a low-rank
approximation K = K = ZZ7T obtained using a novel
feature compression technique. In the up-projection
step we generate J; random features, but only compute
their values for a small, randomly-selected subset of
S <« N? datapoint pairs. In the compression step, we
select a sparse, weighted subset of J of the original J
features in a sequential greedy fashion. We use the fea-
ture values on the size-S subset of all possible data pairs
to decide, at each step, which feature to include and its
weight. Once this process is complete, we compute the
resulting weighted subset of J features on the whole
dataset. We use this low-rank approximation of the
kernel in our original learning problem. Since we use
a sparse weighted feature subset for compression—as
opposed to a general linear combination as in previous
work—we do not need to compute all J; features for
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the whole dataset. This circumvents the expensive
O(NJ,p) up-projection computation typical of past
feature compression methods. In addition, we show
that our greedy compression algorithm needs to output
only J = O(log J) features—as opposed to past work,
where J = O(J;) was required—while maintaining the
same kernel approximation error provided by RFM
with J; features. These results are summarized in
Table 2 and discussed in detail in Section [3.2]

3.1 Algorithm derivation

Let Z, € RN*J+ J, > J, be a fixed up-projection
feature matrix generated by RFM. Our goal is to
use Z; to find a compressed low-rank approximation
K =227 ~ K, Z € RV*/. Our approach is mo-
tivated by the fact that spectral 2-norm bounds on
K-K provide uniform bounds on the difference be-
tween learned models using K and K (Cortes et al.l
2010), as well as the fact that the Frobenius norm
bounds the 2-norm. So we aim to find a Z that mini-
mizes the Frobenius norm error |K — ZZT||r. By the
triangle inequality,

1K~ 22" | r

<\K =222 \r+ 124247 =227 |p,  (2)
so constructing a good feature compression down to
J features amounts to picking Z such that Z, Z, 7 ~
ZZ" in Frobenius norm. Let Zyj; € RY denote the

jth column of Z, . Then we would ideally like to solve
the optimization problem

o
argmin WHZJFZJrT — Z(w) Z(w)"||%

we]Ri‘*’
3
st Z(w) = [ VW1 24, \/1TJ+Z+J+ ] (3)

[wllo < J.

This problem is intractable to solve exactly for two
main reasons. First, computing the objective function
requires computing Z,, which itself takes Q(N.J,p)
time. But it is not uncommon for all three of N, J,
and p to be large, making this computation expensive.
Second, the cardinality, or “0-norm,” constraint on w
yields a difficult combinatorial optimization. In order
to address these issues, first note that

1
ﬁ||Z+Z+T ~ Z(w)Z(w)"||F =
Eiﬁji_é\_)d.ﬂ |:(Z+2T2+j - Zi(w)TZj(w))2:| )

where 7 is the uniform distribution on the integers
{1,...,N}, and 2z, ,, zi(w) € R’+ are the ith rows of
Z., Z(w), respectively. Therefore, we can generate a
Monte-Carlo estimate of the optimization objective by

ii.d.

sampling S pairs ig,js ~ 7
S T T2
N2 lZ+2+7 = Z(w)Z(w)" ||r

—w) s.t.

Jy xS
) Z+iSOZ+jS}ER+ )

where o indicates a component-wise product. Denoting
the jth row of R by R; € R¥ and the sum of the
rows by r = Z]‘]; R;, we can rewrite the Monte Carlo
approximation of the original optimization problem in

Eq. as

argmin ||r — r(w)H%
weR (5)
st Jwllo < J,

where r(w) := Z;}L w;R;. Note that the s*® com-
ponent ry = Zﬂ?;zﬂs of r is the Monte-Carlo ap-
proximation of k(x;,,x;,) using all J features, while
r(w)s = (Vwozy,; )T (Vwo zy;.) is the sparse Monte-
Carlo approximation using weights w € Rf. In other
words, the difference between the full optimization in
Eq. and the reformulated optimization in Eq. is
that the former attempts to find a sparse, weighted set
of features that approximates the full J;-dimensional
feature inner products for all data pairs, while the lat-
ter attempts to do so only for the subset of pairs i, js,
s€{l1,...,S}. Since a kernel matrix is symmetric and
k(zy,xz,) = 1 for any datapoint z,,, we only need to
sample (7, j) above the diagonal of the N x N matrix
(see Algorithm [I)).

The reformulated optimization problem in Eq. —i.e.,
approximating the sum r of a collection (Rj);-jll of vec-
tors in R® with a sparse weighted linear combination—
is precisely the Hilbert coreset construction problem
studied in previous work (Campbell and Broderick,
2019| [2018). There exist a number of efficient algo-
rithms to solve this problem approximately; in particu-
lar, the Frank—Wolfe-based method of |(Campbell and
Broderick (2019) and “greedy iterative geodesic ascent”
(GIGA) (Campbell and Broderick, 2018) both provide
an exponentially decreasing objective value as a func-
tion of the compressed number of features J. Note
that it is also possible to apply other more general-
purpose methods for cardinality-constrained convex
optimization (Chen et al.||[1998; |Candes and Taol [2007;
Tibshirani, [1994), but these techniques are often too
computationally expensive in the large-dataset setting.
Our overall algorithm for feature compression is shown

in Algorithm
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Algorithm 1 Random Feature Maps Compression
(RFM-FW / RFM-GIGA)

Input: Data (z,))_; in R?, RFM distribution
@, number of starting random features J, number of
compressed features J, number of data pairs S

Output: Weights w € R+ with at most J non-
zero entries

L (i, s)Soy " Unif ({(3,4) 11 < j,2 < j < NY).
Jp o iid.

Sample (wj)jL ~TQ

unif.

Sample b; ~[0,27],1 <j < Ji
for s=1:5do
Compute 24, <«
by), -
6: Compute R + [Zﬂl 0 Zy,

7: Rj < row j of R; r Z;fil R;

8: w < solution to Eq. with FW (Campbell and
Broderick, [2019)) or GIGA (Campbell and Broder-
ick, 2018)

9: Z(w) = [ VwrZ

10: return Z(w)

(1/v/75) [cos(wi @i, +

T T.
scos(wy, @i, + by, )]"; same for zy

» Ftig © ZJFjs}

,/'LUL]+Z+J+ ]

3.2 Theoretical results

In order to employ Algorithm [I, we must choose the
number S of data pairs, the up-projected feature dimen-
sion J , and compressed feature dimension J. Selecting
these three quantities involves a tradeoff between the
computational cost of using Algorithm [ and the re-
sulting low-rank kernel approximation Frobenius error,
but it is not immediately clear how to perform that
tradeoff. Theorem and Corollary provide a re-
markable resolution to this issue: roughly, if we fix J,
such that the basic random features method provides
kernel approximation error € > 0 with high probability,
then choosing S = Q(JF (log J4)?) and J = Q(log J;)
suffices to guarantee that the compressed feature kernel
approximation error is also O(e) with high probabil-
ity. In contrast, previous feature compression methods
required J = Q(J;) to achieve the same result; see
Table[2l Note that Theorem [3.2] assumes that the com-
pression step in Algorithm [T is completed using the
Frank—Wolfe-based method from [Campbell and Brod;
erick| (2019). However, this choice was made solely to
simplify the theory; as GIGA (Campbell and Broderick,
2018) provides stronger performance both theoretically
and empirically, we expect a stronger result than The-
orem and Corollary [3.3] to hold when using GIGA.
The proof of Theorem [3.2]is given in Appendix [B] and
depends on the following assumptions.

Assumption 3.1. (a) The cardinality of the set of

. N(N—1) .
vectors {x; — Tj,T; + xj}1gi<j§N 18 ( 2 ), Le.,

all vectors z; — zj,2; +x;,1 < i < j < N are

distinct.

(b) Q(w) for w € RP has strictly positive density on
all of RP, where @ is the measure induced by the
kernel k; see Theorem [2.1

Assumption (a—b) are sufficient to guarantee that the
compression coefficient v;, provided in Theorem
does not go to 1. If v;, — 1 as J — oo, the amount
of compression could go to zero asymptotically. When
the ;’s contain continuous (noisy) measurements, As-
sumption a) is very mild since the difference or
sum between two datapoints is unlikely to equal the
difference or sum between two other datapoints. As-
sumption b) is satisfied by most kernels used in
practice (e.g. radial basis function, Laplace kernel, etc.).

We obtain the exponential compression in Theorem
for the following reason: Frank-Wolfe and GIGA con-
verge linearly when the minimizer of Eq. belongs
to the relative interior of the feasible set of solutions
(Marguerite and Philip} |1956), which turns out to occur
in our case. With linear convergence, we need to run
only a logarithmic number of iterations (which upper
bounds the sparsity of w) to approximate r by r(w)
for a given level of approximation error. For fixed J,
Lemma A.5 from |Campbell and Broderick| (2019) im-
mediately implies that the minimizer belongs to the
relative interior. As J; — oo (that is, as we repre-
sent the kernel function exactly), we show that the
minimizer asymptotically belongs to the relative inte-
rior, and we provide a lower bound on its distance to
the boundary of the feasible set. This distance lower
bound is key to the asymptotic worst-case bound on
the compression coefficient given in Theorem and
Theorem [3.4

Theorem 3.2. Fize > 0, § € (0,1), and J+ € N.
Then there are constants vy, € (0,1), which depends
only on J4, and 0 < ¢§ < oo, which depends only on ¢,
such that if

log J. T logd 1"
J:Q<—Og+> and S = Q Cg{ 8 ] log J; | .
logvy, € |logvy,
then with probability at least 1 — §, the output Z of
Algorithm[1 satisfies

1 T T
NallZ+2+ - 22 IF <e
Furthermore, the compression coefficient is asymptoti-

cally bounded away from 1. That is,

0 < limsupvy, < 1. (6)
J+—>OO

Corollary 3.3. In the setting of Theorem[3.2, if we
let J4 = Q(Y/elog/e), then

1
N2 K~ Z2Z"||% = Oe).
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Table 2: A comparison of the computational cost of basic random feature maps (RFM), RFM with JL compression
(RFM-JL), and RFM with our proposed compression using FW (RFM-FW) for N datapoints and J; = 1/elog1/e
up-projection features. The first column specifies the number of compressed features J needed to retain the
O(e) high probability kernel approximation error guarantee of RFM. The second and third columns list the
complexity for computing the compressed features and using them for PCA or ridge regression, respectively.
Theoretically, the number of datapoint pairs S should be set to Q(J42(log J4)?) in Algorithm [1| (see Theorem
but empirically we find in Section [4] that S can be set much smaller. See Appendix [C for derivations.

Method # Compressed Features J Cost of Computing Z PCA/Ridge Reg. Cost
RFM O (Jy) O (NJy) O (NJ2)

RFM-JL O (Jy) O (NJylogJy) 0] (NJf_)

RFM—FW O(lOg J+) O(SJ+ log J+ +N10g J+) O (N(lOg J+)2)

Proof. Claim 1 of Rahimi and Recht| (2007) implies
that = ||K — Z4Z."' |3 = O(e) if we set J. =
Q(1/clogl/e). The result follows by combining The-
oremand Eq. . O

Table 2 builds on the results of Theorem [3.2]and Corol-
lary to illustrate the benefit of our proposed fea-
ture compression technique in the settings of kernel
principal component analysis (PCA) and ridge regres-
sion. Since random features and random features with
JL compression both have J = Q(J}), the O(NJ?)
cost of computing the feature covariance matrix Z7Z
dominates when training PCA or ridge regression. In
contrast, the dominant cost of random features with
our proposed algorithm is the compression step; each
iteration of Frank-Wolfe has cost O(J4.5), and we run
it for O(log J ) iterations.

While Corollary says how large S must be for a
given J,, it does not say how to pick Jy, or equiva-
lently how to choose the level of precision €. As one
would expect, the amount of precision needed depends
on the downstream application. For example, recent
theoretical work suggests that both kernel PCA and
kernel ridge regression require .J; to scale only sublin-
early with the number of datapoints N to achieve the
same statistical guarantees as an exact kernel machine
trained on all N datapoints (Sriperumbudur and Sterge,
2017; |Avron et al.} 2017; |Rudi and Rosasco, [2017). For
kernel support vector machines (SVMs), on the other
hand, |Sutherland and Schneider (2015) suggest that J
needs to be larger than N. Such a choice of J; would
make random features slower than training an exact
kernel SVM. However, since |Sutherland and Schneider
(2015) do not provide a lower bound, it is still an open
theoretical question how J; must scale with N for
kernel SVMs.

For J, even moderately large, setting S =
Q(J3 (log J1)?)) to satisfy Theorem will be pro-
hibitively expensive. Fortunately, in practice, we find
S« J_%_ suffices to provide significant practical compu-

tational gains without adversely affecting approxima-
tion error; see the results in Section |40 We conjecture
that we see this behavior since we expect even a small
number of data pairs S to be enough to guide fea-
ture compression in a data-dependent manner. We
empirically verify this intuition in Fig. 4] of Section

Finally, we provide an asymptotic upper bound for the
compression coefficient v, . We achieve greater com-
pression when v;, | 0. Hence, the upper bound below
shows the asymptotic worst-case rate of compression.
Theorem 3.4. Suppose all {(i,5) : 1 < i< j < N}
are sampled in Algorithm[I. Then,

(1_ HKHF>2
0 <limsupvy, <1-— AN
J+—>OO 2

<1
where K is the exact kernel matriz and
1

cQ = N
w(w, b) = (cos(w”z; + b) cos(w”z; + b)), je[n-

Ein@ b~ Unifo,2x] [u(w, b) [|2, with

(8)

By Theorem IKlr = +|Ewpu(w,b)|2, so
IK|lF < cq by Jensen’s inequality. In Appendix
we show this inequality holds strictly. Hence the term
squared in Eq. (7) lies in (0, 1]. Recall ||K |2 = Zfil i,
for \; the eigenvalues of K. With these observations,
Theorem [3.4]says that the asymptotic worst-case rate of
compression improves if K’s eigenvalue sum is smaller.
As rough intuition: If the sum is small, then K may
be nearly low-rank and thus easier to approximate via
a low-rank approximation. Since we subsample only S
of all pairs in Theorem the upper bound in Theo-
rem does not necessarily apply. Nonetheless, for S
moderately large, this upper bound roughly character-
izes the worst-case compression rate for Algorithm

4 Experiments

In this section we provide an empirical comparison of
basic random feature maps (RFM) (Rahimi and Recht,
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Table 3: All datasets are taken from LIBSVM.

Dataset # Samples Dimension # Classes
Adult 48,842 123 2
Human 10,299 561 6
MNIST 70,000 780 10
Sensorless 58,000 9 11
Criteo 51,882,752 1,000,000 2
Human Activity MNIST
151 —— RFM —— RFM
—— RFM4JL 1.51 —— RFMAL

—— RFM-GIGA —— RFM-GIGA

Rel. Frobenius Error
=
o

1.0
0.51 \
. . . 1 05 . . . ;
250 500 750 1000 250 500 750 1000
Sensorless Adult
0.4 — RFM —— RFM
—— RFM-L —— RFM-L

—— RFM-GIGA 1.0 —— RFM-GIGA

02-'\,\‘_\_‘% 057\

250 500 750 1000 250 500 750 1000
# of Random Features # of Random Features

Rel. Frobenius Error

Figure 1: Kernel matrix approximation error. Lower
is better. Points average 20 runs; error bar is one
standard deviation.

2007), RFM with Johnson-Lindenstrauss compression
(RFM-JL) (Hamid et al.,2014), and our proposed al-
gorithm with compression via greedy iterative geodesic
ascent (Campbell and Broderick, 2018) (RFM-GIGA).
We note that there are many other random feature
methods, such as Quasi-Monte-Carlo random features
(Avron et all 2016), that one might consider besides
RFM-JL. A strength of our method is that it can be
used as an additional compression step with these meth-
ods and is thus complementary with them; we discuss
this idea and demonstrate the resulting improvements
in Appendix [E] In this section, we focus on Johnson-
Lindenstrauss as the current state-of-the-art random
features compression method.

We compare performance on the task of kernel SVM
classification (Vapnik et all [1997). We consider five
real, large-scale datasets, summarized in Table[3. We
assess performance via two quality metrics—Frobenius
error of the kernel approximation and test set clas-
sification error. We also measure overall computa-
tion time—including both random feature projection
and SVM training. We use the radial basis kernel
k(x,y) = e I1*=¥II"; we pick both v and the SVM reg-
ularization strength for each dataset by randomly sam-
pling 10,000 datapoints, training an exact kernel SVM
on those datapoints, and using 5-fold cross-validation.

Human Activity MNIST

0
C 0.8 0.81
=}
S 0.7
<oy —— RFM —— RFM
0 —— RFM-JL 0.6 —— RFM4L
L — RFM-GIGA —— RFM-GIGA
0.6 1 0.5
250 500 750 1000 250 500 750 1000
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9
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3 0.950 1 0821
)
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B 000, —— RFM-L 0807 —— RFM-JL
e —}— RFM-GIGA —— RFM-GIGA
0.875 ‘ . ‘ ‘ . . : .
250 500 750 1000 250 500 750 1000

# of Random Features # of Random Features
Figure 2: Classification accuracy. Higher is better.
Points average 20 runs; error bar is one standard devi-
ation.
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Figure 3: Log clock time vs. kernel matrix approxima-
tion quality on the Criteo data. Lower is better.

For both RFM-JL. and RFM-GIGA we set J, = 5,000,
and for REM-GIGA we set .S = 20,000.

Figs.[I]and [2]show the relative kernel matrix approxima-
tion error ||ZZT — K||r/||K||r and test classification
accuracy, respectively, as a function of the number
of compressed features J. Note that, since we can-
not actually compute K, we approximate the relative
Frobenius norm error by randomly sampling 10* data-
points. We ran each experiment 20 times; the results
in Figs. |1 and |2 show the mean across these trials with
one standard deviation denoted with error bars. RFM-
GIGA outperforms RFM and RFM-JL across all the
datasets, on both metrics, for the full range of number
of compressed features that we tested. This empirical
result corroborates the theoretical results presented
earlier in Section in practice, RFM-GIGA requires
approximately an order of magnitude fewer features
than either RFM or RFM-JL.

To demonstrate the computational scalability of RFM-
GIGA, we also plot the relative kernel matrix approxi-
mation error versus computation time for the Criteo
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dataset, which consists of over 50 million data points.
Before random feature projection and training, we used
sparse random projections (Li et al., [2006]) to reduce the
input dimensionality to 250 dimensions (due to mem-
ory constraints). We set J; = 5000 and S = 2 x 10*
as before, and let J vary between 10? and 10%. The
results of this experiment in Fig. [3| suggest that RFM-
GIGA provides a significant improvement in perfor-
mance over both RFM and RFM-JL. Note that RFM-
JL is very expensive in this setting—the up-projection
step requires computing a 5 x 10® by 5 x 103 feature
matrix—explaining its large computation time relative
to RFM and RFM-GIGA. For test-set classification,
all the methods performed the same for all choices of
J (accuracy of 0.74 £ 0.001), so we do not provide the
runtime vs. classification accuracy plot. This result
is likely due to our compressing the 10%-dimensional
feature space to 250 dimensions, making it hard for the
SVM classifier to properly learn.

Given the empirical advantage of our proposed method,
we next focus on understanding (1) if S can be set much
smaller than Q(JZ (log J4)?)) in practice and (2) if we
can get an exponential compression of J, in practice
as Theorem [3.2] and Theorem [3.4] guarantee.

To test the impact of S on performance, we fixed J, =
5,000, and we let S vary between 102 and 10°. Figure
shows what the results in Fig. [[] would have looked like
had we chosen a different S. We clearly see that after
around only S = 10,000 there is a phase transition such
that increasing S does not further improve performance.

To better understand if we actually see an exponential
compression in J; in practice, as our theory suggests,
we set Jy = 10° (i.e. very large) and fixed S = 20,000 as
before. We examined the HIGGS dataset consisting of
1.1 x 107 samples, and let .J (the number of compressed
features) vary between 500 and 10*. Since GIGA can
select the same random feature at different iterations
(i.e. give a feature higher weight), J reached 8,600 after
10* iterations in Fig. |5l Fig.|5|shows that for J ~ 2 x
103, increasing J further has negligible impact on kernel
approximation performance—only 0.001 difference in
relative error. Fig.[5[shows that we are able to compress
J4 by around two orders of magnitude.

Finally, since our proofs of Theorem and Theo-
rem [3.4] assume Step 8 of Algorithm [I is run using
Frank-Wolfe instead of GIGA, we compare in Fig. [
how the results in Fig. [1] change by using Frank-Wolfe
instead. Fig.[6]shows that for J small, GIGA has better
approximation quality than FW but for larger J, the
two perform nearly the same. This behavior agrees
with the theory and empirical results of [Campbell and
Broderick (2018), where GIGA is motivated specifically
for the case of high compression.

S

5 0.6 — MNIST

g —  Adult

< 04 —— Sensorless
-8 —— Human
202

T; ‘g

x

0 2x10° 5x105 8x105 1x10°
S (# of data pairs sampled)

Figure 4: We plot the relative Frobenius norm error
against S for J, fixed at 5,000. The solid black line
corresponds to the results found in Fig.

J+=100,000
0.24 HIGGS Dataset
11 Million Samples

0.22

Rel. Frobenius Error

2500 5000 7500
J (# of Compressed Features)

Figure 5: Let S = 20,000, J, = 10°. We plot the
relative Frobenius norm error vs. J from 500 to 10%.

15 = Adult

Rel. Frobenius Error

200 400 600 800
# of Random Features

1000

Figure 6: The performance of GIGA versus Frank-
Wolfe for the experiment described in Fig.[l] Solid lines
correspond to Frank-Wolfe and dashed with GIGA.

5 Conclusion

This work presents a new algorithm for scalable kernel
matrix approximation. We first generate a low-rank
approximation. We then find a sparse, weighted subset
of the columns of the low-rank factor that minimizes
the Frobenius norm error relative to the original low-
rank approximation. Theoretical and empirical results
suggest that our method provides a substantial improve-
ment in scalability and approximation quality over past
techniques. Directions for future work include investi-
gating the effects of variance reduction techniques for
the up-projection, using a similar compression tech-
nique on features generated by the Nystrém method
(Williams and Seeger, 2001)), and transfer learning of
feature weights for multiple related datasets.
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A Proof of Theorem 3.4

The proofs of Theorem and Theorem rely on the main error bound for the Hilbert coreset construction
problem given in Eq. @ (Campbell and Broderickl, 2019). We restate this error bound in Lemma which
depends on several key quantities given below:

= icos(wlTxis + by) cos(wfw;, +by), such that 1 < s < Sand 1 <1< .J,
. s
© 57 =g 016 = 5lIR3

2 Jt 2
0= (Z] 1‘73)

Definition A.1. (Campbell and Broderick, 2019) The Hilbert construction problem is based on solving the
quadratic program,

Iy
1
argmin EHT —r(w)|3 st ij&j =4. 9)
weR Tt j=1
Remark. The minimizer of Eq. (9) is w* = (1,---,1) since r(w*) = r. However, the goal is to find a sparse

w. Instead of adding sparsity-inducing constraints (such as L; penalties), which would lead to computational
difficulties for large-scale problems, Campbell and Broderick| (2019) minimize Eq. @ greedily through the
Frank-Wolfe algorithm. Frank-Wolfe outputs a sparse w since the sparsity of w is bounded by the number of
iterations Frank-Wolfe is run for.

Lemma A.2. (Campbell and Broderick, |2019, Theorem 4.4) Solving Eq. @ with J iterations of Frank-Wolfe
satisfies

L = ()l < e
—||r = r(w
S 27 Pu20-2) 4 p2(J - 1) (10)
< V2J 2
where 0 < vy < 1. Furthermore, UJ =1- 027]2 where d is the distance from r to the nearest boundary of the
J
convez hull of {U%R]} i and 72 1 S Max; e[, ] Ri _ %J ’0 <np<2.

We prove Theorem first since the main idea is captured in this proof. The proof of Theorem is more
involved since we must use a number of concentration bounds to justify subsampling only S datapoint pairs

instead of all M possible datapoint pairs. Both proofs will also depend on the following constants.
v
°0; = D 1 G =7

2 It 2
¢ 0= (E] 1‘71)

Here, V* = w, that is when all datapoint pairs above the diagonal are included. c?jz- and 2 are simply
unbiased estimates of sz and o2 based on sampling only S instead of all V* datapoint pairs.

While Lemma guarantees 0 < vy, < 1, it does not guarantee that v;, — 1 as the number of random features
J4 — oo. The following Lemma is critical in showing that v;, does not approach 1, which would result in no
compression.

Lemma A.3. Let {z;}, be a set of points in R” that satisfies Assumption |3.1| E(a) Consider the vector
Vo p = (cos(wTz; + b) cos(w T +b))icjiclk -1 . Let the unit vector u, p = If w; W oand

H'Uw b”

b; b Rt G, where F has positive density on all of RP and G has positive density on [0, 2], then

K(K—1)
2

d (ConvexHull{uwj b }3-]:1, S
s.t. d(A,B) = . [la —bll2.

*1) =0 for J— o0
(11)

K(K 1) (K 1)

Here, § —1 denotes the surface of the unit sphere in R
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. . . . . (K=1)

Proof. By construction, each unit vector u; := u,, 5, lies on the boundary of the unit sphere in R, Hence,
. . . . (K—1) (K—1) . .. .

F, G induce a distribution on & S5 -1 It suffices to show 8™z ! has strictly positive density everywhere

—-1) -1 .

will be

since, as J — 0o, any arbitrarily small neighborhood around a collection of points that cover S =5

hit by some u; With probability 1. By standard convexity arguments, the convex hull of the u; will arbitrarily
K(K 1)

(& .
approach § “ b1 by taking the radius of the neighborhoods to zero. We now show & =1 has strictly
positive density everywhere. Since u; is the normalized vector of v; := vy, », and each component of v; is between

—1 and 1, it suffices to show, by the continuity of the cosine function, that for any a € {-1,1} U there exist

some w;, b; such that sign(v;) == (sign(v,;l))le k-1 equals a. Recall that
2

1
cos(a) cos(b) = i(cos(a +b) + cos(a — b)). (12)
Take b; = 0. Then, Equation @) implies vy = % (cos(w] (z;, + x;,) + cos(w” (z;, — x;,)). Consider the vector

0; = (cos(w] (i, +j,), cos(wi (i, —xj,)),c xc—1) € REE =1 Tt suffices to show that for any a € {—1, 1}KE-1),
2

there exists an w; such that sign(v;) = a. Recall that the cosine function has infinite VC' dimension, namely

that for any labeling y1,--- ,yp € {—1,1} of distinct points z1,---xp € RP, there exists an w* such that
sign(cos((w*) @) = Ym. Take M = K(K — 1), Y = Gm, T = Ti,, + T;,,, and Tpy1 = 3, — xj, . Since all
the x,,, are distinct by Assumption [3.1fa), we can find an w; such that sign(?;) = a as desired. O

We now prove Theorem

> and the R;’s are i.i.d. since each wj; is drawn i.i.d. from ). The induced Hilbert norm

|- |lm of each R; is given by ||R;||%, = N(N ) |R;||3 (Campbell and Broderick, 2019). Hence, R; := ~2 is a unit
vector in the vector space with norm || - [|7. By Lemma[A.3]
(ConvexHull{R Y LNJ”*) 50 (13)

Let 7 := 1 ZJ+1 ojR; € COHVGXHUII{R'}J+1 and observe that 7 = Z. The distance, which we denote as d,,

between 7 and the ConvexHull{ R; i *1 approaches 1 — ||7|| g since the ConvexHull{R }i *1 approaches & M
Hence,
li 0o
lim dy =1— lim ||flg =1 — oo lirlla (14)
Jy—o00 + Jy—o00 1lmJ+4)ooU
Now,
1 - J
Ty = 7 chs plify k(z;,,xj,) (15)
j=1

Hence, as J. — o0,

Il — \/N(NQU Z(’f(%a%))Q- (16)



Raj Agrawal, Trevor Campbell, Jonathan Huggins, Tamara Broderick

Now,
J+
g = ZO’j
j=1
J+ v
D
Jj=1 s=1
J+ A%
1 1
=, e Z 7 cos?(wlx;, + bj) cos?(w] x;, + bj)
Jj=1 s=1
J+ V=
1 1
=7 T ZCOSQ(wfxis +b;) cos2(o.}ijjS +b;)
+ j=1 s=1
J+
2 1 T T
N 1) 75 2 100 m 4 b cosfza + b))l

2
E T T
— ,7]\7(]\7 Y w.b||(cos(w” Ty + ) cos(w” Ty, + D)) m<nll2

k(x,y) = B, 4 cos(w” 2 + b) cos(w’y + b)

If £ # y and w # 0, then

< E,, | cos(w”x + b) cos(wy + b))
by Jensen’s inequality. Hence, Eq. and Assumption a—b) together imply

limy, o0 |72

- <1
limy, 00
By Eq. and Eq. 7
iy, o0 [|7]|a 1K ]lr
limy, soo0 = Egpllu(w,d)]|s’

where u(w, b) is defined in Theorem [3.4, Lemma |A.2/says that v2 =1 —
Ji

d2
Cere
J
to the nearest boundary of the convex hull of {%Rj} T Hence, d = od;, and yi =1-
, =1
Eq. together imply,

o 1K ]lp

liminfd;, <1 — ————+——.

Te—voo T T By pllu(w, b2

Therefore, since 0 < 772 <2 by Lemma |A.2,
2

. 2 . Jy
limsuprv; <limsupl — —*
Jy—o0 + Jy—00 2

2

.. Ay
=1—liminf —*
J+—>OO

(1 " )2
<1_ w,bllu(w,b)[l2 .
= 2

(17)

(19)

(20)

where d is the distance from r

i,
73~ Eq. (14) and

(21)
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B Proof of Theorem [3.2

The following technical lemma, is needed to derive the probability bound in Theorem

Lemma B.1. Suppose < M for some 1 < M < oo for alli € [Jy]. For S > 8];4—4210g (%)

J22

6'2
Pl 5=z 25M| <9 (23)
for alli e [Jy].

Proof. Notice that

o2,

Hence, 6,2 is an unbiased estimator of o?. Each ¢, < ﬁ is a bounded random variable, and the collection of

random variables {0125}3521 are i.i.d. since g, js o Hence, by Hoeffding’s inequality,
P (|67 — of| > t) < 2exp (—25T4t2). (24)

Define the event A; := U 1{|6? — 02| < t} and pick ¢ such that ¢ < min;e(s,) o7 Since o2 > Cal %7 by assumption,
it suffices to pick 0 < t < (17\4 Conditioned on A;, 6; < \/02- +t<o;+ \f, Wthh implies 62 < (o + J+\f) .

Therefore,
&2 &2
P — >cM —— > cM +P| AU — >cM
Jio’i Jiai
(Ac (At’ { J2 > CM}>
(25)

c 6—2

+Y4

o 2
<IP(A§)+P<M>CM|A,5>.

2
Notice that P (% > cM? | At) is either 0 or 1 since o; and ¢ are constants. We pick ¢ so that this
probability is 0. To pick ¢, notice that,

erviry (£+4)

Jiei-t)  Ji0-3)
< (J+\/M+7"+@‘”)2
- B(1-%)
M(H@)2

2 )
MJFt
o2

(26)

IN

1—
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where the last inequality holds as long as 0 < ¢t < M"—; and follows by noting that 0—12 <
+ K2

2
M 1-',-7‘5(;74r

Pick t = J%M Since 0 < ¢ < 1, this choice of ¢ implies T < 5M. Hence, for ¢ = 5 and this choice of
+

t, P (% >5M | At> = 0. Combining Eq. and Eq. , we have by a union bound that,

p(-0 ssn)<ate 15 o! (27)
JJQFU +OXP 8 M?2
for all ¢ € [J4]. Solving for S by setting the right hand side above to ¢ yields the claim. O

We have all the pieces to prove Theorem We follow the proof strategy in (Campbell and Broderick| 2019,
Theorem 5.2).
Proof. Let R* = [2:T 02, T, 2.5 025,205 02, %] € R7+*N°. Notice,

* *T
2. 2.7 Z)Z(w)" [ = (1 - w)" ), (28)

el

We approximate Eq. with (1 —w)? \;‘l Rf(l — w) and bound the error. Suppose

R (R*R*T> (R RT> <
= X JE N — - — — —
i,jG[J+] N N ij \/g\/g ij 2
Then,
R*R*T RT
)T _ _(1— (11— < o o *
(=) (1= w) = (1 - )T ffu W< 3 fwi= 1~ 11D
.5 €[J4] (29)
< flw—1]2%
< Jlw - 135
Notice,

1s5]s

)

ia.ds [CisCis] (30)

- R*R*T
“A\NN ),

Hence, the i.i.d. collection of random variables {ciscjs}sszl yields an unbiased estimate of (RW RT*T) . Each ¢;5¢4s
ij
is bounded by J% Therefore, by Hoeffding’s inequality and a simple union bound,
+

. €
P(D"> 5) < 2% exp (—25J4€2). (31)
Setting the right-hand side to - " and solving for § implies with probability at least 1 — *,

1
1 4J27%2
< log [ ﬂ . (32)
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. o1 5
Hence, with probability at least 1 — %,

1 T T2 r B R o 1 4737%
_ < —
V224247 = Z(w)Z(w) " |F < (1 —w) \F\F( —w) + 1 w\ll\/EJJ2r g |5

\FJQ g{yj}

Lemma implies that there exists a 0 < v < 1 such that &|r — r(w)||3 < v*/72. Since v depends on the pairs
i1, J1 picked, we can take v* to be the largest v possible. Since the set of all possible S pairs is finite, that implies
0 < v* < 1. Hence, setting J = 1log,. () + 2 guarantees that £||r — r(w)||3 < § for any collection of drawn
i, 51,1 <1< 5. Assume for any a € (0, 1] and § > 0, we can find an M such that

1
= glr =)l + 11 = wl}

P (max o*)(1202) > M) < ad. (33)
J

If Eq. @) holds, we may assume max; ¢ */( Jio?) < M by setting M large enough since we just need a 1 — §
probabilistic guarantee. By the polytope constraint in Eq. (@ < £ for all i € [J;]. Without loss of
generality, assume the first J components of w* can be the only non—zero values since w* is at least J sparse. For

M 2J . . . e 5
S > 8 1 log ( +) Lemma implies with probability at least 1 — &

-l < (204 (- )

< (IMJy +J4))?

(2JM V5.0, )? (34)
103 M?J?
(log
(logv)?

<
<

2)\2
<10J3 M? )

Therefore, with probability at least 1 — §*,

2.2, = Z()Z(@)" | < 5 + =

2 V'S(log v)? (35)

e 10M?(log 2)? 4J2 z
ﬁ' ~Sloa ) |

(log v)
with probability at least 1 — §* which matches the rate provided in Theorem It remains to show Eq. (33).
Notice that

Finally, setting S > max (100 [M(log )} log [4]+ } 8M lo (2('5];)) implies 15|24+ Z4+" — Z(w)Z(w)T||% < €

o 1 n 1
J+O'j J+ J+i;éj

where 0;; := Z-. Notice that each o;; are i.i.d. for ¢ # j. Let the p; = Eo;; and s; be the standard deviation of

. Since each 0; is i.i.d. that implies y1; and s; are both constant across j so we drop the subscript. By a union
bound it suffices to show for any 7 > 0 we can find an M such that

P B T gam >M| <7 (37)
By Chebyshev’s inequality,
Z o —p>—| < i (38)
J + = 2

t i
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Take ¢ = Jy7. Then,

1
ZO‘U u>—1< o <T (39)
tigg T+ +7

By a union bound, Eq. implies

1
P oi;, >M| < —<71
1<]<JJr J+ ; i TJ+

for M = p 4+ s7 as desired.
The proof showing that limsup;, _,, v, <1 is the same as the proof Theorem

C Runtime analysis of methods

The ridge regression and PCA runtimes depend on the number of features used, as specified in Table [I, and
therefore follow from the first column of the table.
First, we show that using RFM with J;. = O (1 log 1) number of random features ensures that | K—K|% = O(e)
with high probability. By a union bound, P (ﬁHK —K|% < e) >P (maxiyje[N] |Ki; — Kij| < \/E> Now, Claim
1 of Rahimi and Recht (2007) implies

P ( max |K” — K| > \f) <1e‘]+6> . (40)

.5 €[N

Setting the right-hand side of Eq. to some fixed probability threshold 6* implies J; = O (% 1log (5=)). Since
0* is some fixed constant, J; = O (; log %) number of random features suffices for an O(¢) error guarantee. Hence,
it suffices to use J; = O (Llog 1) as the up-projection dimension for both RFM-FW and RFM-JL.

To prove the bounds for REM-FW, take S = Q(J%(log J;)?). It is straightforward to check that this choice
of S satisfies the requirements of Theorem By Theorem it suffices to set J = O (log J) for an O(e)
error guarantee. Hence, Algorithm Etakes O(SJy log J;) time to compute the random feature weights w since
Frank-Wolfe has to be run for a total of O(log J ) iterations. Finally, it takes O(NN log J ) to apply these O(log .J;.)
weighted random features to the N datapoints. We conclude by proving the time complexity of RFM-JL.

Denote z; := (Z+) € R7+ as the mapped datapoints from RFM. Let A € R7*/+ for J < J, be a matrix filled
with ii.d. N(0, %) random variables for the JL compression step. Let f(z) := Az. It suffices to pick a J such
that,
P (14735~ £ 10| 2 VE) <0 (a1)
%,J€
for RFM-JL. We use the following corollary from Kakade and Shakhnarovich| (2009, Corollary 2.1) to bound the
above probability.

Lemma C.1. Let u,v € R? and such that ||ul| < 1 and ||v|| < 1. Let f(x) = Az, where A is a k x d,k < d
matriz of i.i.d. N(0, %) random variables. Then,

P (| u"v— f(u)T f(v) |) < 4e” =Dk, (42)

|Z;]]2 = 1 since @; = \% (cos(wlTxi +b),-- 7cos(w?;+xi + b)) Hence, we may apply Lemma|[C.1 to ;. By a
+

union bound and an application of Lemma|C.1, Eq. @) is bounded by O (NQe*Je). Setting N2e~7¢ equal to

0* and solving for J implies that J = Q (% log Jyf)). Hence, J =0 (% log N). Now, O (%) =0 (10‘2%) which

implies J = O (Jtolgfif\’)' Since N > J; > O (1), J = Q(J;) suffices for an for an O(e) error guarantee. While

the JL algorithm typically takes O (NJyk) time to map a N X J, matrix to a N x k matrix, the techniques in
Hamid et al. (2014, Section 3.5) show that only O (N J, log J) time is required by using the Fast-JL algorithm.
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D Impact of kernel approximation

Here we provide the precise error bound and runtimes for kernel ridge regression, kernel SVM, and kernel PCA
when using a low-rank factorization ZZ7 of K. We denote X C RP as the input space and define ¢ > 0 such that
K(z,z) < cand K(x,z) < ¢ for all z € X. This condition is verified with ¢ = 1 for Gaussian kernels for example.
All the bounds provided follow from |Cortes et al. (2010)); Talwalkar| (2010), where we simply replace the spectral
norm with the Frobenius norm since the Frobenius norm upper bounds the spectral norm.

D.1 Kernel ridge regression

Exact kernel ridge regression takes O(N?3) since K must be inverted. Suppose K ~ ZZT := K , where Z could be
found using RFM for example. Running ridge regression with the feature matrix Z just requires computing and
inverting the covariance matrix Z7Z € R7*/ which takes ©(max(.J3, NJ?)) time. Proposition m quantifies the
error between the regressor obtained from K and the one from K.

Proposition D.1. (Proposition 1 of|Cortes et al. (2010)) Let f denote the regression function returned by kernel
ridge regression when using the approximate kernel matriz K e RVXM gnd f* the function returned when using
the exact kernel matriz K. Assume that every response y is bounded in absolute value by M for some 0 < M < co.
Let A := NXg > 0 be the ridge parameter. Then, the following inequality holds for all x € X :

R N cM .
@) = (@) < 1K~ K
cM |
< ovlE - Klr
NN

1 4
—o(~|k-K
0 (I Kl )
D.2 Kernel SVM

Kernel SVM regression takes O(N?3) using K since K must be inverted. Again suppose K ~ ZZ7 := K.
Then, training a linear SVM via dual-coordinate decent on Z has time complexity O (NJ log p), where p is the
optimization tolerance Hsieh et al. (2008]).

Proposition D.2. (Proposition 2 of |Cortes et al. (2010)) Let f denote the hypothesis returned by SVM when
using the approximate kernel matriz K, f* the hypothesis returned when using the exact kernel matriz K, and Cy
be the penalty for SVM. Then, the following inequality holds for all x € X :

N 1
. . 1 K- K|3
fmwfwws¢%RWK—m51+”%”ﬂ
. L K- K|
S \/50%00”[(_[(”% 1—|— |4€|F‘| .

=0 (Ik - KI}).

D.3 Kernel PCA

We follow |Talwalkar (2010) to understand the effect matrix approximation has on kernel PCA. For a more
in-depth analysis, see pg. 92-98 of | Talwalkar (2010). Without loss of generality, we assume the data are mean
Zero.

Let ®(:) be the unique feature map such that k(z,y) = (®(z), P(y)). Let the feature covariance matrix be
denoted as ¥g = ®(Xn)®(Xn)T, where ®(Xy) := [®(z1) - P(z,)]. Since the rank of Lg is at most N, let
v; 1 < i < N be the N singular vectors of 3. For certain kernels, e.g., the RBF kernel, the v; are infinite
dimensional. However, the projection of ®(z) onto each v; is tractable to compute via the kernel trick:

NN

®(x)Tv; = d(z) (43)



Raj Agrawal, Trevor Campbell, Jonathan Huggins, Tamara Broderick
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Figure 7: Kernel matrix approximation errors. Lower is better. Each point denotes the average over 20 simulations
and the error bars represent one standard deviation. The HALTON sequence was used to generate the quasi
random features.

where k, := (K(21,2), -, K(xn,)) and u; is the ith singular vector of K with associated eigenvalue o;. Often,
the goal is to project ®(z) onto the first [ eigenvectors of Xg for dimensionality reduction. To analyze the error of

the projection, let Py, be defined as the subspace V; spanned by the top [ eigenvectors of £¢. Then, the average
empirical residual Rj(K) of a kernel matrix K is defined as,

N
Z 1@ (@n)lI” — % Z 1Pv; (@ () |

g;

(44)

) =i

s
Y.

R(K
eigendecomposition, the following proposition bounds the difference between R;(

) is simply the spectral error of a low-rank decomposition of ¢ using the SVD. If we instead use K for the
K) and Ry(K).

Proposition D.3. (Proposition 5.4 of|Talwalkar (2010)) For Ry(K) and Ry(K) defined as above,

Ri(K) — Ri(K)| < (1 - l) 1K~ R,

< (1- ) 1K - K.

E Additional Experiments

As stated in Section [4, our method may be applied on top of other random feature methods. In particular,
many previous works have reduced the number of random features needed for a given level of approximation by
sampling them from a different distribution (e.g., through importance sampling or Quasi-Monte-Carlo techniques).
Regardless of the way the random features are sampled, our method can still be used for compression.
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Figure 8: Classification accuracy. Higher is better. Each point denotes the average over 20 simulations and the
error bars represent one standard deviation. The HALTON sequence was used to generate the Quasi random
features.

To demonstrate this point further, we consider generating random features using Quasi-Monte-Carlo (Avron et al.,
@) Quasi random features work by generating a sequence of points from a (low-discrepancy) grid of points
in [0,1]P. Points are sampled from the target random-features distribution @ by applying the inverse CDF of
@ on each of these points in the sequence. In|Avron et al. (2016), the authors showed that generating random
features in this way improved performance over the classical random features method provided in
. In Fig. |z and Fig. E, we see that our method is able to compress the number of quasi random
features, which is similar to the behavior in Fig. [l and Fig. 2. Note that the experimental setup is exactly the
same as in Section 4] except that the random features are now generated using Quasi-Monte-Carlo.
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