DERIVATION OF THE ION EQUATION

E. GRENIER, Y. GUO, B. PAUSADER AND M. SUZUKI

ABSTRACT. We consider the classical Euler-Poisson system for electrons and
ions, interacting through an electrostatic field. The mass ratio of an electron
and an ion me/M; < 1 is small and we establish an asymptotic expansion of
solutions, where the main term is obtained from a solution to a self-consistent
equation involving only the ion variables. Moreover, on R3, the validity of such
an expansion is established even with “ill-prepared” Cauchy data, by including
an additional initial layer correction.

This paper is dedicated to Walter Strauss on the occasion of his 80th birthday.

1. PRESENTATION

1.1. From the two fluid model to the ion equation. Consider the following
Euler-Poisson system for ion and electron fluids near a constant equilibrium of
Ne =N; =ng > 0:

O¢ne + div(neve) = 0,

NeMe (Opve + Ve - Vo) = =Vp(ne) + en.VV,

O + div(nv;) = 0, (1.1)
n;M; (Ow; + v; - Vu;) = —=Vr(n;) — en; VV,

— AV =4me(n; — ne),

where e > 0 is the electron charge, me, T, =: p'(ng) (resp. M;,T; =: 7’(ng)) are the
mass and effective temperature of an electron (res. ion), V' is the electric potential
(E = —VV), n. and n; the electronic and ionic densities and v, and v; the electronic
and ionic velocities. Here pressure laws p = p(n) and m = 7(p) are smooth and
strictly increasing with p(0) = 7(0) = 0.

This system depends on one small parameter

2 Me

1 1.2
7 < (12)

n

and the purpose of this paper is to investigate the behavior of solutions as n — 0.
If one takes this limit while keeping m. = O(1), the limit is nonsingular and leads
to the Euler-Poisson equation for electrons. We consider the case when M; = O(1),
i.e. when we consider timescales where the ions have a nontrivial dynamics.

In this case, formally, the electrons adjust to the Boltzmann equilibrium which
reads, in the case of linear pressure law

ne = nge®’/Te (1.3)
1
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and the ion solve a self-consistent equation, the Fuler-Poisson equation for ions:
O + div(nsu,;) = 0,
M;(Ovu; + w; - V) + Vp; +n;eVV =0, (1.4)
— AV = 4me(n; — nge").

Our purpose is to make this limit rigorous in two different domains: X = T3
and X = R3, leaving the interesting question of the influence of boundaries. We
first provide uniform energy estimates for solutions of (1.1) in the limit considered,
which in particular justify the above system (1.4) as the main order term in the
description of the ion density in an expansion in 7.

This result covers the case of well and ill-prepared initial data. For ill-prepared
initial data, the electron unknowns are not fully described in terms of solutions to
(1.4) and their convergence as n — 0 is at most in a weak sense. In our second main
result, we obtain strong convergence of solutions in the case X = R? by adding an

initial dispersive layer. The precise statement of the result is done in Subsection
1.3 below.

1.2. Nondimensionalization and limit system. We let

ne(t, ) :47'('62 n(t, T, ), Ve(t, ) =\~ (t 7‘%)
M; M; / /

ni(t, z) :47'('62 p(t, ?x)v i(t, )

Vit.a) =L olt | 7o)

We suppose that the spatial averages and end states of n, p, and ¢ are @, p = 7,
and 0. Then we let

h(n) = /j ple(:)ds7 F(p) = /j Mds (1.5)

S

be the electron and ion enthalpies, respectively. The first relation can be inverted
to give n = n(h).
The system (1.1) becomes
Ogn + divinv] =0,

n? [y + v - Vo] + Vh(n) — V¢ = 0,

Op + div]pr] = 0, (1.6)
ov+v-Vv+Vi(p)+ Vo =0,
—Ap=p—n.

From now on, we study the asymptotic behavior of solutions of (1.6) as n — 0.
Formally, using in the second line in (1.6), we obtain that

Vh(n) = V¢
hence, using the fact that ¢ is defined up to a constant,
h(n) = ¢. (1.7)

This is a generalization of the celebrated (normalized) Boltzmann relation, which,
for the case h = Inn, takes the form (1.3). Using (1.7), we see that, in the limit
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n — 0, the ionic equation decouples from the electronic equations. Denoting by
po, Yo and ¢ the (formal) limits of the ionic density, ionic velocity and electric
potential, we derive the following classical Euler-Poisson system for ion dynamics:

Aipo + div(poro) = 0,
0o + vo - Vg + Vy(po) + Vo = 0, (1.8)
— Ag¢o = po — n(o).
This equation is classical in plasma physics and various of its properties are studied
in [7, 10, 15].
Let us now turn to the electronic quantities. Note that the electronic density is

given by the potential through 7(¢g). The equation on vy is more complex. First
using the equation on electronic density we get

div(novg) = —d¢ng. (1.9)
Moreover, taking the curl of electronic velocity equation we get
curl(@tvo + vg - VU()) =0. (1.10)

Using (1.9) and (1.10), it is possible to obtain vy by a method similar to that for
the incompressible Euler equation.

1.3. The remainder and statement of the results. We expect that in the
limit 7 — 0 the electrons oscillate with high frequency of order O(n~—!), and large
amplitude, of order O(1). This leads to the introduction of expansions of the form

n=mng+mnni, v=1v+vi, p=po+npr, V=vo+nr, ¢=do+ne1, (1.11)
where
ng := n(¢op). (1.12)
The total physical energy associated to (1.6) is

&= %/ {nlnvl* + H(n) + plv|* + T(p) + |V|*} do
X

where

x x
@) = [ {is)-im}as T = [ 67w} s
and we observe that in the case of perturbations of the trivial equilibrium: py =7,
vp = 0, initial data of the form (1.11) have O(n?) energy. We note however, that this
class of initial data is in general “ill-prepared” in the sense that its time derivative
at t = 0 is not bounded uniformly in 7 (cf the singular terms in (1.13b) below).

The system (1.6) becomes

1
dinq +vg - Vng + ;div [[no + nni]vi] = —oo, (1.13a)
1_[h —h
Oyv1 + [Uo + 'Ul] - Vo + EV (TLO + 7777;;) (’I”Lo) — ¢)1‘| = —01, (1.13b)
Orp1 + [vo +nri] - V1 + [po + np1|divivi] = —o, (1.13¢)
vt + [vo + ] - Vi + v | 1P T np;) —leo) ¢>1] = 03, (1.13d)

—A¢r=p1—m (1.13e)
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with error terms
oo = nydivivg], o1 1= O + [vo + v1] - Vo,

o2 =11 - Vo + p1divivg], o3 =11 - Vig.

We first prove existence of solutions on a time interval which is independent of
1. More precisely we establish

Theorem 1.1. Let s > 3/2+1, X = T3 or X = R3. Let (ng,vo, po, Vo, $o) solve
(1.8), (1.9) and (1.10) such that (ng — 7, vo, po — p, Vo, o) € C*([0,T]; H*T1(X)).
For any choice of initial data (n1(0),v1(0), p1(0),11(0)) € H*(X) supposed to sat-
isfy

p1(0) —n1(0) € H (X)), (1.14)
there exists a small parameter 19 and a time Ty such that one has the uniform
estimates on [0,Ty] for the solutions of (1.13):

sup [[|(n1,v1, p1,v1, V)| ms + [|(n0en1, n0vr, Op1, Opvn) || o] S 1
0,To

for all m € (0,m0). Besides Ty and ng can be chosen uniformly on bounded sets of
initial data.

Note that condition (1.14) is trivially true in the case X = T3. The structure of
equation (1.13) is similar to the structure isolated in [11] and appears to be crucial
in obtaining good energy estimates.

Theorem 1.1 immediately justifies the expansion in the derivation of the ion
equations.

Corollary 1.1. The variables (p,v, ¢) converge strongly in C([0,T], H®) to (po, vo, Po)
as 1 — 0, where (po, vo, ¢o) solves (1.8) with initial data (po(0),0(0)).

In the case X = R3, we can also justify the expansion in the derivation of
the electron equations for general “ill-prepared” Cauchy data by adding an initial
dispersive layer responsible for the singular terms in the initial time derivatives.
Our second main theorem is as follows

Theorem 1.2. There exists 6 > 0 such that the following holds: assume that
(po, V0, o) € C*([0,Tp] : H*TY) are a given solution to (1.8) satisfying
1((@)*[po = 2, (2)°10) (0) | = < 6, (1.15)

and consider initial data (n1(0),v1(0)) € H®. Then there exists ng > 0, and 0 <
Ty < Ty such that, uniformly in 0 < n < ng, the solution of (1.6) with initial data

n(0) = n(¢0(0)) +nn1(0),  v(0) = vo(0) +v1(0),  p(0) = po(0), ¥(0) = ro(0)
exists on a uniform time interval (0,Ty) and moreover, one can obtain the following
expansion of the solutions

n = no + nne + Ny, v =+ v + v, ¢ = ¢o + 1P¢ + NPr,
P = po + Npr, v =1V + N,

where (ng,vo) are defined in (1.9), (1.10), (ne, ve, Pe) s an initial dispersive layer,
which converges locally to 0 in Li,t(K) for any compact region of space-time and
the remainder converges strongly to 0:

||(nravr»pr7Vra¢r)||L°°([O,Tg]:HS—1) -0, a577%0' (116)
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The main information is that v, — 0 since the convergence of n toward ngy can
be obtained by Theorem 1.1.

The initial layer is described below in more details. We note that Theorem
1.2 also applies for well-prepared initial data in the case of X = T2 by defining
(ng,ve, d¢) = (0,0,0). Finally, by assuming further localization, one can make the
rate of decay in (1.16) quantitative in 7.

The localization required on the initial data for the ion in (1.15), used to guaran-
tee (1.20), seems stronger than the condition in [11], which is essentially at the level
|Vno| = o(|z|~2). This is due to two reasons: (i) in our context, we are considering
a Klein-Gordon equation and not a wave equation and spatial decay in v is related
to both decay in n and in V¢ ~ |V|~!n, which leads us to require a stronger decay
|z|3|Vng| < 1, (i) the electrostatic equation in the ion equation (1.8) leads to
similar spatial decay for p and ¢ and their derivatives, thus the homogeneous norm
in (1.15).

The initial layer (ng, ve, ¢p¢) satisfies

1
Oyny + Ediv [[no + nnelve] = 0, (1.17a)
1_1|h —h
Osvg + vp - Vg + ;V (no + 777117@) (no) — ¢¢| = —[Orvo + v - Vo], (1.17b)
curlv,] = 0, (1.17¢)
A(ﬁg = Ny. (117(1)

This introduces a fast dynamics (see the unbounded time derivatives) which cor-
responds to a dispersive, Klein-Gordon-type equation in time ¢/n on a variable,
slower, background defined by ng(x,t). The properties of initial layers are of inde-
pendent interest and are summarized in the following theorem.

Theorem 1.3. Let s > 3/2+ 1 and X = R3. Given (ng,vo, po, Vo, $o) as above
and (ng — 7, vo, po — P, vo, ¢o) € C*([0, T); H*TL(R3)). For any choice of initial data
(ne(0),v¢(0)) = (n1(0),v1(0)) € H*(R3) supposed to satisfy

n1(0) € HY(R?), curlfv;(0)] =0, (1.18)
there exists a small parameter ny and a time Ty such that one has the uniform
estimates on [0, Ty] for the solutions of (1.17):

sup [[[(ne, ve, Vo)l e + [[(nBeme, nOrve) | -] S 1 (1.19)
0,7,
for all n € (0,n). Besides Ty and n¢ can be chosen uniformly on bounded set of
initial data. Furthermore, there exists a positive constant € such that if

H<x>3vn0”L°°([O,T]><]R3) <ke (1.20)
then the following local energy decay holds
T
/ / ) {n,%+\vg|2+|v¢g|2} drdt < |1ogn\*%(1+T). (1.21)
0 JB(0,/logn|%)

The problem of the limit of (1.1) as n — 0 is related to the classical problem of
the low-Mach number limit, see e.g. [8, 9, 17] and many of the results above are
motivated by related works [1, 3, 11]. We also refer to [5, 6] for other works on the
two-fluid Euler-Poisson system.
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Finally, we would like to mention some interesting problems that are left open
by this work:

e It would be interesting to understand how the derivation changes in the
presence of boundary.

e It seems a very difficult question to consider the is situation with a full elec-
tromagnetic field, when Poisson equation is replaced by Maxwell’s equation.

1.4. Outline of the proof.

1.4.1. Energy estimates. In order to obtain existence on a uniform interval of time,
one needs to control the regularity of the unknowns. However, a look at (1.13)
shows that one cannot expect uniform control on some time derivatives. In the
case X = R3, this can be understood since the initial layer is essentially a function
of t/n. Fortunately, the equation for electron and ions are only weakly coupled and
we can control them in different ways.

For electrons, we use the fact that n0; preserves the symmetric structure of the
equations to control large fast-time derivative, n0; of the unknowns and then use
the equations to transfer time regularity to spatial regularity (ndy — 9,) for the
electron variables. This does not work for the electron vorticity and we control it
independently, which is straightforward since it is essentially transported by the
flow. This approach is adapted from the work of Métivier and Schochet [11], see
also [4].

For electrons, we make usual energy estimates to get directly spatial regularity
for the ion variables. Indeed, there is a priori little to gain from singular time-
regularity of the ion variables, as we expect the ions to have time derivatives of size

o(1).

1.4.2. Control of the initial layer. The proof of Theorem 1.3 relies on the local
energy decay. To illustrate this, we consider a model problem for (1.17) in the
system

nong + div [ngvg] = 0,
ndwve + V [ﬁ/(no)ne} V=0, curllv] =0, (1.22)
A(M = Ty.

This system has a similar structure to the Klein—Gordon equation. For semilin-
ear Klein—-Gordon equations, the local energy decay was obtained in [13] by C. S.
Morawetz. Since then, there has been a long litterature devoted to its precise study
and we refer to [2, 12, 16] and the references therein for more history and context.
In our case, the system is quasilinear with variable coefficients and we adapt her
method based on a combination of the classical momentum conservation law:

|ve]?

2 ~
’I]at[n[l)gj] + leLJ = —Tajno + %@h’(no) (123)

for j = 1, 2,37 where Lj = (le, ng, ng) and

v 2 ~ n2 v 2
ij = ’rlo’t)gjvgk — ajd)gak(ﬁ[ + §jk 7ﬂ0% + h/(no)i + | ¢[|

2 2

for k=1,2,3,
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and a new equirepartition of energy estimate with a key multiplier V¢,, associated
to the work of the electrostatic forces:

N0 [ve - Vo] + div[h' (n0)neV o]

- 1.24
= h'(no)ni + |Ve|* —nolvel* + ve - [no, VA~ div]v,. (1.24)

1.4.3. Decay of the remainder. Once the strong limit and the initial layer are ex-
tracted, the proof of the decay of the remainder follows from a relatively simple
Gronwall estimates. There are only two issues that arise:

(1) One needs to show that the strong limit and the initial layer do not have
strong interactions, i.e. to control terms of the form

T
/ / nevodxdt
o Jms

This is done using orthogonality in space arguments: the strong solution
remains localized close to the origin for the times 7' < 1 that we consider,
while the initial layer rapidly exits any compact space.

(2) One also needs to verify that the ion density is not amplified by the forcing
of the new electrostatic field V¢, due to the initial layer. Fortunately, in
this case, we can use the fast time oscillations to approximately integrate
this interaction through a normal form transformation.

— 0.

The details are presented in Section 4.

1.5. Notations. Let us define some function spaces. We first define H'(X) to be
H'(R?), the usual homogeneous Sobolev space if X = R? and if X = T3, we define
it as the space of mean-zero functions in the usual Sobolev space,

(T = {f e H'@%); [ fdo =0},

1.6. Outline of this paper. The structure of this paper is as follows: In Section 2,
we obtain energy estimates. Section 3 provides the localization of the limit solution.
In Section 4 we prove the decays of the remainder by assuming the local decay of
the initial layer. Section 5 deals with the local decay of the initial layer. Finally, in
an appendix in Section 6, we recall some results used along the way.

2. ENERGY ESTIMATES; METHODOLOGY “A LA METIVIER AND SCHOCHET”

In this section, we obtain energy estimates. We start with the case X = T3 of
the torus, where the estimates are slightly easier. In the last subsection, we adapt
the proof to the case X = R3.

2.1. Principle. To obtain energy estimates, we closely follow the strategy of G.
Métivier and S. Schochet. First, as (1.13) is an hyperbolic system, we note that it
admits a solution over a time interval [0,7'(n)] which may depend on 7. We then
use a bootstrap argument uniform in 7 to obtain uniform a priori bounds on a fixed
time interval independent of 7.

Let us fix an integer s > 3/2 + 1. For 7 fixed, but small, we introduce

K(T) := sup |[(n1,v1,p1,v1)l ms
te[0,T]

for T < T(n). Note that K takes into account only part of the unknowns.
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The first step is to prove that K also controls time derivatives of the various
unknowns. More precisely we will show that

s
L:= sup Z [H (10)* (n1, w1, Vo) || gre—v +n~ ™ E 00)* (o1, 1) | 1o
te[0,T] .o

(2.1)
is bounded by K. The idea of the proof of this inequality is to use the equations to
express time derivatives of the unknowns. At each step we loose one space derivative
and a n factor, except for “slow” variables where there is no loss at the first step.
This is detailed in Section 2.2.

The second step is to fulfill energy estimates. This involves two phases. First we
make classical L? energy estimates on the linearized system. Then we use refined
energy estimates for the ion variables. This gives a control of fast variables by a
function of K.

Combining all these estimates we obtain a Gronwall-type estimate

K(T) < Co + (T +n)C(K)

where, here and later, Cjy denotes a constant depending only on the initial data and
C(K) denotes an explicit nondecreasing finite function of K. The upshot is that
we have control of K for small time uniformly in 7 and that solutions exist so long
as K remains finite.

2.2. First step: control of the other unknowns. We first obtain that
Lemma 2.1. With L defined in (2.1), there holds that L < C(K).

Proof. The proof is a routine but lengthly work. We iteratively use the equation
to express time derivatives as functions of spatial derivatives. At each step we gain
one time derivative, loose one spatial derivative and an extra factor =1 appears.
Let us now go into the details.

We prove by induction on j that

J
P > [H (00)" (n1, 01, Vo )| o + 0~ "B 00)* (1, 1) |l rs-v | S 1.
tel0 Tl k—o

The more precise estimate for p; and v comes from the fact that for the first time
derivative, no singular term appears (subsequent singular terms will appear as soon
as there is a term like Op¢1).

Case j = 0. We only need to bound ¢; in terms of K, which follows from
(1.13e).

Induction. From (1.13a), we have
ndin1 = —nug - Vny — div [[ng + nni]vi] — noy.

Looking term by term, taking (nd;)?~! derivatives, estimating in H*~7, and using
Lemma 6.1 to handle the nonlinear term div [[nni]v1], we can bound (nd;)n;.
Similarly, for vy, from (1.13b), we have

B(no +nn1) — ﬁ(”o)

N1 = —n [vg + v1] - Vo =V o

— ¢1| —no1.
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The bound is then propagated by estimating each term separately. Here, to handle
the nonlinearities of &, we have changed n0; to s by nt = s, then used Lemma 6.2,
and changed Js to nd; again.

Similarly, one can also have the bound of (n9;)?p; and (nd;)’v; from

Orpr = —[vo +nri] - Vi — [po + np1ldiv(vy) — o2,

¥(po +np1) —F(po)
n

O = — [ + 1] -V =V +¢1| — o3,

What is left is to show the bound of (nat)j ¢1. Applying a standard estimate of
elliptic equations to (1.13e) with the fact (70;)7¢; € H*~I*! we have
|\(775't)jv¢1\|Hsfj N H(n@t)j (p1 *”1)||Hs—j Sk L

The proof is complete. O

2.3. Second step: energy estimates by symmetrization. Here we aim at
controlling the most singular terms appearing in (1.13). In order to do this, we first
control their time derivatives through energy estimates.

Let us define
(Ni, Viey Rie, Uy, ®) = (00,)" (n1, 01, p1, 1, 61)
for k =0,...s. We first write the equations satisfied by N, Vi, and ®.

Lemma 2.2. For k=1,...s, there holds that
1
O Nk + [vg + v1] - VN, + 5div [[no + nn1)Vi] = 7L,

1 .
OVt oo+ v1] - Vit LV (AN = @] =12, (2.2)

—A®, + R, — N =0,
where H := h/(ng +nny) and fori=1,2,
7kl e+ Swer 1.

Proof. The proof is straightforward once we apply Lemmas 6.1 and 6.2 to obtain
the estimate of r. |

Lemma 2.3. Define
E() =D Il ()" (n1,v1, V1) ()72,

k<s
we have the following energy estimates:

E(t) < Co+ (t+n)C(K)
as long as K < 1.

Proof. This is direct for the case k = 0. For k > 1, we use energy estimates, starting
from some estimate of ®;. The third line of (2.2) gives

V@2 < Cl|(Nk, Bi)llz2 Sk,r 1. (2.3)
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Multiplying the first line in (2.2) by HNy, the second line in (2.2) by [ng + 1m1]Vi
and summing, we obtain:

1~ 1 1
Oy {2HN13 + 5[”0 + Tln1]|Vk|2] - E[no +nm] Vi - Vo

17~ 1 ~ 2.4
+div {2 [Hle + [no + Tl”l]\Vkﬂ [vo + v1] + 5[710 +nni|H N Vi 24)
= Rla

where
1 ~ 2 1 2 1 2 9. r
Ri=3 [atH} NE + 5 [Oulno + nma ]} Vel + 5 NEdivIH oo +oa]
1 . ~
+ §|Vk|2d1v[[n0 + nna][ve + v1]] + r%HNk + [no + nnl]r,% Vi

On the other hand, differentiating (1.13e) with respect to ¢ and using (1.13a) and
(1.13c) gives

— 0:A¢1 = —[vo + 1] - Vpr = [po + npa]div]
+vo-Vng + %div [[no + nniJvi] — o2 + 00.  (2.5)
Applying (n9;)¥ to this we have
— 0t ADy, + [vo + 1] - VR + [po + np1]div][Ug]
oo+ 1] - VN, — %div (o + ] Vi] = %, (2.6)

where
2l Skop 1.
Then we multiply (2.6) by ®; to get

1 1
O {2|V¢’k2} + H[no + Vi - VO
—div [®f [VO, P — Rr[vo + nv1] — [po + np1)Uk]]
1
—div {(I)k [Nk[vo +v1] + H[no + nm]Vk]”
= R27 (27)
where
Ro IZdeiV[‘I)k[Vo + 771/1]] + Uy, - V[[po + npl]@k] — deiV[(I)k[Uo + 1}1]} + T]%(I)k.
Adding (2.4) and (2.7) and integrating it over [0,¢] x X, we have

1~ 1 1
/ [HN,? + = [no + nna]|Ve|? + |V<I>k2} (t,x)dx
v 12 2 2

1~ 1 1
:/ {HN,?—F[no+nn1]Vk|2+|V®k|2] (0,z) dx
<12 2 2

t
+/ / R1 + Rodxdt
0 X

< Co +tG(K),
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where we have also used (2.3) and Lemma 2.1 in deriving the last inequality. This
completes the proof. ([

Now, we obtain control of ny, v1, and ¢; in H® norms from the equation.

Lemma 2.4. There holds that
S 103" (n1, 01, V)| e S Co + (t+n)C(K).
k=0

Proof. For k=0,...,s—1land r=0,...,s —k — 1, it suffices to show

o< L INEl[Er +0C(K) i k> 1,

IV prrer S { Nkl +tC(K) if k=0, (28)
IVicllzrr+1 S 1Nkl + Vel e + Co + (8 +n)C(K), (2.9)
[Nkl S Vel + [Nkl 4 (84 1) C(K). (2.10)

Indeed, from these three, using Lemma 2.3, we have

1
I(Ni, Vie, VO e S Y I (Notss Vi s VOkep )| re—imr + Co + (¢ + ) C(K)

[V Y
> O

S D MWWkt Vs V)l 22 + Co + (¢ + 1) C(K)
§j=0
S Co+ (t+n)C(K).
We start with (2.8). Applying elliptic estimates and using the third line of (2.2)
and the fact that the average of ®; is zero, we have
V@l gt S (N, Bie) [ -

For the case k > 1, the right hand side is bounded by C||N| g~ + nC(K) thanks
to Lemma 2.1. For the case k = 0, we use that

n©)+ [ om(ryar

Next let us show (2.9). Taking the curl of the second equation in (2.2), we obtain
that

< Co-l—Lt < Co+tC(K).

1Rl sz = 1 (8) e = ‘
H’r‘

[O;curl[Vi] + [vo + v1] - Veurl[Vi]] = curl[ri] — [curl[vg + v1]] - VV4,
from which a direct energy estimate gives
[lcurl[Vi]|| g < Co +tC(K).
On the other hand, using Lemma 2.1 and the first equation in (2.2), we see that
1
no + NNy
S INksallzr + Vil a2 +nC(K).

From these two, we conclude (2.9).
Using Lemma 2.1, the second equation in (2.2) and (2.8), we see that

||diV[Vk]||H'r~ = [Nk+1 + 77[1)0 + Uﬂ - VN, + V[Tlo + 77711] Vi — 777‘]1{}

HT

IV Nkl - = HEF1 [Vk+1 + v +v1] - VVi + N, VH — VO — nri} H
S Witz + [Nkl e + (¢ +1)C(K),

Hr
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which gives (2.10) and completes the proof. O

2.4. Second step: energy estimates for the ion variables. Proceeding as
above, there is little that can be inferred from control of (79;)*(p1,u1). However,
we can easily recover them from simpler energy estimates.

Lemma 2.5. There holds that
l(p1, v )|las S Co +tC(K).
Proof. Simply taking « derivatives of the last three equations in (1.13), we obtain
R + [vg + 1] VR + [po + np1] divU® = &}
U + [vo +mn] - VU +9(po +np1) VR® + VO = &5

b
b

€2
where
(Ra7Ua7(ba) = 8?(91»”1#?)»
1| gromior < C(K), i=1,2.

~

Consequently, multiplying the first line by R*/(pg + np1), the second line by
U/ (po + np1) and summing, we obtain

1 1 1
~9 [|U‘“|2 +

i | = |Ra|2]
2 |3 (po +np1) po +np1

|2 |2
+ div |:R04Ua+ vo +nv1 |R| vo+nvy  |U? ]

po+mnp1 2 ¥ (po +np1) 2
R 2 U« 2 Ue . voo
_ R div[VoJrnm}Jrl | div[~/”°+””1 :|_~/
2 po +np1 2 ¥ (po+mnp1)] 7 (po+np1)
£9R® e - U |U|2 1 |R™|2 1
po+npr  Alpo+np) 2 Alpo+npr) 2 po+upr

Using (2.8) with £ =0 and r = s — 1, we get energy estimates that allow to finish
the proof. [

Now we can obtain our main estimates. We just have to let K’ = 2C{, where
C{, is the sum of all the constants Cj that appear in the previous estimates (in
particular, it only depends on the initial data). Then, we see that there exists
n(K') > 0 and T(K’) such that we have an energy estimates on [0, T(K")] for all
17 < n(K'). This finishes the proof of Theorem 1.1.

2.5. Adaptation in the case X = R3. The problem is that A cannot be prop-
erly inverted on L?. We replace (1.13e) by a time-evolution equation for V¢1, by
applying V(—=A)~! to (2.5),
19V = V(=A) " div [=nlpivo + [po + np1lvr] + nlnive] + [[no + nnalvi]]
(2.11)
with initial data
V1(0) = V(=A)~ [p1(0) — ny(0)] € L2 (2.12)
The equation and initial data are well-defined thanks to the facts V(—A)"tdiv :
L? - L2, V(-A)"': H 1 - L2 and
IV (=A)" div(u)lzz < llullze- (2.13)
By applying div to (2.11) and integrating it over [0, ], one sees that (2.11) with
(2.12) implies (1.13e).
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We just present the adjustments needed to adapt the proofs of Lemmas 2.1-2.5.
Let us define

Kgs := sup ||(n1,v1,p1,v1, Vér)| as
te[0,T]

and prove by induction that
Lemma 2.6. There holds that
) 1 k <
Lgs = S[%PT] Z [|| 100)* (n1,v1, Vo)l gra—s + 07| 000)" (o1, 1) o1 | Sis 1.
te —1

Adaptation of the proof of Lemma 2.1 to proving Lemma 2.6. 1t suffices to adjust
the estimate of (nd;)* V¢1 in the induction part. Using (2.11) and (2.13), we simply
obtain ||(n0y)*V 1 || grs—x 1. O

NRa

For Lemma 2.2, the last equation in (2.2) need to be changed.
Lemma 2.7. For k=0,...s, there holds that

1
KV, = EV(—A)_ldiv [[no + nna]Vi] + 74, (2.14)
where
il rs—r St 1. (2.15)
Proof. The estimate (2.15) follows from (2.13) and Lemma 2.6. O

Now, we show how to adapt Lemma 2.3.

Lemma 2.8. Define
=D 1 @) (n1,01, Vo) (0)]72-

We have the following energy estimates:
E(t) < Cy+ tC(Kgs) (2.16)
as long as Kgs < 1.
Adaptation of the Proof of Lemma 2.3. We only need to replace equality (2.7) by
1 1
Oy |:2|V<I>k2:| - EV(_A)_l [div [[TL() + nnl}Vk]] -V, = ’I"é - Vo, (2.17)

which can be obtained by multiplying (2.14) by %V@k.
Adding (2.4) and (2.17), integrating it over [0,¢] x X, and reminding that

1
—f/ V(- dlv[[no +nni|Vi]] - VO, = 5/ [no + nn1]Vi - VO,  (2.18)
X
we have

1~ 1 1
/ [HN,? + = [no + nna]|Ve|? + |V<I>k2} (t,x)dx
v 12 2 2

1 1
:/ |: HNk [no+nn1]Vk|2+2|V®k|2] (O,x)dx
X

+//R1+rg-vq>kdxdt
0 JX

<Cy+ tG(KR3)7
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where we have also used Lemma 2.6 in deriving the last inequality. O

Lemma 2.9. There holds that
D 102" (n1,01, V)|l a—r S Co + (¢ + 1)C(Kgs).
k=0

Adaptation of the Proof of Lemma 2.4. We only need to replace (2.8) by

||V(I>k|| o < ||Nk||H' + Co + (77 + t)C(KRS) if k>1,
H S || Nyl e + Co 4 tC(Kgs) if k= 0.

Indeed, since (2.11) with (2.12) implies (1.13e) and thus we have the third line of
(2.2). Then applying standard elliptic theory, we see that

V@il grir < C[(Ni, Ri) |- + Cl[VPx| 22
< Cl|(Nk, i)l e + Co + (n + £)C(Kps),
where we have used (2.16). One then gets (2.19) as in the proof of Lemma 2.4. O

(2.19)

Lemma 2.10. There holds that
(1, v1) e < Co + tC(Kps).
Adaptation of the Proof of Lemma 2.5. We use (2.19) instead of (2.8). O

3. LOCALIZATION OF LIMIT SOLUTIONS

In this section, we discuss the localization of limit solutions when the underlying
space is X = R3. This property is essential to control the initial layer and justify
the derivation of the electron equations (1.9) and (1.10). We consider the limit
equations (1.8) for the ions and show the following lemma, where Ey(T) is the
linearized energy:

EO(T) = Suj}? ||(p0 — P, 1/07¢0)(t)||?{3

)

Lemma 3.1. Let k = 1,2,3. Assume that (po, Vo, do) s a solution of (1.8) as
(po — ps 10, Vo) € CL([0,T) : H3) and, in addition, the initial data (po(0),v0(0))
satisfies

()" [p0 = (015 + lI{2) w0 (O)7s < 8
for some § > 0. Then there holds that

sup |((z)*[po — 2], (2)* w0, (@)"¢0) (t)l[75 < O(T', Eo(T))0. (3.1)

[0,7]

Furthermore, for ng = n(¢g), it holds that
sup )" o~ AO)fe < OT, Bo(T)3. (32)

For this proof, we first introduce the weighted unknown functions

PR,B,k = <533>k<PR[PO —pl, VRrpk = <ﬁx>k<PRVo, OR,Bk = (593>k<PR¢0

for R >0, k = 1,2,3, and 3 € (0,1], where pr := p(z/R) for a radially non-
increasing function g such that ¢o(z) = 1 when |z| < 1, po(x) = 0 if |z| >
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2. Furthermore, we rewrite equations (1.8) into those for the weighted functions
(PR,B,ks VR85, OR.8,k) Dy using the facts p = 7 and n(0) = n.

O¢pR.Bk + 10 - VPR, + podivvr a.k]
=[- w}a,k]PR,B,k + Powﬁla,k “VR,Bk T Tll%,a,ka
Ovrpk+ 10 Vvrpr +7 (p0)Vorsk + Vorsk

) (3.3)
= [vo - wg 1 VR 8.k + 7 (P0) PR WS | + PR KWE & + Th 51>
— Adrpk+ Norgn
= 2w, - Vorpr — Wi — 2\ws k" )ORs.k + PREE + TR 500
where
N: /1 1’ (0¢o) dd > éo > 0 wh V(Bz)* w2 Afr)®
= 0 Z Co s = s =
0 PR (Bayk 0 PR T (B
Furthermore, we also see that
T
/ H(Tll%,ﬂ,k’ﬁ%,ﬁ,mTI%,B,k)(t)”?ﬁ dt
0 (3.4)

T
SEo(T) 5_1(5R)k_1/0 (o0 = §s v0, b0, Vo) (8) 33 (m< || <ar) U
We now show the localization.

Proof of Lemma 3.1. We begin by showing that

T
sup 1(pr.p.k: vrp.0) (D)l o), 5+/0 (72,105 i .1 T, 1) (B) [0 . (3.5)

It is easy to check that wé’ , and w%’ . belong to W5°° and satisfy
[wh gllLe <38 for k=1,2,3.

Now let us fix 8 by min{1,/¢/9} for & being in the definition of N, and apply
energy method to the third equality of (3.3) to obtain

L [I90m 04 + o] da

= /Rs [lwh 1 * PRk + PRSK+ TR s k| OR 5K du
2¢o 2 - 2 3 12
3 Prprdr+C(c) | [Prpk+ [Tr "] dr,
X R3

so that |[¢r sk ()|l SET) ||(pR’5,k,T%’5,k)||L2. Elliptic estimates then give

<

6r.6.k ()55 Secre) 1(PRBHs TR 1) 5 (3.6)

Performing the same energy method in as the proof of Lemma 2.5 for the first
and second equations in (3.3), and using the above elliptic estimate and the fact
| (or,,k, VR,8.k)(0) |35 < 8, we conclude that

I(or.8.5>vRB.) ()| 15

t
SEo(T) 5+/O [(or.5.0:vR,80) ()1 + 1(TR 3 10 T, 5.0 The 1) (8) 1 s ] s,
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which together with the Gronwall lemma leads to (3.5).
From now on we derive (3.1). In the case k = 1, we see from (3.4) that the
righthand side of (3.5) converges to zero as R tends to infinity and thus have

1((B)[po — p], (Ba)vo) (t)l|3rs SEocr) T 0.
We can then plug this into (3.6) and let R — oo to get
)00 ()| SEo(T),T O
1(Bz) b0 (t) |75 < 5

Induction over k then gives the result.
Finally (3.2) follows from the mean value theorem and the fact that ng = 7(¢o)
and 7 = 7(0). The proof is complete. O

4. DECAY OF REMAINDER

In this section, we assume Theorem 1.3 for a moment and finish the proof of
Theorem 1.2 by proving the following:

Proposition 4.1. If the initial data (n1(0),v1(0), p1(0),11(0)) € H*(R3) satisfies
(1.14), (1.18), p1(0) = 0, and v1(0) = 0, then the remainder (N, vy, Pr,Vp, Or)
converges to 0 in H*~*(R3) as n — 0.

The proof is based on the energy method used in Section 2.5. The remainder
(ny, Oy, pr, Vi, ¢r) satisfies the equations

1
Ogny + [vo + ve] - Vi, + Ediv[[no + nng + nnelor] + nedivive + ve]
= —div[nevo], (4.1a)

1 -
6tvr + [UO +ve + vr] - Vo, + %V[Hrnr - d)r] + vy V[WO + U@]

= —V[vg - v¢g] + ve x curl]vg], (4.1b)
Opr + vo - Vo, + divipory] + prdivivg] = —ndivip.v,], (4.1¢)
atVr + v - VUT +V |:érp7‘ + ¢7‘i| +uvr- v1/0 + v¢€ = —NnVr- VVM (41d)
—A¢ = pr —ny (416)

with the initial data condition (n,(0),v.(0), pr(0),,(0)) = (0,0,0,0), where

1 1
H, = / R (ng +nne + 0nn,.)do >0, G, := / 7 (po + Onp,) do > 0.
0 0
Similarly to Section 2.5, we rewrite (4.1e) into an evolution equation for V¢, as

1
atv¢r = V(—A)_ldiV |:T][[n0 + g + nnr]vr] — prvo — povr + nr[UO + UZ]

(4.2)
+ V(=A) " div[neve — nprvr].
We notice from Theorems 1.1 and 1.3 that
Sup [H(n?“a Up, pm Vp, V(br) ||H5 + ||(778tnr7 natvru 6tpr; atyr) HHsfl] 5 1
[0,min{Ty,T,}]
(4.3)

Furthermore, we also see the following convergence.
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Lemma 4.1. For any T € [0, min{Ty, T;}], the function Dy(t) := ||(nevo, vo - ve, ve X
curl[vg])(t)|| L2 satisfies

T
/ Di(t)dt -0 asn— 0. (4.4)
0

Proof. For any € > 0, there exists Ry > 0 such that

T
/ / [Jvo|? + |Vvo|?] dtdx < e.
0 Jlz|>Ro

Using this, the uniform estimate (4. 3) and the local decay estimate (1.21), and
then setting 7 in (1.21) so that |logn|3 > Ry and |logn|~2 < ¢, we conclude that

/ D3 dt </ / (07 + |ve|?] dtder/ / [Jvo|? + |Vuo|?] dtda
|z|<|log | |z|>Ro

which 1mphes the desired convergence. (I
The rest of this section is devoted to the proof of Proposition 4.1. It suffices to
show that
O[Er(t) + nFe(t)] S Er(t) + De(t) + n, (4.5)
where Sup(g min{1,,71}] | Fe(t)] <1 and

&:(0)i= [ [Gop?+ polonl? o+ Hy + o -+ o + V6, P
X

Indeed, Gronwall lemma allows us to conclude that supg win{r,,7,}] E(t) = 0 as
7 — 0. This and (4.3) lead to Proposition 4.1 with the aid of the Gagliardo—
Nirenberg inequality.

Remark 4.1. We can obtain rates of convergence in (4.4) and thus for the re-
mainders if the localization ||{x)%vg||L~ < +00 holds for some o > 0.

4.1. Ton Variables. We start by energy estimates for the ion variables. Multiply
(4.1c) by G,.p, and (4.1d) by povy, respectively. Add these two results and integrate
it over R3. Then we have

1d 5 9 9
24t o [GTPT+P0|V7~\ } dJH'/Rg povy - Voydx
1 = . r A .
=5 [ [0:Gulo + eonlln P + div(Gallg? + [div{pornlo ] do
R3

- | [prdiV[VO]]érpr +[=Vo, + v, - V] - [povy]| da
R3

_ 77/]1@ [[diV[PrI/rHérpr + [I/T . VVT] . [POW]} dx
S &0 T (4.6)

where we have also used (4.3) and Theorem 1.3 in deriving the inequality. Thus,
we see that the main task is to control the forcing by the fast oscillating electro-
static field V¢y. This is done by a normal form transformation using the fast time
oscillations of ¢,. In order to use the fast oscillations in time, we write

ve = VU, (O + v - Vug) = VT
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with the aid of the facts (1.10) and (1.17¢). Then, from (1.17b) and (1.17d), we
have the equation

—h (no) Ay + ¢ = 101V + no,

where

2 7 _— h ~
_ Juelf | Ao+ 1me) — h(no) — i (no)

= To.
(oF 9 1 + 0

We postpone until Lemma 6.3 in Appendix to show that 1- ﬁ'(no)A]_l is well-
defined. Apply V[1—h/(ng)A]~! to the above equation and use the time-derivative

formula in Lemma 6.3 to obtain

Ve =nV[1 — W (ng) Al 0,9, + 0]

. . A
= 0, [VI1 = (o) A7 ] 4 vt (o)~ | 20 g )4 g |
h' (no)
Using this and letting
Fu(t) := / povy - V1 — ' (ng) A 10, d,
R3
we control the fast oscillating electrostatic field Vo, as
/ povy - Voypdr = 0y [nFi] — / Atlpovr] — 1 (no)A] "', dx
. AL
+ 17/ povy - V1 —h (ng)A] ™! M[\I}z — &gl + 0| dx
R? h'(no)
< O[nFe] + Cn, (4.7)

where we also have used (2.13), (4.3), Theorem 1.3, Lemma 6.3, and Sobolev’s
inequality in deriving the inequality. We now note that sup g yingr, 3 [Fe()] S 1
holds.

4.2. Electron variables. Let us estimate electron variables in the same way as in
the proof of Lemma 2.8. Multiply (4.1a) by H,n,, (4.1b) by [ng + nne + nn. vy,
and (4.2) by Vé¢,, respectively. Add these three results and integrate it over R3.



EP/I DERIVATION 19

Then, reminding the computation in (2.18), we have

% p / H n? + [no + e + g |ve | + |V, | ]
%/ 02+ 0o + e -+ 2] e
v / [[dw[ [o0 + velIn? + div g + e + v+ ve + 0,]] v, 2] o
- /R [imectivieo + v Eron + o - loo 4l - llno + e + 7m o] d
_ /R [V(=A)"div [proo + povr — nelvo + vel]] - Vo de
+ [ oo vldivllb -+ e+ o]+ o < cuntfol] - 1m0+ e+ o o] d
+ /R et V[H,n,|+ [V(=A)"div [nevg — npevy]] - Vo, dz
E.(t) + Dult) + 1. (4.8)

where we also have used (2.13), (4.3), and Theorem 1.3. Adding (4.6) and (4.8)
and then using (4.7), we conclude (4.5). Therefore, the proof of Proposition 4.1 is
complete.

5. LOCAL DECAY OF INITIAL LAYER

This section is devoted to the proof of Theorem 1.3. One can show the indepen-
dence of Ty with respect to 1 and the uniform estimate (1.19) in much the same way
as the proof of Theorem 1.1. Thus, we omit the proof and focus only on deriving
the local decay estimate (1.21).

The proof will rely on estimate on the local energy decay. In order to do this,
we compute variants of (1.23) and (1.24) adapted to our case. Letting

« [e3
G(ng,a) = / sh/(no + ns)ds, H(ng,a) = / h' (no + ns)ds,
s=0 s=0
then
nO¢[neve;] + divL; = —e(l)ajno — nnemj, (5.1)
for j =1,2,3, where L; := (Lj1, Lj2, L;3) and, for k =1,2,3,

\V4 2
5jk| gz\

|ve|?
2

L = {(no + nng)vgjver — dixno ] - {83'05681@4276 - ] + 001G (0, 1)

and

2 ne
T = Oyvg + vo - Vg, eM = \v§| + ’/lg/ R (ng + ns)ds,
s=0

which satisfy

Imllze ST, 1] S Joel + el (5:2)
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The equirepartition of energy becomes

2
nO¢[ve - Vo] + div |[H (ng, ne) + U%]Vfbe

1 5.3
= ngH(no,ng) + |V¢e|2 — (no + §T]ng)|vg|2 ( )

+vg - [(no 4+ 1), VA~ div]vy — nVeéy - .

Next we introduce some localization operator. For a cut-off scale R, whose
precise value will be chosen later, define

¢r(z) = gj(R™'x)
for a radially non-increasing function ¢ such that ¢g(z) = 1 when |z| < 1, po(z) =
0 if |z| > 2. It is easy to check that for o with |a| > 1,
0%0r| < a1 rejoi<2ry- (5.4)

Let us also introduce the linearized energy E(Ty) which is bounded uniformly in #:

E(Ty) := sup ||(ne, ve, Vo) (8)]1 4.

,Te]

The commutator in (5.3) plays an important role and we record a few important
properties. It is skew-symmetric

/ v - [ng, VAT div]v dx = 0, (5.5)
R3

and has a simpler structure on gradients v = VU .:
[no, VAT iv]V¥ = —UVng + VA~ Ldiv[TVng), 56)
[ng, VA~ divjv = A7 div[v @ Vng — Vg ® ] ’

or, in coordinates,
[no, VAfldiv]ﬁj\Il = Ailak[aj\:[lakno - Gk\IlajnO]
The above controls are complemented by the localization properties of ng derived

in (3.2).

5.1. Control of velocity and electric field by density. This subsection pro-
vides several inequalities for the velocity and electric field. Those will be used to
control the density n, later.

Lemma 5.1. Under the same assumptions as in Theorem 1.3, it holds that

v 2
/]R3 ch| <f>£2| dzx < /R3 ornidr + R™YE(T;) for R > 0. (5.7)

Proof. By Hardy’s inequality and (5.4), we observe that

V 2 V 2 _
[onl o ae < [ onl¥8hao < joitvroite + R E@). 68)
R3 <$> R3 ‘I|

Next multiply 0;A¢y = 9;ng by @wr0;¢¢ and integrate the result to obtain

/]R3 Pr|VO;i¢|* do = /]R3 [orni + (0ior) (nedice) — 0ide[Vor - VOidy]] dx

g/ orni dz + CR™E(T)),
R3
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and using (5.8), we complete the proof. O
Lemma 5.2. Assume that

[(z)Vnollpsers <0, (5.9)
and assume that vy satisfies (5.3), then there hold that

< R'E(T)), (5.10)

/ YRV - [77,0, VAildiV]Ug dx
R3

T 2 T
/ / @R% dxdt < / / orni dredt + C(E(T))(R™2+n)(1+T) (5.11)
0 JR3 (x) 0 JR3
for R> 0 and T € [0, min{To, T;}].
Proof. Let us first show (5.10). Owing to the skew-symmetry (5.5), we find that

/ YRV - [no, VAT iv]v, do = / YRV - [no, VATIIV]([1 — pr]ve) d.
R3 R3

To rewrite the right hand side, we first use vy = VW, the product rule, (5.5) and
the first line in (5.6), to get

/ ©Rve - [no, VATEiV]([1 — pr]ve) da

RS

- / PRV, - [no, VA1V V[(1 — ) U, do
R3

+/ VierY] - [ng, VAT'div](¥,Vg) do
Rev
=L + Ly — L3,

where

I, = /3 orve - [~(1 = or) ¥ Vng + VA div[(1 — r) U, Vne|] dr,
R

Lo = /3 ©rVF[Vng - Vog| dz,
R

T3 = [ VA ivipr¥,Vng) - ¥,V da.
]R3

For the completion of the derivation of (5.10), it suffices to estimate Zy1, Zy2, and
T3 from above by R™1E(Ty).

Let us estimate those terms separately. The term Z;; can be controlled by using
(2.13), the localization (3.2), and Sobolev inequality as

Zer| S lJoell 2 [1Well o [l(1 = o r) Vrol| Lo
S R oell72 /(@) Vol s S BT E(TY).
The term Zyy is estimated by (5.4) as
| Zeo| S NWellZolIVeor - Vol Lo S R™HloellZ: @) Vol S RTVE(T).
We also estimate Zy3 as
[ Zes| S R We] Lo [ VAT div]pr®rVno]|| po/s
S R7HWell o[ e Vol oo
S Rl ol We/ () 2| () Vol e < RTVE(TY).
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Hence, the proof of (5.10) is complete.
Now we turn to (5.11). Multiply (5.3) by ¢r/(z)? to obtain

/T/ (n —|—1 n)dedt—I
. RSSDR 0 277 ¢ ()2 = Leg,

where
2
Tus _// neH ”O’WHW‘M dadt — // BNy - dwdt
RS (z)?
T
/ / - [no + nng, VA~ div]v, dedt — [/ @Izw-vmdx}
]R3 R3 <1’> 0

+/0 /Rg[H(no,ne )4yl 2‘ [V -V [é;} dadt.

Using the second line in (5.6), we first compute that

~

/R3 é—;w - [no, VAT div]ve da| <

/ SO—RW ATV {Vng @ vp — vp @ Ving} da
s (T)2

Vg
S HW”LQHW ® Vnol ¢
< ||< >HL2||< ) Vnol| s

< |l{2) Vol o / ol
R3

e dx + R™“E(Ty),

and (5.7) and (5.9), allows to estimate

T 2 T 2 2
+ 1V
I545||<3¢">V710||L;>°L3/ / @Rno%dﬂﬁdt'i‘// @Rdedt
R3 (z) o JRre

()
E(Ty)(n+ R (1+T)

<5/ / ngno dxdt+/ / orn? dudt + C(E(T)(n+ R2)(1 +T).
R3 R3
Therefore, we conclude (5.11). O

5.2. Control of the density. We are now in a position to show the local decay
in Theorem 1.3. Let us define

T
AR(T) ;:// [nf + |vel® + |Ve|?] dadt
0 J{R<|z|<2R}

and choose R so that
V2 <R<nM AR(T) < logn| ' TE(TY).

We can find the above R since ., _1/2c pey-s/a Ar(T) S TE(Ty). From now on we
show the local decay of the density ny.

Proposition 5.1. Under the same assumptions as in Theorem 1.3, there holds that

T
/ / erng dedt Sper,y |logn| "1+ T)  for T € [0, min{Ty, T1}].
0 JR3
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Proof. Multiply (5.1) by x;¢r and sum up them for j = 1,2,3. Multiply (5.3) by
©r/2. Then, adding both results, we have

3
1 1
PR D Lij+ 3 [(no + sng)|oel* — neH (no, ng) — |V¢e|2]
j=1

2
(5.12)
. 1 2
= div [‘PR {:ﬂij 3 (H(no, TL[) + 77£|)v¢g}] + 778{7?,@() + Re1 + nRe2,
where
1
Rao == @rnuelz - ve] — in[Ue -V,
- 1 [ve 2
Rov:=— Y _aj[L;- Vor] + 5 (H(no,ne) + U*)Véﬁe Vg,
j=1
L e ~1g;
+ J¥Re [ - Vng] — @Rrve - [no + nne, VAT div]uy,
1
Ryo := @Rr7 - [nﬂ — ZVQS@] .
The key observation on the left hand side of (5.12) is that
L+ = |: ng + 77ng)|vg| — neH(no, ’ng) |V¢g|2
Z 7 2 (5.13)

:ho(”O)ne +nC(E(Ty)).
Therefore, it remains to control the integrations of all terms on the right hand side
of (5.12).
Let us estimate those integrations one by one. We can control the first term by
the linearized energy
T

|: Rgo d.r:| 5 URE(Tz).
R3 0

n

Using (5.2), we see that
T
/ Ry dadt| < nRT(1+ B(T})).
0 Jrs

The decaying property (5.4) enables us to estimate the first line of Ry by Ag(T):

n

|0e?

T 3 )
/ / foj[Lj‘V@R] + i(H(no,W) +n—
0 Jr* |

Using (5.2) and Lemma 5.2, we see that!

2 2
() ddt<5/ / Md dt
/ /]R3 pre'x - Vngl dz 15 a2 x

< 5/0 /RS orni drdt + (n+ R™2)(1 + T)C(E(Ty)).

Vo Vor| dedt S Ap(T).

¢t is to control |vg|? by Lemma 5.2 that we require the strong localization condition for ng.
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Using Lemma 5.2 for the last term and adding all the estimates above, we get

T T
/ / orn? dedt < 5/ / orn? dxdt + C(B(Ty))(nR + R™2)(1 +T) + Ag(T)
0 R3 0 JR3

_%, we obtain the result.

O

and if 6 > 0 is small enough, recalling that 77_% <R<n

Combining Lemma 5.1, Lemma 5.2 and Proposition 5.1, we have the following
corollary which completes Theorem 1.3.

Corollary 5.1. For any p € (0,1) and T € [0, min{Ty, Tp}], it holds that

T
/ / {Joel? + [Vel?} dadt <pryy |logn| (1 +T).
0 JB(0,]logn|=#)/2)

6. APPENDIX
We introduce several basic estimates.
Lemma 6.1. Suppose that k,1 >0, s > 3/2 and k +1 < s, then
ol grs-oern S llwllgra—sl[oll grs-r.
and if k> 1, s > 5/2, then
[uVoll gs-wrv S lull ma-sllvll ge-r-

Proof. These can be shown by the same way as in the proofs of inequalities (B1)—
(B3) in [14]. O

For the notational convenience, we use

X:(T) == () C7([0,T]; H*(Q)) fors=0,1,2,...,
k=0

flu?)

k

9 _

12 = D_ o7 a2y
§=0

Furthermore, for a nonnegative integer s > 0, B*(X) denotes the space of the
functions whose derivatives up to s-th order are continuous and bounded over X.

Lemma 6.2. Let s >3/2, k=0,...,5 and O C R?, an open subset containing the
origin. Suppose that A € BST1([0,T] x X x O) and A(t,z,0) = 0. If f € X,(T),
then A(-,-, f) belongs to X4(T) and the following inequality holds.

A fFEs e S @+ NFON )" IO (6.1)

For the commutator [0F, -] with k < s, and for f € Xs11(T) and g € X,(T), it
holds that

1168, FOlg ) e+ SN gg1 611 lla@ g - (6.2)
Proof. Inequality (6.1) is shown by the same way as in the proof of inequality (B4)

n [14]. Since the commutator in (6.2) is a linear combination of terms of the form
8f+1f . 5‘57"719, for 0 < p < k — 1, the estimate is direct. a
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Lemma 6.3. Consider the following problem for an elliptic equation

[1—h'(no)Alu=f inR3
where h and ng are defined in (1.5) and (1.12). Assume that
"(ng) >k >0,

(K (mo)) V(R (o))l < 1/10. (03

Then the inverse operator [1 — h(ng)A]™" : H' — H' is well-defined and satisfies

L= ' (no) A fllarn S Il 22, (6.4)
V1 =k (no) Al fllzz < V£ 1. (6.5)

Furthermore, V[1 — I (ng)A]~' : H' — L? can be extended to a bounded operator
from H' to L?. For any f € C'([0,T]; H'), it also holds

a, [vu - B’(nO)A]_lf}

= Vi1 = WA o + A hgya g - )]
(no)

Proof. Once estimates (6.4) and (6.5) are obtained, we can show easily the well-
posedness of [1—h(ng)A] !, extension of V[1—7'(n9)A] ™!, and time-differentiability
of V[1 — h(ng)A]~'f by a standard method with the Lax-Milgram theorem. Fur-
thermore, differentiating the elliptic equation in ¢ leads to the formula of the time-
derivative. Indeed,
!/
[1— R (no)A)dsu = 8 f + Au - O¢[h (ng)] = O f + M[u - f]-
' (no)

Applying V[1 — /(no)A]~" to this, we have the formula of the time-derivative.
Therefore, it is sufficient to show estimates (6.4) and (6.5).

Multiplying the elliptic equation by u/h’(ng) and integrating it over R?, we have

/[h,?;)ﬂvm?] de/h,{ZO) dx

which gives (6.4) using Cauchy Schwartz inequality and the first assumption in
(6.3). Differentiate the elliptic equation in x; multiply the result by 0;u, and
integrate them over R3. Then sum up the results for j = 1,2, 3 to obtain

3
/ [Vul® + 1 (no) Y |VOul®| d

j=1
3 3,
= Z / 9; fO;udx + Z / h" (no)[0;noAu — Vng - VOjuld;udx.
j=1 j=1
This together with the second line in (6.3) and Schwarz’s inequality gives (6.5). O
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