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Voice assistants embodied in smart speakers (e.g., Amazon Echo, Google Home) enable voice-based
interaction that does not necessarily rely on expertise with mobile or desktop computing. Hence, these voice
assistants offer new opportunities to different populations, including individuals who are not interested or able
to use traditional computing devices such as computers and smartphones. To understand how older adults who
use technology infrequently perceive and use these voice assistants, we conducted a three-week field
deployment of the Amazon Echo Dot in the homes of seven older adults. While some types of usage dropped
over the three-week period (e.g., playing music), we observed consistent usage for finding online information.
Given that much of this information was health-related, this finding emphasizes the need to revisit concerns
about credibility of information with this new interaction medium. Although features to support memory (e.g.,
setting timers, reminders) were initially perceived as useful, the actual usage was unexpectedly low due to
reliability concerns. We discuss how these findings apply to other user groups along with design implications
and recommendations for future work on VUIs.
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1 INTRODUCTION

Intelligent voice assistants embodied in smart speakers such as the Amazon Echo and Google Home
have brought conversationali, voice-based interaction into the mainstream. Because these voice
assistants offer non-visual interaction, they present new possibilities for accessibility compared to
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1We do acknowledge that current day voice assistants are not entirely “conversational”— as often indicated in prior works
[59], yet in this paper we refer them as “conversational” to differentiate this form of voice-based interaction that makes use
of more natural and intuitive spoken language as input than early research prototypes of voice-based interaction that have
often used stringent keywords (e.g., [60,79]).

ACM Trans. on Computer-Human Interaction, Vol. , No. X, Article 19. Publication date: December 2019.



http://dx.doi.org/10.1145/3373759

traditional computers and touchscreen mobile devices. Emphasizing this potential, researchers have
begun investigating the use of smart speakers by people with physical, sensory and cognitive
disabilities, finding that voice interaction is seen as particularly valuable by blind users and
individuals with mobility impairments [61]. Conversational voice assistants embodied in these
smart speakers can also be seen as approachable, with users viewing them as “more natural to
interact with” than other computing devices [61].

In parallel with these advances, HCI researchers have become increasingly interested in
understanding how technologies might be more useful for older people. Past research has been
critiqued for characterizing older adults as uniformly uninterested in or unable to use technology
[82]. older adults are a highly diverse group, with individual experiences affected by gender, class,
ethnicity, and other factors. While older adults as a whole are the fastest growing group of
technology users, internet use varies greatly by age, income, and education [3]. In the United States,
for example, less than half of older adults who have at most a high school diploma report using the
internet [3]. For older adults who do not use technology regularly, the accessibility and
approachability of conversational voice-based interfaces may offer new opportunities.

In this paper, we aim to answer these questions: 1) How do older adults who do not regularly
use a computing device perceive intelligent voice assistants embodied in smart speakers? 2) What
do they use these devices for? 3) What challenges arise from the use of these systems and how can
those challenges be addressed? To answer these questions, we conducted a study by deploying
Amazon Echo Dot devices — a smart speaker with the Alexa voice assistant — in seven households
with older adults who used digital technology infrequently. We studied participants’ usage over a
period of three weeks using a range of data sources, including usage logs from the paired Amazon
Alexa app, self-reported data from semi-structured interviews, and daily diary entries.

We found that all participants used the voice-based smart speaker to seek a variety of online
information, such as questions related to health, local businesses, and food and drink. More than
half of the participants reported that the ease of use led them to seek more information online using
these devices. Device features for supporting memory (e.g., reminders, timers) were less frequently
used than initial positive comments about these features had led us to expect. Concerns about
reliability of these features arose due to reasons such as forgetting to set reminders on the device
and technological dependencies on unstable infrastructure (e.g., electricity, internet connectivity).
Most participants in our study found the voice-interface easier to use than traditional computing
devices, suggesting that voice-based interfaces can enable easy access to digital technology.
Overall, even though voice-based interaction appeared to be easy to learn, issues exist: devices
timed out before completion of voice commands, and there are unclear and inconsistent voice
commands that must be remembered. Other challenges include dependency on paired computing
devices and awareness of device capabilities.

This paper makes the following contributions: (1) the first in-depth deployment study on initial
usage patterns of an embodied voice assistant by older adults who use technology infrequently; (2)
identification of benefits (e.g., approachability) and challenges (e.g., how to convey credibility of
online information) for voice-based information access for this user group; (3) recommendations
for design and future work on making voice-based interfaces more accessible and useful for this
population.

2 RELATED WORK

Our study is informed by research on traditional digital technology adoption by older adults, design
and use of voice-based interfaces by older adults, as well as on the growing body of work on voice
assistants embodied in smart speakers in the home.

2.1 Technology Adoption and Older Adults
ACM Trans. on Computer-Human Interaction, Vol. , No. X, Article 19. Publication date: December 2019.



Often studies examining technology use by older adults consider them to be a homogeneous
population, positioning them negatively [82]. Although a number of counterexamples have emerged
in the recent years, such as analyses of older hackers [77], bloggers [13,38], and individuals eager
to engage with new technologies and envision design futures [65], much of the literature still
associates older adults with being slower, more anxious, and less competent with technology than
younger populations [82], less likely to use computers [17], smartphones [54] and the internet [5]
than younger adults. Yet, older adults represent the fastest growing group of digital computing
technologies [3]. In this paper, aligned with a perspective that recognizes the diversity in the older
adult population in terms of technology use, we focus on a particular segment: individuals who
might experience barriers or disinterest in using digital technology. Thus, we explicitly recruit older
adults who do not use computing devices frequently (representative of about one-fourth of older
internet users in the United States in 2017 [4]) to ensure that their perspectives can inform the design
of voice-based personal assistant technologies. Below, we discuss barriers to technology adoption
for older adults identified in previous literature.

Some older people can encounter barriers to technology use due to factors such as lack of digital
technology experience, age related factors, and poorly designed technologies. Previous experience
with using digital technology (e.g., in the workplace before retirement) and internet-related
knowledge can impact technology usage by older adults [16,40,72], for example, correlating
positively with performance on internet-based information retrieval tasks [16]. Usability and other
issues such as lack of intuitive interfaces also pose barriers to technology use. Aula [6] identified
navigation issues due to the website structure (e.g., getting back to previous page) and difficulties
in understanding the terminology (e.g., warning messages) can be problematic for older adults using
the internet for web-based search tasks. The lack of intuitiveness of visual interaction elements
(e.g., icons, scrollbar) can also make it difficult for older adults to use traditional digital technology
[26]. Perhaps resulting in part from these user interface barriers, older adults have perceived digital
technology as complex to learn and use [23,80], possibly creating attitudinal barriers such as lower
self-efficacy and anxiety of using computers [17,40], distrust towards adopting technology [37], as
well as frustration [25]. The perceived intrusiveness of the current day digital technology also
discourages some older people from adopting new technologies [42]. Finally, the large initial cost
of computing devices is also a factor impeding adoption among older people [40,80].

Accessibility issues also contribute to technology adoption resistance. Technology can be
inaccessible for people who experience changes that commonly occur with aging. Piper ef al. [56]
found that late-life vision loss presents challenges to technology use due to difficulties learning new
accessibility tools such as screenreaders. Moreover, performance on internet-based tasks depends
on cognitive abilities such as reasoning, working memory, and perceptual speed [72]. When
technologies are not designed taking into account typical age-related changes in perception and
processing, they may become inaccessible or difficult to use for a substantial segment of the
population. Yet, much of these prior works related to older adults’ technology resistance has
focused on graphical user interfaces, comprising of traditional computing devices such as desktop
or laptop computers, smartphones or tablets. As new technologies such as VUIs become
widespread, there is a need to understand how these technologies cater to the unique needs and
desires of older adults who do not regularly use traditional digital technologies.

2.2 Voice-based Interfaces for Older Adults

Voice-based interaction has been employed to support older adults in a variety of contexts. Much
of this work has explored using voice interaction for controlling smart homes [60,79], assistive and
social robots [7,14,66], and cognitive and other multimodal assistants [21,58,88]. Multimodal
interactions including voice have also been studied for older adults using traditional computing
devices such as computers [67] and mobile phones [30,75]. Sato et al. [67] developed a “voice-
based augmented interface” to support use of web applications, by reading aloud confirmations of
the user’s input (e.g., text entry), notification of status change on a webpage (e.g., page loading),
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and suggesting possible actions to perform, along with explaining choices available on a page. Older
adults using this augmented interface for banking and online shopping tasks mentioned an increase
in overall confidence of using web-based applications, reflecting the potential of voice-based
interfaces for encouraging older adults in using web-based services. Further, findings from Schlogl
et al.’s [70] lab-based comparative study on using VUIs such as Apple’s Siri and graphical user
interfaces (GUIs) for writing emails suggest that older adults actually preferred Siri (a smartphone-
based voice assistant) to the standard GUI. Similarly in another study, voice interaction was paired
with visual output on mobile devices and older adults using the prototype perceived it to be easy to
use and useful because of the hands-free nature of the interaction [30]. At the same time, challenges
can arise with voice interaction due to hearing loss, noisy environments and concerns around
privacy [30].

This body of work suggests that VUIs have the potential for lowering the technology adoption
barriers that are present with more traditional digital technologies. However, much of the research
on VUIs for older adults has studied voice interaction to augment an existing visual display, rather
than focusing only on the voice modality. Recently, researchers have started exploring voice-only
interfaces without a visual display for older adults in the context of email tasks [11] and a voice-
based online community [12]. These works primarily focus on connecting older adults, but have
not examined providing access to digital information.

In a study conducted by Wulf et al. [89], older adults (aged 65+) used a smartphone-based voice
assistant (i0S’s Siri) to perform basic tasks in a single-session study, such as checking the weather
or asking directions. Participants appreciated the speed of voice interaction and lack of typing,
although issues arose due to speech recognition and internet connectivity. These participants were
almost all daily smartphone/tablet and computer users. Similar to Wulf et al., our work also
examines the use of a voice-based assistant embodied in smart speakers (in contrast to smartphones)
by older adults. However, unlike this work and the existing body of work on older adults and voice-
user interfaces that have solely identified the potential of VUIs towards enabling easier digital
technology access, we aim to extend the existing body of knowledge by investigating the use of
voice-only interfaces by digitally inactive older adults (i.e., who do not use computing technology
regularly), older adults who constitute one-quarter of total older internet users (in United States,
2017) [4]. In addition, we add to an emerging understanding of how perceptions change over time
through a three-week field deployment of a voice-only interface in users’ home environments.

2.3 Voice Assistants in the Home

Most work on smart speaker-based voice assistants (e.g., Amazon’s Alexa, Google Assistant) in the
home environment has focused on how the general population uses these devices (e.g., [2]), such
as understanding privacy and security concerns due to the “always on”, voice-activated nature of
the devices [1,24,52,90]. Researchers have also looked at social aspects of these voice-based
intelligent agents, studying anthropomorphism of the embodied voice assistants, finding, for
example, that users in multi-user households where social interaction occurs around the smart
speaker are more likely to personify the agent than users living in single-user households [62]. Other
findings indicate that the personification of Alexa, indicated by instances such as users thanking the
device or exhibiting politeness in speech (e.g., “please”), is not explicitly intended by the user, but
is rather a “social mindless response” [43]. Researchers have also deployed smart speaker devices
in multi-user households to understand how these technologies fit into the complex social home
environment (e.g., [8,59]); use of the device is often concurrent with other activities, such as
conversations during dinner, and issues around the power dynamics of device control can arise [59].
Different applications of smart speakers are also being explored, such as an exercise reminder [76],
for inclusive education of children with mixed abilities [48], and as a publicly available internet
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connection for people in low-resource environments of developing countries [64], overall indicating
an increasing popularity of this new technology.

Although much of the work on smart speakers has focused on its use by general populations,
some researchers have also examined smart speaker use by specific user groups, including children
[19], English language learners [18], and people with disabilities [61]. In an analysis of reviews of
the Amazon Echo that mentioned use by people with disabilities, Pradhan et al. [61] found that
13.3% of the reviews in their dataset included older adults as users of this technology, and many of
these identified that the device provided easy access to digital technology. This preliminary finding
suggests that this technology may be useful for older adults; however, older adults were not the
focus of the study, and most of these reviews were written by a family member rather than by older
adults themselves. Further emerging work in conversational user interfaces is calling attention to
the need to investigate voice assistants’ response design with respect to the user’s request, and
anthropomorphic design particularly for aging populations [68]. Our study contributes to this
growing interest in understanding older adults’ use of voice assistants and expands on this prior
work by investigating the perceptions and use of smart speakers by digitally inactive older adults
who are infrequent technology users.

3 METHODS

To understand how older adults who use technology infrequently perceive and use voice-based
conversational interaction, we conducted a three-week field deployment of a smart speaker
(Amazon Echo Dot) with seven individuals. Our method triangulates data through weekly semi-
structured interviews, daily diary entries, and usage logs.

3.1 Participants

Seveni participants (1 male, 6 female) aged 65 or older who had no prior experience of using voice
assistants, and who used a digital computing device such as a computer, smartphone or tablet less
than once a day took part in this study. To characterize low usage of digital computing devices, we
chose a usage frequency of less than once a day since most people who use the internet go online
at least once a day (about 88% of all internet users) [53]. All participants had their own wireless
internet connection (a requirement to participate) because it came bundled with their cable TV
connection. Recruitment was done through local independent living organizations, snowball
sampling, and word of mouth. At the end of the study, participants kept the study devices (Amazon
Echo Dot and a Fire tablet) as compensation.

Five participants lived at independent living facilities, three of whom (P1-P3) lived in a low-
income facility (household earning less than 50% of area median income). Two participants lived
in their own homes. All participants lived alone except for P6, who lived with her son. Participants
were asked to avoid use of the Echo Dot by others, and P6 reported that her son did not interact
with the device during the study period (P6’s visiting grandson did use the device briefly, and we
removed those usage logs data from our analysis). More than half of the participants had a high
school degree as their highest level of education. Participants were also asked to rate their
confidence in using computing devices on a 4-point scale: “very confident”, “somewhat confident”,
“only a little confident”, or “not at all confident.”

3.2 Procedure

The study procedure consisted of a three-week field deployment that included an initial interview
and device setup session, two interim interviews, and a final interview. Daily automated calls also

1 Eight participants originally consented to participate in the study. One participant dropped out after the first week due to
difficulty finding time for weekly interviews.
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ID | Age | Gender | Education Computing devices and internet usage Computing
confidence
Pl | 65 Male High school Computer, every few days to play chess or check social Not at all
media; computer is primarily used by grandchildren. confident
P2 |75 Female | High school Computer, once a week to play games or check email, Only a little
often seeking help from her grandson to do so. confident
P3 |71 Female | Some college, Smartphone, primarily for phone calls but once every few | Only a little
no degree days to find information, read news, or check email. Also confident
owned a computer but did not use it at the time of study
since it was slow and needed repair. Previously used the
computer to play games.
P4 | 65 Female | Some college, None, but previously had a computer and used it once a Only a little
no degree week for Facebook or online information. confident
PS5 | 71 Female | High school Owns a computer that is not functioning; previously used Not at all
it once every few days for games, social media, and confident
finding information, often with help from her daughter.
P6 | 72 Female | Lessthan high | Uses a smartphone (her daughter’s old phone) for making | Somewhat
school diploma | and receiving calls only. confident
P7 | 83 Female | High school None, but previously had a computer set up by her Not at all
daughter to check email once every few days. confident

Table 1: Participant demographic and computing use.

collected diary entries from participants. Interviews were video recorded, diary entries were audio
recorded, and usage logs were extracted from the Amazon Alexa app on the paired Fire tablet.

Initial interview and device setup.

This first session consisted of a 90-120 minute semi-structured interview followed by device set-
up and a tutorial on how to use the device. The interview began with demographic questions along
with questions on participants’ internet usage, confidence of using technology and perceived quality
of life. To provide an overview of smart speaker capabilities, we showed a short video
demonstrating some smart speaker capabilities. This video was created by the research team and
included clips extracted from popular smart speaker commercials (e.g., Amazon Echo commercial).
Each clip showed a user interacting with the smart speaker to illustrate a device capability, such as
answering user questions, creating/adding items to shopping list, reading the news, providing
information on weather and traffic, and turning on lights. This introduction was followed by semi-
structured questions to gauge initial perceptions of the smart speaker, including questions on initial
thoughts about using a voice-based technology, desire to use such a device, and perceived
usefulness. We then set up the Amazon Echo Dot and paired Fire tablet, connecting the Dot and the
tablet to Wi-Fi and to a new Amazon account that we created for participants to use over the course
of the study; these accounts used Gmail email addresses also created by us. A music subscription
service was also added to their Amazon account so that they could access free music using their
device for the duration of the study. The Echo Dot device was placed at each participant’s preferred
location in their home. All participants placed the device in their living room and did not move it
during the course of the study (although they were allowed to change the location, if desired).
Following setup, the researcher walked participants through an introductory tutorial that covered
basic device capabilities, including setting alarms, reminders and timers, creating shopping and to-
do lists, playing music, asking a joke, asking questions, and having unstructured conversation with
the device. After demonstrating each device feature, we asked participants their thoughts about the
feature and how they performed that particular activity (e.g., setting reminder) currently (if
applicable). The Alexa app on the tablet was briefly explained so that participants could delete the
lists they created (a feature not supported by voice). Participants were provided with a printed list
of common actions supported by the device, including those described above as well listening to
the news, radio, and podcasts, and engaging in unstructured conversation with Alexa (e.g., “Alexa,
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how are you doing? "), including using the built-in chat app, (“Alexa, I want to chat”). While the
initial device setup was done by a researcher, a sheet was also provided on how to re-connect the
device to Wi-Fi in case it got disconnected. The researcher was also available to provide support
via phone. Only one participant called over the course of the study for help reconnecting her device
after it had lost connection.

Weekly interim interviews

Interim semi-structured interviews were conducted at the end of the first and second weeks. These
interviews took 30-75 minutes and covered questions specific to participant’s experience usage of
the device including benefits/challenges/concerns of using Alexa, new information found about
Alexa, change in placement of the device over that past week, in addition to the probes from the
daily diary calls (described below). Additionally, during the first weekly interview, at the end of
this semi-structured interview protocol, participants were introduced to third-party applications on
the Echo Device—that is, Alexa “skills.” To provide a baseline set of third-party skills for all
participants, we identified 10 popular skills across a range of categories by reviewing technical
articles recommending skills [27,28,44,55,86]. We enabled the following 10 skills on each
participant’s device: games (Jeopardy, Akinator, Magic Door), information finding (This Day in
History, Kayak), relaxation (Sleep Sounds, Meditation Timer), food and drinks (Allrecipes,
Bartender) and one news skill, chosen by participants (e.g., CNN, NPR, Fox News). Participants
were also given the opportunity to browse the Alexa app on the Fire tablet and select other skills to
enable. Finally, we enabled the Skill Finder skill to participants to independently search for skills
by voice.

Final interview

A 75-90 minute in-person interview at the end of the third week covered overall experience with
the Dot, the connected tablet, and general perceptions about conversational voice interaction. We
asked questions related to the usefulness, willingness to use, challenges, privacy and security
concerns of using voice assistants, along with questions on comparison of Echo Dot with traditional
technology devices and changes in perception of digital technology. As participants kept the devices
as compensation, we helped participants connect the device to their existing Amazon accounts or
by creating an Amazon account using their personal email addresses.

Diary entries via phone

In addition to the in-person sessions described above, participants were called by an automated
system (CallFire) every evening at a pre-agreed upon time to share their experience on that day. We
used these daily calls to address the problem that participants may forget specific instances of device
usage if only asked once per week. The responses from these daily phone calls were also used to
probe for more in-depth responses during weekly interviews. We chose to use automated system
rather than calling ourselves to reduce interference by our research team (i.e., to reduce a sense of
obligation for the participant to engage with the device to satisfy the researcher). If participants
indicated that they had used the device that day, the automated system asked about the approximate
number of uses, activities, examples of useful, meaningful or enjoyable uses, and examples where
the device was not able to do something the participant wanted. Participants received the daily calls
on 18 of 22 days (including start and end days of the three-week period), which excluded the four
interview days. Although we did not enforce the request to respond to the daily calls (to minimize
the interference), participants consistently responded, dictating diary entries for on average 16.0 of
the 18 calls (SD=2.0). The total duration of recorded calls was 165 minutes, with the average call
being 1 minute 28 seconds (SD=30s).

Usage logs

Usage logs containing the commands spoken by participants (and registered by Alexa) were
extracted from the Alexa app. All participants consented to this procedure. These logs indicate what
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the user said to Alexa, but not how the device responded. Due to privacy concerns, we did not
extract the voice clips of the spoken commands available on the app.

3.3 Data and Analysis

All in-person interviews and diary entries via phone call were transcribed and qualitatively
analyzed. For analysis, we used a thematic coding approach that included both inductive and
deductive codes [9]. Deductive codes were informed by related work (e.g., on smart homes,
privacy), while inductive codes were created based on the data. To form the codebook, one
researcher read through the transcribed interviews and initially coded them, subsequently merging
the initial codes into groups and emergent categories. Four additional interview transcripts (one
initial and three weekly interviews) were then randomly selected and coded by the researcher, and
a second reviewer external to the research team performed a peer-review on the coded transcript,
marking any disagreements. Finally, both the coder and the peer reviewer discussed and resolved
disagreements through consensus, updating the codebook as needed. The final codebook contained
23 primary codes related to device usage, specific use-cases (e.g., information finding), initial
thoughts about the technology and change in perceptions with time, comparison with previously
used technologies, challenges and limitations, privacy and security, and social context of use.

For the usage logs, after excluding commands spoken during researcher visits (e.g., the device
tutorial), 4150 commands remained across all participants. This set included 2821 primary
commands (e.g., “Alexa, ...”) and 1329 in-app commands that occurred once the user was within
the in-built chat application or a skill (e.g., answering questions within the Jeopardy game).

To understand general patterns of use and because third-party skills enabled varied by
participant, we analyzed only the primary commands after removing instances of: just the wake-up
word “Alexa” on its own (24% of 4150, N=998), commands telling Alexa to “stop” (3.9%, N=163),
“text not available” and “‘unknown” logs automatically flagged by Amazon in the app (10.5%, N=
437), and commands that could not be comprehended by researchers due to speech recognition
errors (4.2%, N=174) (e.g., “do wine half a tesla minute ). Although the exact reason for the
automatically flagged “text not available and “unknown” logs is unknown, possibilities include the
device being unable to parse the recognized text and accidental triggering of the device.

The final dataset contained 1049 primary commands. We coded each primary command with its
purpose (e.g., finding information, checking weather). Three research team members were involved
in forming the initial codebook, which was validated by using a multi-step coding process [31].
Two researchers independently coded 40 commands selected from two random participants (20
sequential commands each) and discussed disagreements to update code definitions. After a second
round of 60 commands from two participants, Cohen’s kappa for the final three primary codes
(purpose, command repetition, and complex commands) was 0.87 (SD=0.15, range=0.7-1.0). One
researcher coded the remaining commands.

4 FINDINGS

We describe overall usage and changes over time, some of the purposes for which the technology
was used, current limitations of voice-only interfaces for our target population and the privacy and
security aspects of this technology.

4.1 Overall Usage

Below, we describe participants’ initial perceptions and usage of Alexa and how it changed with
time, followed by the overall device usage and the specific use cases of information finding and
supporting memory.
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Initial attitudes and changes over time

Five of the seven participants had heard about voice-controlled smart speakers through television
commercials and had very limited knowledge about the Echo’s functionality. The other two
participants (P4 and P6) had some idea about the device’s basic capabilities (e.g., playing music,
checking the weather, answering questions) from people they knew using a similar device. In the
beginning, P1 and P5 were concerned about being able to use a new technology. One of them (P5)
requested a demonstration of the device before signing up for the study to ensure that it was not too
complex for her to use.

When asked at the end of the study to reflect on their initial experience, participants reported
varying initial concerns. P3 at first said she “felt dumb talking to this machine”, and P4 “was a little
hesitant” (though with time both became comfortable using it). In the initial interview, two
participants (P1, P5) were concerned about remembering the wake-up word “Alexa.” This fear
seemed well founded, as the majority of the participants (4/7) used an incorrect word (“Alexis”)
during the device set up session. Two of them learned to use the correct keyword in the first week,
but we observed the other two participants continuing to say “Alexis” even during the second and
third week interviews. When asked why she had used this term, P6 explained that switching the
terms was unintentional:

“I made a mistake and said, "Alexis" ... there's no reason. I just said it wrong, that's all...
Just like I might holler at somebody, and just happen to call 'em by the wrong name, not
thinking.” [P6]

For one participant (P1), the perceived concern of using a voice-based technology at home
changed over time with sustained use. P1 was initially concerned about being startled or scared by
hearing a voice in his house: “I hope it don't scare me the first time. If I tell it to do something, you
know how you sleep and a voice come in and [be]cause it’s come on in a voice, right, like a person
talking to you.” However, he did not report experiencing this issue in the following weeks.
Additionally, initially he thought that using the device to listen to music “might wear up quick”,
but was still using it for music in the second and third weeks, saying “I really got comfortable with
it.”

At the final interview, all participants reported that they found the device easy to use, their
confidence in using a voice-based device had increased, and they were willing to keep using the
device. For example, P3 said: “I wasn't confident initially, like I said, because it was new, but now
I'm more familiar with it, so I feel more ease with it.” For P7, the novelty of using the device had
worn off: “At first [ was more excited because it was new and now I'm comfortable. I'm still going
to use it but there's no edginess”; however, her willingness to use the device had increased: “more
willing now I think because I’'m more familiar.”

Device usage

Device usage details based on analyzing the 1049 coded conversational logs from the Alexa app
are shown in Table 3. Drawing on the usage log data, here we describe how participants used the
different device features. The most common tasks were finding information (34.9%), unstructured
conversations with Alexa (i.e., appearing to be primarily social, such as thank you, good morning)
(13.6%), playing music (13.3%), and checking the weather (9.8%). Additionally, 4.1% of
commands were coded as “other”, which includes volume control commands, commands to pause
Alexa, repeat a previous statement (said by Alexa), to call someone, control TV, lights, and so on.
These percentages include commands that were an exact repetition or slight rephrasing (e.g., “what
is the time” vs. “what time is it”) of the previous command in the given Alexa log (N=157, 15.0%).
Of these repeated commands, slightly more than half (54.1% of the 157) were exact repetitions,
whereas 45.9% included some modification. We retained these repeated commands because the
logs do not contain precise timestamps, making it impossible to determine whether the participant
repeated the command due to an unexpected response from the system, or because they simply
wanted to repeat the action (e.g., checking the time again a few minutes later).
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In terms of usage over time Figure 1 indicates that the usage dropped off for some participants
but not for others. In Figure 1, it appears that for the participants who had high device usage in the
first week (P2,P4, P7), there was a reduction in use in the subsequent weeks. On the other hand, for
the participants with relatively low device use in the first week (P1, P5, P6), the usage in the
subsequent weeks did not vary much. P3 appears to be an exception to this latter trend as her device
usage increased in the second week, but decreased in the third week.
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Figure 1: Week-specific device usage for participants (based on the filtered primary commands data
set), showing some participants’ usage decreasing over time while others’ usage remained stable.

The descriptive statistics for week-specific usage is shown in Table 2. A non-parametric
Friedman test was conducted to see if there was a difference in the usage (number of commands
used) based on the single within-subjects factor of week (i.e., week 1, week 2, week 3). There was
a statistically significant main effect of week, confirming the dropoff in usage over time that is seen
in Table 2 (y2(3)= 15.86, p <0.05).

Average commands Mean (SD) Median Interquartile range
(IQR: Q3-Q1)

Week 1 59.57 (34.00) 51 92-26

Week 2 50.14 (24.60) 42 72-29

Week 3 39.71 (19.19) 39 58-21

Table 2: Descriptive statistics of device usage.

The features most frequently used over the three-week period are shown in Table 4. Playing
music, which was a more common use in the first week (23.9%), sharply reduced to 2.9% by the
third week, despite the easy access to playing free music through a linked subscription service. On
the other hand, using the device to check the weather or create grocery lists increased by the third
week. Below we describe the changes in use of some features, e.g., music, reminders and grocery
lists (in the “supporting memory” section below), qualified by interview findings. Though our data
does not include details on why participants changed their usage of some of the other categories, it
appears that at least some of the initial usage of music was due to curiosity and the novelty of using
Alexa for playing specific songs: P1 described in the second weekly interview how initially he had
the “curiosity, to see if it could... Try asking it things and see what it'll do.” Table 4. also shows
consistent use of the device throughout the three weeks to access online information.

Although our focus is on the voice-based features of the Echo Dot, five participants (all but P1
and P5) explored using the paired tablet device for a variety of activities: games (P2, with help from
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student volunteers visiting the independent living facility to set up the games), the Alexa app (P3),
social media (P4), music (P6), and calculations (P8).

Specific use % Used by
Finding information 34.9 All
Unstructured conversation 13.6 All

Playing music 13.3 All but P2
Skill-specific commands 10.5 All but P1
Weather 9.8 All

Grocery list 4.5 All but P1
Time 34 All but P2
Joke 2.8 All but P1 & P4
Reminder 2.5 All but P5
News 1.6 P2, P3, P5, P7
Story 1.3 P2, P7

Alarm 0.9 P1, P2, P3, P6
Radio 0.5 P1, P2, P3, P7
Calculation 0.5 P5,P7

Timer 0.4 P3,P6

Table 3: Overall device usage. % refers to the percentage of
primary commands (N=1049) categorized under each specific use.

Percentage use for the
specific week W1 (N=418) W2 (N=351) W3 (N=280)
Finding information 34.9 (n=146) 33.9 (n=119) 36.1 (n=109)
Unstructured conversation 11.5 (n=48) 15.7 (n=55) 14.3 (n=40)
Playing music 23.9 (n=100) 8.8 (n=31) 2.9 (n=8)
Skill-specific commands 0.2 (n=1) 20.2 (n=71) 13.6 (n=38)
Checking weather 8.4 (n=35) 10.5 (n=37) 11.1 (n=31)
Grocery list 2.9 (n=12) 3.4 (n=12) 8.2 (n=23)

Table 4: The most common uses of the device across the three weeks of the study.
Third-party skills were only introduced in Week 2.

Information finding

We were interested in understanding when and how our participants used this device to access
online information. Existing methods for finding information (i.e., prior to enrollment in the study)
included asking someone (e.g., family members, 6/7 participants), using phone books (4/7), or using
a computer (3/7). However, the participants who reported using a computer, did not do so frequently
and/or independently.

P2 tended to employ her grandson’s help in using her computer (“I don’t normally do it on my
own, my grandson will tell me.”), while P6, who did not own a computer, looked up information
with help from her visiting grandson on his computer. The third person, P5, did not currently have
a working computer but mentioned that she had used her computer to “try to look up [information]”
in the past. Less common strategies included using phone-based services, encyclopedias,
newspapers, dictionaries, cookbooks, and libraries.

Compared to these existing methods of information finding, all participants valued the ability to
ask Alexa questions on a variety of topics. Participants referred to Alexa as “an invisible person
with knowledge” (P3), as well as a “dictionary” (P1 and PS5), “encyclopedia” (P7), and “learning
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device” (P6). They explained that they used the Echo for finding information for a number of
reasons, including curiosity and to double check or further learn about topics that they had heard
from other sources (e.g., other people or television).

The usage logs included 366 information-finding commands spanning a variety of topics (Table
5). The most frequent topic was health (16% of 366)—an area that past research has found is
commonly sought by older adults [51]. But, in addition to health-related searches, participants also
sought information related to famous personalities such as celebrities or political figures (13.1%),
history (10.9%), local information (e.g., restaurants, movie theatres, 9.3%), and food or drinks (e.g.,
“Alexa, how do you make dumplings”, 9.3%).

Category % Category %

Health related 16.1 | Entertainment 3.8
Famous personalities 13.1 | Special days 33
History 10.9 | Culture specific 3.3
Local information 9.3 | Meaning of words 2.5
Food and drink 9.3 | Specific places 4.4
Alexa related 6.0 | Math conversions 1.6
Spelling 4.1 | Technology related 1.4
Travel 3.8 | Miscellaneous questions 18.3

Table 5: Categories of information searched for by participants (% of 366 commands).

Highlighting the importance of health information seeking in our data, all but one participant
asked health-related questions over the course of the study. These were often specific to health
conditions or medications (e.g. questions related to Parkinson’s disease, rheumatoid arthritis,
hepatitis, diabetes, desired blood pressure range, desired white blood cell counts), questions on
specific medications (e.g., Prevnar 13, prednisone, Prozac), or approaches to manage day-to-day
health occurrences (e.g., headache, foot pain). Participants used Alexa to double check information
from others, and P3 used the device to check information from their doctor about ways to control
diabetes besides medicine:

“... some of my questions were on what other avenues you could try even if you are taking
medication. And it would tell you exercise and things like that, watch your diet. So,
something like that... your doctor can tell you, but if somebody else also tell you same
thing, then you know, it must be true.” [P3]

Participants also found the device to be useful for finding local information. For example, P7
asked Alexa about the nearest bank, then used the information on the hours and location of the
nearest branch. P3 found the nearest dentist through Alexa, then called and set an appointment, for
which otherwise she would have to “go through a phonebook or... ask other people.” Similarly, for
finding information about nearest movies and their timings, participants described using Alexa,
instead of asking someone (P2, P6), looking in newspaper (P7) or calling the theatre (P1)—which
they said they would have done if Alexa was not there.

The credibility of the information provided by Alexa was mentioned by a few participants. P7,
for example, trusted the information provided by Alexa, and perceived Alexa to be more credible
than asking someone. She described using the device to help settle a factual argument with her
friend about a particular fact was true about a celebrity, explaining that without it:

“I would have said maybe you're right. I will still believe what I'm believing but I couldn't
prove... But I felt good being able to have a source that I could quote ... I told her where
I got my information and she said, "Oh, okay.” [P7]
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Unlike P7 and her friend, P3 wanted to double check the information she received “to see if this
[Alexa] would tell me the same thing that I found out on the computer” (though she reported not
actually double-checking this information during the study as her computer was too slow and
needed repair).

Some participants (2/7) also valued that there were no negative social repercussions from asking
Alexa questions. For example, P7 said, “Alexa ... never says, “Why are you asking me that”, while
P3 reported that her grandchildren said:

“You need that [Alexa]!” That's what they told me. I said, “‘Why?’ ‘Because you don't
understand, and lots of times when we'd be telling you, and now you can listen’... Because
they [grandchildren] get frustrated... “Well Grandma, I told you that the other day. You
don't remember?’ That's what they'll tell you.” [P3]

P3’s comment resonates with past work, which notes that older adults often seek help from
family members and friends for general information [32,34,80], yet might not always be satisfied
with the help received (e.g., because others have little patience with them when they ask for
assistance [80]). Four participants also mentioned that since the device lowered barriers to asking
questions, it spurred curiosity and led them to find information when they might not have otherwise.
For example, P5 explained that if she didn’t have the device she might just “forget it [her question]”
rather than looking it up on the computer because “I just am too slow with that [the computer].”
After using Alexa, P6 and P7 realized how curious they were:

“I think I'm more curious than I realize I was. Because I look at TV so much, I'm just
zoomed in on it, and I stop thinking independently about things that ... And so when I cut
the TV off, I know that I can ask questions now to Alexa.” [P6]

“You do find that you're thinking more and you're thinking about going to the next step
instead of just having the question in your head and letting it go, you say, "I wonder if the
device can answer this question?” [P7]

Similarly, for P3, although she was curious about her culture, she “wouldn't have picked up a
book and went to look up this information on black history myself. So, having that for me, it made
me want to learn and ask questions.”

Supporting memory

We also wanted to understand how the device supports memory-related tasks, as some participants
(3/7) reported having at least some challenges with memory that affected everyday activities. Prior
to using Alexa, all participants reported using handwritten notes and paper calendars for reminders,
while three participants also mentioned enlisting family or friends to call them with important
reminders (e.g., appointments).

Device features such as setting reminders, alarms, timers and creating lists (to-do list, shopping
list) were initially perceived to be useful by all participants. However, the recorded usage of these
features was less than might be indicated by this initial enthusiasm. For features such as reminders
and alarms, usage decreased with time. Although reminders were used at least once by most
participants (all but P5), only 26 commands (2.5%) in usage logs involved setting reminders, most
of which (18/26) were in the first week. The most common use of device features that could support
memory was to create grocery lists (used by all but P1). The command log analysis indicates 47
commands (4.5%) related to grocery lists. Interestingly, the use of grocery lists increased with time,
with about half of the usage being in the third week (23/47), also indicated in Table 3. During the
second weekly interview, P4 described how using shopping list had developed into a habit, possibly
accounting for the increased usage for grocery lists in the usage logs:
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“I've been using it for my shopping list, which is kinda nice because every time I think of
something, I don't have to... If I think of something I can tell it [Alexa] and I'm not writing
it down, so I will write it down before I go to the grocery store.” [P4]

For the reminders and alarms, the interviews provided additional context for the limited use of
these features. Though three participants described cases where they would have forgotten to do
something if they had not had the Echo (e.g., through a reminder to call someone the next day),
most participants (5/7) did not find the reminders or alarms reliable. Two of these participants were
concerned about remembering to set a reminder or an alarm on the device. For example, P5
described concerns related to relying on her own self as she was experiencing changes with short-
term memory that led her to ask her daughter to call her with reminders. She felt she could have
benefited by Alexa’s reminders but forgot to do so:

“I do have a reminder about going to the doctor and I would have needed a reminder
yesterday to pay my rent... [ didn't think about it... There was a lot of things that I probably
could have done.” [P5]

However, she was positive about letting others (her daughters and her doctor) set reminders
remotely on her device, highlighting the use of collaborative remembering as a strategy to support
memory.

Two participants who used the reminder feature mentioned using Alexa as a backup to their
existing methods (e.g., paper notes, calendars). P1 described his discomfort relying completely on
Alexa to remind him about important medications as hesitance to put his “life in the hands of a
machine.” He said that:

“Because certain things are too important to rely on that [Echo Dot], you gotta have a
backup. In other words, if I gotta be at a meeting, an interview at 9 o'clock, and I really
want that job... I'm not gonna rely on Alexa. I'm gonna ask her to [set an alarm]. But I'm
gonna also set all kinds of alarms. I'm gonna have friends and family to call and make sure
I'm up to get there.” [P1]

While both P1 and PS5 had reliability concerns, it is important to note that the latter voiced
concern related to her own abilities — specifically, forgetfulness. P1, however, voiced concerns due
to distrust that technology could be relied on for important tasks. Other participants provided
context for this distrust, explaining that use of Alexa for reminders meant they needed to be
physically present to hear reminders/alarms. Others noted concerns that relate to dependence on
digital technology more broadly, noting hesitance to rely on potentially unstable infrastructure (e.g.,
electricity, internet connection. Three participants, however, did note benefits regarding the ability
to set reminders by voice to avoid losing handwritten paper notes or due to the dexterity required
to write notes. Similar to findings about looking up information, two participants (P3, P7) valued
the ability to repeatedly ask Alexa about the same thing, and saw this as related to supporting
memory.

Participants identified desired features for supporting memory that were not currently available,
such as storing notes, memos, addresses or phones number and later asking Alexa to retrieve them
(P3, P5) and connecting with social media (Facebook) to receive birthday reminders (P4). Two
participants (P3, P6) merged reminders and shopping lists, asking the device to remind them of the
things they needed to get: “remind me at two o'clock tomorrow afternoon that I need to get bread
and water at the grocery store.”

4.2 Comparison with Previously Used Technologies

We were particularly interested in how participants, who were infrequent technology users, felt
about the Echo Dot compared to other devices. All participants positively compared the Echo Dot
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to previously used devices such as computers and smartphones. They mentioned feeling more
confident using voice-based technology and mentioned the ease of learning and using this
technology. For example, P7, who previously used the computer with help from her daughter, found
the device easy enough to use independently: “I don't need anybody to help me with this device. I
don't need anybody to walk me through what to say next because it's so simple.” She highlighted
the approachability of this technology, saying, “For a senior [who] just started out if they had no
knowledge of either... I would say skip the laptop and go with the device if you want information.”

The majority of participants (5/7) found the device to be faster and involve fewer steps than a
traditional computing device, while three participants valued its hand-free nature. Two participants
also appreciated that voice-based interaction had accessibility benefits: not needing to adjust text
size (P7), and not needing to type or write (P2, who had arthritis). Several participants said that the
ease of use resulted in an increased willingness to learn about technology. For example, at the end
of third week, P2, who said that she did not have “the patience to learn a lot of stuff on the
computer,” but was interested in learning more about the Alexa:

“I wanna know more or what else can I get into with that, because it is so easier and more
simple for seniors than trying to type on a computer, go here and go there and lose the
passwords and all [that]...” [P2]

For P5, the overall confidence of using other kinds of technology also increased:

“This [Echo Dot] has made me a little bit feel that I could learn some new technology.
And at first I was nervous. And now I'm not...I feel like I've learned how to use that. So
that's an accomplishment for me because it's technology and I just like it. In the beginning,
I wasn't real confident, but I thought in time as I used it more, I'll be more confident and
that's how it went.” [P5]

The Echo Dot altered some participants’ technology use routines. P2, who had been using her
computer about once a week before the study, did not use it at all during the three weeks of study.
Three participants used Alexa for checking the weather instead of turning the TV on. Alexa was
seen as an addition to existing entertainment sources (e.g., TV, radio). P3 used the TV less than
before and stopped using her radio, instead playing music on her Echo Dot. Along with reduced
usage of some devices at home, using the Dot led to an increased motivation for using other voice-
based computing devices. For example, P7 wanted to buy a smartphone to have a portable voice
assistant:

“I had thought about it, but I became more curious about it, I think after I got Alexa...
when I saw my daughter speak to her phone, and I'm speaking here. I said oh, okay. So,
with a smart phone you can; if at home I will probably use Alexa, but if I'm in the street,
the smart phone would really work great.” [P7]

Even though remote voice-only interaction was valued, in certain instances participants preferred
using a visual interface or a traditional computing device, such as for sending and receiving emails
(3/7) and playing games (3/7), suggesting intelligent voice assistants with visual interfaces (e.g.,
Echo Show), might be perceived differently by these participants. For example, P3 said:

“You get less time to think on this than you would if you were playing on a tablet. She
kept telling me, "You only have 6 seconds left" [jeopardy game]. I am thinking, and my
time is running out...I think I enjoy seeing versus talking.” [P3]

4.3 Challenges and Barriers to Use

Most commonly, participants reported issues due to voice recognition and the device not being able
to answer a question. In both cases, the voice assistant (Alexa) gives the same output feedback. In
the interviews, participants mentioned often repeating their command a few times (~2-3) before
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giving up. Instances where the device forced participants to rely on the paired computing device
(e.g., using the tablet to delete items off the grocery list) were also problematic because participants
were not all comfortable with using the tablet. Some participants (N=4) reported problems with the
device timing out after using the wake word due to a delay in speaking their complete command.
This frustrated one participant, P5, as she had to go back and “do the whole thing over, and then
you're worried and you're trying to do it really fast that it is gonna shut off again.” Much of these
challenges identified by participants largely reflect past work (e.g., [61]), e.g., issues with voice
recognition, the device timing out before speech input is complete, and dependency on a paired
computing device. In addition to those challenges, participants experienced difficulty in
remembering specific voice commands, discovering device features using voice commands, and
had a tendency towards using complex commands. Below we describe these specific issues related
to using voice commands.

Remembering specific voice commands. Some skills and/or device features (e.g., reminders)
require the user to say specific keywords. Five participants experienced difficulty with in
remembering these keywords either to invoke the feature/app itself or to navigate within the
feature/app to achieve specific goals. For example, P2 was unable to use a third-party app (Bible
skill), which she had activated in presence of the researcher during the introduction of the Alexa
skills. Compounding the problem of remembering keywords, applications that used navigational
commands (e.g., “more information” or “next”) were particularly challenging. These commands
are inconsistent across built-in device features and third-party apps. P7, who learned to use a voice
navigation command for one app (“more information” in the Allrecipes skill) tried applying it to
other tasks and was unsuccessful (“more information m. and t. bank”, “more information on
podcast.”)

Another confusing aspect of voice-based interaction was related to reminders, timers, and
alarms. The output of all these features is to alert the user at some time in the future, but each
function requires specific input keywords. For example, the only time P5 tried to set a reminder,
she did not use the required keyword (“remind/reminder”) and said, “Alexa, I would like you to tell
me when it's 6:00”, which was not recognized by the device as a reminder (at least at the time of
the study). Further, she wanted to set the reminder a day before the actual appointment by using a
simple voice command (“remind me today that I have an appointment tomorrow at 7.40 AM,
doctors”), and to delete reminders by voice (“cancel my appointment on March 31s”) but was
unable to do so. Although P5 noted concerns around forgetting to set reminders as a primary reason
for not using the feature, she experienced the need to use specific keywords as quite irritating: “I
would get very frustrated with that if it wasn't gonna tell me and it said different timer or whatever
and I was like I'm not going to put these [reminders] in there.”

Complex or compound commands. Participants attempted complex or compound commands that
were not recognized. P3 wanted the device to perform complex tasks in a single voice command,
such as setting a reminder to trigger the news skill (“I want Fox 5 news to come up at 6 o'clock™)
or set a timer to stop the radio at a certain time (“if I could ask it to tune into that station and keep
it on continually, until a certain time.”) As shown in the usage logs, all participants tried complex
commands that were not understood by the system (total of N=25 across participants), such as:
“Alexa my foot hurts what can i use to make it better” (P1) and “Alexa, stop music for a minute
and you also give me the temperature” (P4).

Discoverability of features using voice commands. Discoverability was an issue for three
participants, all of whom also mentioned that a print manual would be helpful for learning (an
approach examined in previous work [29]). Two participants who wanted to use the device for
emergency purposes—to call emergency services or to some specific people—were not able to find
the related skills, highlighting the difficulty and/or the lack of user effort to find new device features
(in-built features or third-party skills). According to the logs, 6% (N=22) of all information-finding
questions were aimed at learning about device capabilities or third-party skills: “what are some of
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the things you can do?” (P3), “can you add numbers for me” (P7) and “can you save songs that I
like” (P4). This indicates that these participants may have found it intuitive to use the conversational
interface for finding more information about device capabilities.

Related to these above issues with command formulation, over time, two participants described
how they had learned how to speak to the device by the end of the third week. P2 mentioned framing
her “words differently” and P7 remembered “to not be wordy, go right to the topic.”

“At first I was just talking like I was talking to you, but I understand that the way you ask
a question determines whether or not it understands what you're trying, information you're
trying to get.” (P7)

Needing to adhere to structured and ordered commands is at odds with natural conversation, a
finding that aligns with past work on limitations in the conversational abilities of voice assistants
[59]. This disconnect between what Alexa appears to be able to do (engage in natural conversation)
and its actual capabilities may have led to initial frustration and, for some, not using certain
functions such as reminders.

4.4 Privacy and Security

All participants, except for P3, had no concerns regarding conversations being recorded by the
device and the “always-on” feature of Alexa, which has often been identified as primary privacy
concerns of voice-based personal assistants [24,52,90]. The commonly cited reason (4/6
participants) for having no such concerns was the nature of conversations they had with Alexa and
in their home environment. For example, P8 said “I'm not doing anything that, or saying anything
that I figure is so sensitive or so secretive that I would have to not let it be heard.” Although P1 and
P8 did not have any concerns regarding the device recording their conversations, they were
“curious” to know “when” and “why” Alexa is collecting data/recording. On the other hand, one
participant (P3) had privacy concerns due to the device recording conversations: “It's never gonna
be private.” Further, as a security concern, she did not want to use her Echo Dot for any financially
sensitive transactions such as voice shopping on Amazon.

Beyond the “always-on” privacy aspect, we also observed concerns due to the placement of a
voice-based device in the home environment. Use of Alexa by other people at home e.g., visitors
was noted as a concern by three participants. P3, P5 did not want other people to use the device in
their absence. P6 further described Alexa’s use by her mischievous visiting grandson who said
Alexa to call the police, “Alexis, call the police, come get my grandma.” Such commands could
potentially have serious consequences, reinforcing her concern of authorized use of Alexa by
someone in her house. P3 who had similar concerns of other people visiting her and said she wanted
the Echo Dot to be programmed to only respond to her voice, as in that case, “You don't have to
worry about other people messing with your stuff. That's my personal device.”

Similarly, talking to the device in presence of other people was also a concern. Two participants
(PS5, P6) were concerned of speaking with Alexa in presence of other people. For P5, it was her
shyness for which she “wouldn't be talking to that [Alexa] and have somebody else”, whereas for
P6, it was the concern of what other people would think about talking to a machine and she did not
want “people think I'm crazy.” This aligns and adds to previous findings of location based privacy
concerns of using voice technologies [20]. In addition to public spaces [20], we found that the
private in-home environment can also lead to privacy concerns.

5 DISCUSSION

This study involved seven older adults who did not use computing technology regularly. We
examined how participants use a voice-based interface embodied in smart speakers in their homes
over the course of a three-week period. Our findings demonstrate the potential of conversational
voice-based interface to enable digital interaction and access to online information for these users.

ACM Trans. on Computer-Human Interaction, Vol. , No. X, Article 19. Publication date: December 2019.



Aligning and extending previous work with older adults in general [67] we found that voice-based
interfaces can increase the overall confidence of using digital technology for older adults who do
not use computing devices regularly. As initially identified by Pradhan ef al. [61], our findings
confirm that voice-based interfaces can provide easy access to digital technology for older adults
and for digitally inactive users. Similar to previous findings, issues due to device timing out [61,83]
errors due to speech recognition/mistranscription, and lack of conversational nature [59] and the
need to remember specific keywords [61] is challenging for older adults. To this literature, we add
that using smart speaker-based personal assistants for reminding purposes (e.g., reminder, timer,
alarm) may face additional challenges with this population. Below, we discuss the implications for
using a voice-based assistant for information finding and supporting memory, design considerations
for building voice-only applications, and how our findings challenge traditional perceptions about
digitally inactive users and can extend to other user groups.

5.1 Health Information Seeking on Voice-only Interfaces

Participants used the device to search for a variety of information, with health and medical questions
being the most common. Much previous work has explored older adults’ online health information
seeking behavior using traditional visual interfaces to search for disease symptoms, prognosis and
treatment options [47]. It is unsurprising, therefore, that participants would use the voice assistant
(Alexa) for similar purposes. Pertaining to credibility of information obtained in general, our
findings indicate that some participants would trust any information received from the voice
assistant, whereas others wanted to verify the information received from the voice assistant with a
secondary source but did not actually do that during the study, citing lack of resources as the reason.

As voice-based interfaces become more widespread, it is important to consider differences that
exist between search in this interface (purely non-visual) and traditional computer-based searches
for all populations and how they impact the ways that users perceive and make judgement of health
related information received from such VUIs. Discerning between sources of health information is
a key component of health literacy and particularly important for digital health literacy [69]. Unlike
visual search interfaces, for a particular query, VUIs do not provide multiple information sources
or contextual data (including page layouts, popups, advertisements, efc.) associated with a
webpage—essential elements for discerning trustworthiness of information on a website [15,74].
Research should examine how VUIs might improve in domains such as health, where credibility is
essential. For users who do not use the internet frequently (our participants) or are new to using the
internet might lack “credibility judgement skills” and thus experience challenges in assessing the
quality of online information. This has been confirmed in prior work where older adults’ health
information seeking behavior indicates that although contextual cues (e.g., page look, source
identity etc.) are important information credibility indicators, older adults are less likely to pay
attention to these cues than younger adults [41]. Thus, even though some voice assistants currently
reveal the source of information (e.g., Mayo Clinic, WebMD), as indicated by prior work, these
sources often go unlooked or unheard (as in the case of VUIs) and hence might not be enough to
address the issue of information credibility.

A straightforward approach to this issue could be to steer people towards better sources (e.g.,
away from WebMD.com, a commonly used for-profit company with sponsored content, towards
MedlinePlus, a site produced by the National Library of Medicine). However, a more reliable
approach would be to include various features of a webpage— a technique that has been widely
explored for GUIs. For GUIs, augmenting search results and webpages using visualization
techniques to show various metadata including website’s overall popularity, popularity among
domain experts, number of ads, number of awards received by website, e.g., HON award for health
websites, have been successful in improving the accuracy of the end user’s credibility assessment
of online information [71]. Although showing visualizations is not an option for purely non-visual
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VUIs, using a similar range of webpage features to assess information credibility should be further
explored for VUIs. For example, crowdsourcing paired with machine learning techniques can be
explored to assess information credibility on health-related webpages, giving each website
credibility scores, which can be returned to the user along with the query result.

5.2 Voice Assistants for Supporting Memory

Researchers have actively investigated reminder systems for older adults (e.g., exploring synthetic
speech reminders [87], multimodal reminder systems [84]), particularly for people with cognitive
impairment (e.g., using unsolicited prompts to remind users to set reminder on smartphone apps
[33]). Although perceived as useful initially by all participants in our study, the scarce use of device
features to support memory and participant feedback suggests that voice-based reminder systems,
as currently instantiated in smart speakers, need to be improved to be useful. One reason participants
did not make use of reminders was because they worried about system failure, for example, smart
speakers not functioning due to power outage or internet failure. Past work with older adults has
investigated physical interfaces that connect to digital GUI systems: for example, paper checks that
link to online payment systems through the use of digital pens [57,81], thereby linking the design
metaphor (i.e., an HCI design concept which “communicates to users what a computer application
could do by linking it to something already familiar to the user” [35]) to the actual physical object
with which users are comfortable. Researchers could explore designing with similar conceptual
metaphorical linkages on VUI systems as well. For example, designers could incorporate voice-
based systems as backups to interfaces people rely on, e.g., by connecting digital reminders to paper
calendars through digital pens or other technologies.

For concerns related to the user forgetting to set reminders or alarms, collaborative remembering
strategies, i.e., where more than one person is responsible for recall [10], should be further explored.
Allowing options for other “trusted” people (e.g., close family member, caregiver, doctor etc.) to
set reminders and alarms remotely, could potentially help alleviate the issue. Another issue that
surfaced particularly with memory support features was related to ways that requests (i.e., what
command the user gives to the voice assistant) and responses (what, how the voice assistant
responds back to the user) have been programmed for the voice assistant — a common issue with
conversation design and VUIs [59]. All of the three memory features, alarms, reminders and timers,
perform similar a response action, which is alerting the user at a specific time in the future.
However, the input request (needed from the user) is different for these features, thus confusing
some users, as indicated in our findings. Such issues with request and response design can lead to
usability concerns, with repeated occurrences ultimately leading to non-use of such features despite
initial excitement about these features. Although ongoing work in natural language processing [78]
can help address these issues by better understanding the intent of the request, designers could also
consider grouping similar actions together and reduce the dependency on using specific keywords
in the request.

5.3 Implications for VUI Design

We identified several design considerations for voice-based interfaces. Since the usage log data
only provided the user request and not the device response, much of our inference is based on the
latter, triangulating it with our interview data. Beyond issues already identified in previous work
(e.g., discoverability, speech recognition issues, device timing out before completion of commands
[61]), our study suggests a need for consistent interaction across built-in device features and third-
party applications. The difficulty in formulation of voice commands for using VUIs draws attention
to the confusion possibly stemming from the graphical user interface-based interaction model being
applied to VUIs. For traditional graphical user interfaces, heuristics have focused on maintaining
consistency and standards across the interface design (e.g., [50,73]). Our findings indicate how
inconsistent voice commands affect the overall learnability and usability of using the VUI. As such,
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ongoing work on compiling heuristics for designing VUIs (e.g., [85]) should also include
consistency of specific keyword (or request) use as an important heuristic.

Issues related to remembering specific keywords for using certain features on the voice assistant
was a challenge for many participants, highlighting concerns around the cognitive accessibility of
this technology. With traditional computing devices, this issue might not arise as often, since the
input options are visible to the user. VUI designers could explore visible input options to
complement the voice only input, e.g., screen-based (e.g., Echo Show or on the paired tablet) or
holographic projections of possible input requests a user can give to the voice assistant. Further,
instead of expecting that users remember exact keywords, VUI designers should follow heuristics
of confirming user input, i.e., if user forgets to say the “exact” keywords, the assistant should predict
the input request and verify it from the user [85], and by incorporating contextual cues (e.g., location
of the user, recently asked requests by the user etc.) into the conversation design where possible.

To reduce the dependency on the paired tablet, there is an opportunity for response feedback to
expand beyond predefined responses (such as “I don’t understand”, “Sorry, I don’t know that”) to
help participants in troubleshooting. For example, when the system fails to perform the requested
task (e.g., answer a question), it should provide more specific feedback that can aid troubleshooting
(e.g., differentiating between lack of device knowledge vs. speech recognition error due to not
understanding the user or due to background noise). Understanding the user’s natural progress of
talk during interaction with the voice assistant might enable designers to overcome some of these
issues [22].

5.4 Non-frequent vs. Frequent Digital Technology Users and VUIs

In contrast to previous perceptions of non-frequent technology users’ disinterest towards learning
to use technology [49], we found that participants not only learned how to use the smart speaker
within a few weeks, but also expressed interest in continuing to use the device after the study. This
may be due to the voice-based interaction and absence of visual interaction elements found in
traditional computing devices—often attributed as a barrier to technology adoption by novice users
[46]. With the widespread popularity of voice-based technologies, researchers have begun
understanding use of VUIs by technologically novice users (e.g., speech-based social media
platform [63]). Our findings pertaining to increased confidence of using digital technology with
voice-based interfaces, primarily due to the ease of use, adds to this thread of work. However, this
body of work is still in early stages and it is important to understand the use of voice-based
interfaces by users who are less motivated to use digital computing technology in general.

At the same time, it is possible that the issues infrequent technology users experienced using
voice-based interfaces, such as speech misrecognition, could actually be more frustrating for older
adults who are frequent users of traditional graphical user interfaces such as computers,
smartphones or tablets. These older adults already have a reliable source for accessing online
information. For individuals in our study, who were not frequent users of digital computing devices,
the benefits may have led to a greater tolerance for the frustrations that they experienced.

5.5 Limitations

One limitation of our approach is that though we studied the use of these devices over three weeks
by “low-tech” older adults, the adoption was forced. Forced adoption was the best option available
for us, since we were specifically interested in older adults with low technology use. If individuals
regularly used these devices, they could not be categorized as low tech users. Studying new device
using forced adoption has been observed in HCI research e.g., in the case of smart speakers [59],
Google Glass [45], and smart sensors [39]. Since it was a forced adoption, the study was not an
entirely naturalistic deployment. We provided participants with training to use the basic device and
third-party skills as well as gave them a printed reference guide that we created. Participants could
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also contact the researchers at any point for support, and support for use could be provided during
the weekly interview.

Having daily diary calls has trade-offs. The calls enabled us to capture “in-the-moment use” in
lieu of observation (as observations might influence use more than calls) and helped us to probe for
in-depth explanations during weekly in person interviews. Yet, this may have affected the natural
use of the device since participants were frequently reminded about the research study and presence
of the device. To minimize this impact, we used automated calls instead of a research team member
calling. Further, the longitudinal nature of the study over three weeks also has trade-offs. Although
it enabled us to gather an in-depth understanding of device use, the longitudinal nature of this study
using a range of data sources made it practically difficult to obtain generalizable results— a
limitation of using this method [36] .

The specific applications participants used might have been influenced by those presented by
the researchers. Moreover, recording of usage logs of participants’ interaction with the device could
also have created a self-consciousness affecting the nature of questions people asked to the device.
Additionally, the collected logs are not fully accurate (some automatically flagged “text not
available” and “unknown” in the Alexa app) and contain successively repeated commands without
a timestamp, making it impossible to calculate the exact number of repeated commands accurately.
Using a custom-made voice recorder (e.g., similar to [59]) might have helped eliminate these issues.
Finally, the participant sample was not balanced in terms of gender, with six women and one man.
All findings in this study are subject to Amazon Alexa’s functionality at the time of study. There
may have been updates to this technology since then.

All participants except P6 lived alone, and individuals were intentionally asked to be the sole
user of the Echo Dot. Hence one limitation of our work is that we don’t analyze the social dynamics
associated with the use of the voice assistant, instead focusing on individual use. Future work needs
to further investigate how such voice assistants fit into older adults’ social ecosystem and in-home
dynamics.

4 CONCLUSIONS

Voice assistants embedded in smart speakers have become increasingly popular in the past few
years. These offer unique affordances that have the potential to lower the barrier to technology
access for certain user groups. In this study, we deployed smart speaker devices for a three-week
period in the homes of older adults who do not use computing devices every day. Throughout the
three-week period, we found that older adults consistently used the device for accessing online
information. The use of the device to access health-related information as one of the most common
information types warrants a need for future work to examine the concerns of information
credibility when using non-visual, voice-only interfaces for this purpose. While most participants
were initially excited about using memory support features such as reminders, the actual use of
those features was much less than expected. Participants cited reasons such as failure of the
technology and forgetting to set the reminder using the voice assistant, opening up opportunities
for researchers to explore conceptual metaphorical linkages with currently used physical objects
that users are comfortable with; for example, a paper-based calendar linked with the voice assistant
itself could lead to increased trust and comfort of using a new technology. Our work also provides
preliminary insights into how voice-based technologies can lower the barrier of technology access
due to the ease of using the interface.
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