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Abstract

When designing, understanding, or optimizing a computer

network, it is often useful to identify and rank common pat-

terns in its usage over time. Often referred to as a network

traffic pattern, identifying the patterns in which the network

spends most of its time can help ease network operators’ tasks

considerably. Despite this, extracting traffic patterns from a

network is, unfortunately, a difficult and highly manual pro-

cess.

In this paper, we introduce tpprof, a profiler for network

traffic patterns. tpprof is built around two novel abstrac-

tions: (1) network states, which capture an approximate snap-

shot of network link utilization and (2) traffic pattern sub-

sequences,which represent a finite-state automaton over a

sequence of network states. Around these abstractions, we

introduce novel techniques to extract these abstractions, a ro-

bust tool to analyze them, and a system for alerting operators

of their presence in a running network.

1 Introduction

When designing, understanding, or optimizing a computer

network, it is often useful to identify common patterns in

its usage over time. Often referred to as a network traffic

pattern, identifying the patterns in which the network spends

most of its time can result in useful insights:

• All-to-all traffic, which might manifest as uniform utiliza-

tion of all paths between a set of application nodes, might

suggest the importance of bisection bandwidth and guide

future provisioning decisions.

• Chronic stragglers, where we expect all-to-all traffic but a

significant amount of time is spent with only a few flows

active, might suggest the need for better sharding and

mitigation techniques.

• Elephant flow dominance, in which utilization is domi-

nated by isolated path-level hotspots, might guide future

provisioning decisions.

• Finally, synchronized requests/responses, indicated by re-

peated bursts of cross-network communication all orig-

inating at a single node, might motivate changes in the

application or network architecture.

While there are a number of existing tools that capture

flow- and switch-level trends (e.g., heavy hitter analysis [68],
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Figure 1: tpprof’s visualizations for b common traffic pat-

terns and c the TPS score over time for a simple leaf-spine

topology, a. We describe these in more detail later, but in b,

states are heatmaps of common utilization patterns over the

network in a; darker is hotter. Subsequences are common tran-

sition patterns between the aforementioned states. These are

ranked by their frequency of occurrence and their cumulative

coverage of the profiled run, respectively. The subsequence

shows an all-to-all pattern: the network starts unutilized (left

state), becomes fully utilized (right state) for 10s of samples,

then returns. In c, tpprof is tracking three different known

traffic patterns. When the score of any of them crosses the

alerting threshold (twice in the figure), tpprof deduces that

the pattern has occurred in the network.

network tomography [28], or the vast array of network ana-

lytics suites on the market [1–6, 30]), identifying prevalent

network-level patterns typically requires a significant amount

of manual effort and specialized analyses. To determine the

presence of synchronized requests/responses, for instance, an

operator might need to instrument the start and stop times of

all flows in the system, correct for the time drift of different

machines, compute the cluster tendencies of the data (e.g.,

with a Hopkins statistic or heuristic), and distinguish it from

all-to-all traffic by examining the sources and destinations of

synchronized flows. To determine whether this pattern is a

particularly common one would require additional analyses.
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Our goal in this work is a tool for the automatic identifica-

tion of the most prevalent traffic patterns in a network. To that

end, we present the design and implementation of tpprof, a

network traffic pattern profiler.

Similar to traditional application profilers like gprof [27]

or Oprofile [22] that have helped programmers understand

and improve their software for decades, tpprof automati-

cally measures, extracts, and ranks common traffic patterns of

individual applications within running networks. It also facili-

tates the monitoring of known patterns so that, when specific

patterns appear in the network, the operator is informed. It

does both of these things without modifying applications and

without affecting existing network traffic—the only changes

we require are to switch monitoring configurations. Examples

of both of the above tools in action are shown in Figure 1.

Traffic patterns are, unfortunately, significantly more chal-

lenging to profile than applications. Traditional profilers ben-

efit from well-defined building blocks (functions or lines of

code) connected by well-defined call graphs. In contrast, net-

works offer little such structure: switch and link utilizations

are noisy and measured in real values (Bps); their evolution

over time is even less constrained. In the end, two different

instances of something as simple as all-to-all traffic will never

look exactly the same.

Thus, tpprof is built around two novel abstractions: (1)

network states, which capture an approximate snapshot of

a network’s device-level utilization and (2) traffic pattern

subsequences, which represent a finite-state automaton over a

sequence of network states. As hinted above, subsequences

serve as both output and input to our system: output in the case

of profiling an existing network, input in the case of specifying

a traffic pattern alert. In both cases, classification of network

states and sub-sequences is approximate and implemented

through specialized clustering techniques.

We implement and deploy tpprof to a small hardware

testbed in order to monitor and profile the traffic patterns of

real distributed applications like memcache, Hadoop, Spark,

Giraph, and TensorFlow. We demonstrate that, using tpprof,

we can find meaningful patterns and issues in their behav-

ior. Further, we demonstrate tpprof’s utility on larger and

more complex networks by profiling a trace taken from one

of Facebook’s frontend clusters. While our evaluation focuses

on data center networks (where interesting and impactful dis-

tributed applications are plentiful), tpprof and its techniques

generalize to arbitrary networks.

Specifically, this paper makes the following contributions:

• Novel abstractions for describing common traffic pat-

terns: We introduce two abstractions, network states and

traffic pattern subsequences, that together enable network

operators to easily describe and reason about common

traffic patterns. Network states capture similar configura-

tions of approximate utilization of a specific application

or set of applications running in a network. Subsequences

are then strings of states with bounded repetition that

summarize traffic pattern changes over time.

• Domain-specific algorithms for clustering and rank-

ing both network states and subsequences: Through

empirical analysis of a variety of application traffic pat-

terns, we identify and design algorithms that transform

a network trace into the building blocks of traffic pat-

terns. Specifically, we demonstrate through PCA and way-

point analysis of real application traffic that GMMs are

well-suited to capturing first-order similarities between

different network utilization patterns. In the case of subse-

quences, we create a domain-specific clustering algorithm

that extracts sequences that are both common and that

provide broad coverage of the measured network traces.

• A language and mechanism for expressing and fuzzily

matching known traffic patterns in observed traces:

Finally, to complement the above, we develop a simple

grammar for describing traffic patterns and introduce an

algorithm that automatically identifies approximate oc-

currences of known traffic patterns within network traces.

Our scoring engine outputs a confidence score that can be

used to generate alerts when known traffic patterns appear

in observed traces.

Taken together, tpprof is, to the best of our knowledge,

the first profiling tool for network-wide traffic patterns. Our

implementation is in Python and the code is open source.1

2 The Anatomy of a Traffic Pattern

We begin by introducing the definitions and abstractions on

which tpprof is built. First and foremost, we define the over-

all traffic pattern of a network as follows:

NETWORK TRAFFIC PATTERN — A function f (x, t) that rep-

resents, for an entire network N across a time span [t0, t1],
the utilization of device x ∈ N at time t0 ≤ t ≤ t1.

We also define, for each application in the network:

APPLICATION-SPECIFIC TRAFFIC PATTERN — fA(x, t),
equivalent to the network traffic pattern, but only account-

ing for a single application or set of applications, A.

For the purposes of our clustering and ranking algorithms, the

distinction is unimportant; unless otherwise specified, we use

‘traffic pattern’ to refer to both. Instead, the choice of whether

to filter by application is entirely the user’s (with the mech-

anisms in Section 4); Regardless, for a given network and

overall workload, we note that the traffic pattern of both the

network and its constituent applications will typically exhibit

predictable and repeated characteristics given a sufficiently

long measurement period. These patterns can occur over short

time spans of individual packets and flows, or over longer time

spans in the form of diurnal or weekday/weekend effects.

A contribution of this paper is the decomposition of traffic

patterns into a more convenient low-level primitive:

1https://github.com/eniac/tpprof.
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NETWORK SAMPLE — |N| real values that capture an ap-

proximate snapshot of f (x, t) for all devices x ∈ N, at a

particular time t, and averaged over the last t∆ seconds.

NETWORK SAMPLE SEQUENCE — A chain of network sam-

ples that sample f (x, t) over increments of t∆, where t∆ is

bounded by the measurement granularity of the system.

Any traffic pattern can be described in these terms. For the

network in Figure 1a, the all-to-all pattern in Figure 1b is

one example. Another is chronic stragglers, which we can

describe as a transition between two configurations, assuming

a load balanced network: (1) all switches at high utilization

and (2) only l1, l2 and s1 at high utilization; or the same but

replacing s1 with s2.

We can perform a similar exercise for all of the many (pos-

sibly application-specific) traffic patterns in the literature,

e.g., rack-level hotspots in data centers [24, 29, 44, 58], syn-

chronized behavior of distributed applications [9, 20, 67], and

stragglers in data-intensive applications [21, 41, 43]. We do

the same for the link- and switch-level traffic patterns that are

the focus of most existing automated profiling tools [1–6, 30].

While not necessarily the way these patterns were described

originally, sequences of network samples provide a general

primitive with which we can represent arbitrary patterns.

3 tpprof Design Overview

Our goal in this paper is the design and implementation of a

profiler for network and application-specific traffic patterns.

Our system, tpprof, is intended to identify traffic patterns,

rank them in prevalence, and assist network operators in mon-

itoring for their recurrence. Like other profiling tools, tpprof

is not intended to improve networks directly; rather, its fo-

cus is on assisting users with designing, understanding, and

optimizing them.

On that note, we take inspiration from traditional sampling

profilers like gprof [27], Oprofile [22], and Valgrind [48].

These profilers take an unmodified application and they peri-

odically sample system state (e.g., stack traces) to produce a

statistical profile of the target application. Early instantiations

solely sampled program counters; over time, they expanded to

capture trends in function utilization and call graph traversal.

tpprof uses a similar approach to construct profiles of

traffic patterns. To that end, network samples and sequences

of samples present an attractive substrate. In principle, a se-

quence of network samples creates a statistical profile of an

application’s network utilization. Unfortunately, these sam-

ples are unlikely to ever repeat: small differences in applica-

tion processing time, workload, and background traffic can

cause substantive differences in traffic, as can slight noise

in the sampling frequency of the measurement framework.

Extracting patterns from raw samples is challenging.

Core abstractions. To address this challenge, we introduce

two additional abstractions:

Switch

Polling & Batching

Switch

Polling & Batching

Switch

Polling & Batching

Aggregator

Scoring 

Engine

Profile

Generator

Alerts Traffic Patterns

Figure 2: The overall architecture of tpprof. tpprof polls,

batches, and aggregates switch counters from the network.

These are fed into (1) a scoring engine that alerts on detection

of known patterns and (2) a profile generator that extracts

common traffic patterns from the gathered trace.

NETWORK STATE — A class of network samples defined by

a single, n-device network sample, S, and n variance val-

ues, v̄ such that S is a centroid of the multivariate normal

distribution with shape defined by v̄.

NETWORK STATE SUBSEQUENCES — A class of sequences

of network states that allows for bounded repetition of

states. A state subsequence can be represented as a regular

expression or finite state automata of network states.

Multiple network samples can be mapped to a single net-

work state and multiple sample sequences can be mapped to

a single state subsequence. These abstractions are tolerant to

noise by design: variations of link utilization from sample to

sample are smoothed by our method of extracting network

states; variations in the evolution of those samples over time

are smoothed by our method of extracting subsequences. The

precise construction of both of the above elements is described

in Sections 5.1 and 5.2.

Components. tpprof consists of three primary components:

1. A configurable sampling framework that periodically

samples the device-level utilization of a specified applica-

tion, set of applications, or the full network (Section 4).

2. A profiling tool for the automatic extraction and visualiza-

tion of the most common states and state subsequences

in the captured data (Section 5).

3. An alerting system that scores incoming traces against a

set of user-defined patterns using a fuzzy string search in

order to facilitate network automation (Section 6).

Of the above, only (1) affects the network itself; (2) and

(3) occur out-of-band. As such, the overhead of tpprof is

minimal: in the case of an non-application-specific traffic

pattern, little is required beyond an SNMP poller; application-

specific patterns only require simple iptables and switch

configuration changes on top of that.

Our current implementation leverages programmable

switches and a recently proposed network-wide monitoring

framework [63]. This provides slightly more control and ac-

curacy than an implementation based on top of traditional
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switches, but it is not a strict requirement; we detail both

approaches in Section 4.

Workflow. tpprof profiles production networks. A typical

workflow thus proceeds as follows. First, users specify three

configuration parameters: the start time a, the end time b,

and the sampling interval i. The network can optionally be

configured to track certain applications separately. Regardless,

a centralized service periodically polls the byte counters of

the entire network between time a and b, with interval i.

The centralized service will stream the data through a set

of scoring algorithms that quantify the prevalence of a set

of target patterns in the measured trace. If the score of the

trace exceeds a threshold for a given pattern, an alert will be

generated. By default, the measurement data is not stored.

This changes when users request a profile, i.e., a visualiza-

tion, of common traffic patterns in the network. In this case,

raw network samples are stored for a specified profiling dura-

tion for clustering and analysis. The resulting profile can be

used to construct additional pattern alerts or analyzed sepa-

rately. The remainder of this paper describes each of the three

components of tpprof in more detail.

4 Sampling Framework

tpprof’s sampling framework continually polls a custom set

of switch counters to capture traffic patterns. Most produc-

tion networks already implement some form of this—tpprof

can piggyback on these existing polling suites. tpprof is,

however, parameterized by at least two configuration options.

• Application filters: To profile application-specific traffic

patterns, users must provide a proper filter for the traffic

in question. In tpprof, this takes the form of iptables

rules. Any filter that can be expressed as an iptables

rule is allowed. Thus, multiple applications can be cap-

tured by a single filter and different flows from the same

application can be split into different filters by port, packet

type, etc. All traffic matching installed filters are marked

with a special set of bits, e.g., in the DSCP field of the

packet header. We term the value of these bits a filterid.

• Sampling interval: Users must also specify an interval,

t∆, at which tpprof’s sampling framework will poll all

devices in the network. This interval is common to the

entire system, so the network and all application-specific

traffic patterns will be read at this rate. Though this is a

user-defined value, we anticipate that it should be set to

the minimum value feasible for the target network without

incurring sample loss. We note that, because the raw data

is discarded after alert pattern matching, measurement

data storage capacity is not a bottleneck in tpprof.

4.1 Counter Implementation and Sampling

Network devices in a tpprof-enabled network track a set of

device-level application-specific byte counters corresponding

to the space of possible filterids. For every packet traversing

the switch, the counter associated with the specified filterid is

incremented by the size of the packet; all categories summed

will give the cumulative byte counter of the device. In this

design, the network is never reconfigured; instead, users asso-

ciate applications to filterids directly through the iptables

rules at every end host.

tpprof samples these counters at an interval of t∆ via a

recently proposed measurement primitive, Speedlight. For

brevity, we omit the details of its operation and refer inter-

ested readers to its non-channel-state variant [62, 63]. At a

high level, the primitive is that of a synchronized, causally con-

sistent snapshot of network-wide switch counters. Compared

to SNMP and other naïve polling tools, Speedlight provides

increased accuracy and low minimum sampling interval, both

of which are useful when profiling network traffic patterns.

Alternative implementations. We note that, at its core, the

only requirement of tpprof is for configurable counters and

a method to periodically poll all such counters in the network.

There are other implementations that satisfy this requirement.

For instance, most modern switches typically include sup-

port for configurable ACL entries with per-entry counters.

This approach has the advantage that it can be implemented

without end host cooperation. Class of Service (CoS) coun-

ters are similarly promising. Note that, if application-specific

tracking is not required, periodic SNMP polling is sufficient.

4.2 Batching and Aggregation

While it is possible to directly transmit polled counter results

to a centralized profiling service, the scale of measurement

data collected by tpprof necessitates careful handling. In

particular, there are two issues we must address: decreasing

overhead and handling sample loss.

For the first, to decrease the number of messages and the

overhead per sample, tpprof agents running on each network

device assemble results locally before shipping batches of

size B in the following format:

sampleBatch: {

switch: <SWITCH_ID>,

indexes: [i : <SAMPLE_ID> for i from 0 to B],

app1_bytes: [i : <BYTE_COUNT> for i from 0 to B],

...

appM_bytes: [i : <BYTE_COUNT> for i from 0 to B]}

indexes[k] and *_bytes[k] should correspond to a sin-

gle network sample. Gaps in the samples, e.g., from failures

or measurement packet drops, will manifest as gaps in the

indexes array. In these cases, tpprof attempts to interpolate

values by taking the difference between byte counters before

and after any gap and averaging the difference over the length

of the gap. If the device has rebooted or if it stays down for too

long, we will treat the device as ‘failed’ during the missing

measurement intervals. ‘Failed’ devices are excluded from
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Figure 3: Covariance explained by different numbers of PCA

dimensions. Dataset is a trace of utilization over 48 ToR

switches in a Facebook frontend cluster.

profiling and treated as wildcards during alerting. Note that

reboots are also excluded from interpolation as we do not

know how much traffic was sent before the counter was reset.

Storing data for profiling. While tpprof does not store raw

counter values in the common case, raw values are necessary

for generating profiles. Profiles are, therefore, executed on-

demand using the API:

start_profile(start, end, filter_id)

The duration of collection should be long enough to capture a

representative slice of behavior. In general, longer is better,

but this may be subject to limitations of sample storage space

and the user’s timeline. filter_id=−1 indicates the sum

of all application-specific counters.

5 The tpprof Profiling Tool

We first discuss how tpprof extracts and ranks traffic pat-

terns before delving into the scoring and alerting system in

Section 6. To that end, the output of the previous subsec-

tion (4.2) is a network sample sequence, i.e., a sequence of

n-device samples of network utilization. Using that, the out-

put of the tpprof profiler is a ranked list of network states

and a ranked list of state subsequences, as sketched by Fig-

ure 1b and demonstrated in Section 7. tpprof achieves this

using a pair of domain-specific clustering techniques that are

designed to capture first-order patterns in network traffic.

5.1 Network States

The first challenge in identifying meaningful traffic patterns

is the inherent noise present in a trace of network samples.

Small variations in workload, TCP effects, background traffic,

or any number of other factors mean that, most likely, no two

network samples will look exactly alike.

To de-noise the data, tpprof summarizes network samples

into a small number of distinct network states. We can natu-

rally frame this as a clustering problem, where the points to

be clustered are the n-element vectors representing network

samples. Clustering has been used to great effect in a number

of fields, from image segmentation to recommendation sys-

tems and anomaly detection; each of these has its own set of

challenges and associated clustering algorithms.

Network state extraction is no different in that regard. In

this work, we leverage empirical analysis of a variety of appli-

cations and traces to identify and design algorithms suited to

the domain. Applications observed include Hadoop, Giraph,

TensorFlow, Spark, Memcache, and a trace from a production

Facebook frontend cluster (see Section 7 for their details).

Dimensionality reduction. Before delving into tpprof’s

clustering algorithm, we note that, in general, networks

present a particular challenge to clustering because of their

high device counts. Profiling the ToRs of a 48-rack data center

cluster, for instance, might result in a 48-feature input vector,

which prior work has indicated might be too many dimensions

for typical distance metrics [17].

The general solution to this well known ‘curse of di-

mensionality’ [15] is transforming the data into a lower-

dimensional space before clustering. The simplest approach

is to cluster on only a subset of features. While this works

in other domains, it is not well suited for our problem be-

cause the load on every device may be important. Instead,

tpprof preprocesses data with Principle Component Analy-

sis (PCA) [25], which derives a small set of features that are

an orthogonal linear transformation of the original features.

Said differently, PCA removes redundancies in the original

data by creating a new set of independent features that explain

most of the variability in the original data.

PCA is most effective when features are strongly corre-

lated, and there is good reason to believe that this is true in

our domain. Recent work [21] shows that network usage is

highly correlated, driven by the data-parallelism in distributed

systems [31, 65]. Analysis of the Facebook traffic trace ver-

ifies this: each ToR had strong and statistically significant

correlations (r > .7, p < .001) with an average of 3.25 other

ToRs. The applications we profiled showed similar results.

Figure 3 measures the effect of PCA on that data, gauged

by plotting the number of PCA dimensions (i.e., features) ver-

sus explained variance. All other traces we obtained showed

similar results. A value of 1 means that a PCA transformation

to K dimensions preserved all the information contained in

the original data with 48 dimensions. Even for this large and

complex trace, one dimension already explains over 80% of

the variance and two dimensions explain ∼85%. Striking a

balance between clustering efficacy and explained variance,

tpprof projects all data into 2D by default. This can be ad-

justed depending on the data.

Gaussian Mixture Models (GMMs) for sample classifi-

cation. tpprof clusters around typical network variations

through its use of GMMs. To demonstrate this effect, we con-

sider the 2D PCA projections described above and visualized,

for our set of profiled applications and traces, in Figure 4. To

help interpret points in the PCA space, we also plot network

load at 4 extreme waypoints along the convex hull of each

trace. We observe two general cluster shapes in the projected
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〈signature〉 ::= { (〈target state set〉) ; 〈target sequence〉 }

〈target state set〉 ::= 〈target state〉 , 〈target state set〉

〈target state〉 ::= ~utilization

〈target sequence (P)〉 ::= 〈target state〉 | ~〈P〉
| 〈P〉∧〈P〉 | 〈P〉∨〈P〉
| 〈P〉∗ | 〈P〉{ min repetitions , max repetitions}

Figure 8: Definition of a traffic pattern signature.

figuration [69] into the network. Specifically, we configured

one of the ToR switches to only use the left spine; otherwise,

the workload is identical to Figure 7a. Figure 7b shows the

output of our tpprof’s Python-based visualizer. An operator

comparing this profile to that of the baseline would be able to

see the new and stark differences between the two spines in

all states with load and conclude that ECMP was not doing

its job. While imbalance can also be due to elephant flows

and hash collisions, the fact that this happens consistently and

always with the same spine points to a structural issue.

5.3.2 Case Study #2: Debugging a Noisy Neighbor

As another case study, we use tpprof to debug an apparent

straggler in the system. In this experiment, we add a heavy

background flow between two hosts connected to the lower-

left leaf, l1. Figure 7c shows the profile in question. From this

profile, an operator can observe that, in 5–10% of samples,

there is a slight bias toward l1 while the other leaf is largely

un-utilized. These samples are summarized in the right two

network states. If the operator is expecting an even all-to-all

pattern like the one in Figure 7a, these states would lead her

to suspect that a task in the system is straggling.

tpprof’s ability to profile concurrent applications indepen-

dently can also help to diagnose this issue. In particular, she

can view the profile of non-memcache traffic present during

the same profiling period. In this case, tpprof would provide

her with Figure 7d, which clearly shows a competing flow or

set of flows within l1.

6 Traffic Pattern Scoring

The tpprof components described in prior sections allow

users to profile their networks and find prominent traffic pat-

terns. In many cases, after finding certain patterns, users are

likely to want to know if (or when) they occur in the future.

The tpprof traffic pattern scoring engine solves this problem.

The key challenge is designing both a language that makes

it simple for users to specify pattern signatures and also an

algorithm efficient enough to detect those patterns in realtime.

Traffic pattern signatures. A traffic pattern signature de-

scribes the approximate spatial and temporal characteristics

of a traffic pattern. It is defined by the grammar in Figure 8

and has two components.

• A set of target network states describe the approximate

samples that are likely to be observed during the traffic

Target state set S1 S2 S3

Target pattern (P) (S1)* (S3) (S1)

S1 S3 S1 accept 

state

start 

state

Figure 9: An example traffic pattern signature that detects a

synchronized all-to-all burst.

pattern. These can be generated from prior profiling runs

or manually specified.

• A target subsequence, written as a regular expression, that

estimates how the network transitions between the target

states during the pattern.

As an example, Figure 9 illustrates a signature to detect a

synchronized all-to-all burst of traffic in our example topology.

The target states in the signature are: S1, 0% utilization on all

links; S2, 50% utilization on all links; and S3, 100% utilization

on all links. The signature’s target subsequence is, thus, one

in which the network is in S1 before transitioning to S3 (i.e.,

high, all-to-all utilization) and immediately going back to S1,

signaling a quick end to the all-to-all utilization.

Scoring signatures. tpprof’s Traffic Pattern Score (TPS)

algorithm quantifies a signature’s prominence in a network

sample sequence by finding and scoring subsequences that are

similar to it. This amounts to a streaming fuzzy string search.

Figure 10 illustrates the scoring algorithm for the all-to-all

signature in Figure 9, while Figure 11 provides psuedocode

of our streaming implementation. There are three steps.

1. State matching: The TPS algorithm first maps each in-

coming sample to the most similar target state, transform-

ing the stream of samples into an intermediate stream.

2. Pattern matching: It then scans the intermediate stream

for the target subsequence using a finite automata [34].

A match occurs when the automaton reaches an accept

state, at which point it is executed in reverse to identify

the start point of the longest matching subsequence.

3. Match scoring: A match indicates that the exact target

subsequence has been found in the intermediate stream;

however, how this relates to the underlying sample stream

is unclear. Thus, the final step is to score match strength

by calculating the average similarity between the two

streams during the subsequence.

Writing signatures. There are two sources for signatures.

First, they can be automatically generated by the profiler, from

the network state subsequences it identifies. This allows the

TPS algorithm to automatically identify future reoccurrences

of events identified with the tpprof profiler.

Second, users can manually write signatures that charac-

terize the most important attributes of a traffic pattern. Since

TPSes use a fuzzy algorithm, patterns do not need to be ex-

act. Instead, they can be defined programmatically. With the
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Figure 10: Matching and scoring a sample trace against the

all-all signature in Figure 9.

1 signature← (targetStates,regexp)
2 Function TPSGrep(signature, sampleStream):

3 Initialize matchStream

4 compile_patterns(matchStream)

5 scoreBuf←[]

6 offset← 0

7 for each (sample, timestamp) in trafficPattern do

8 /* Identify most similar target state.*/

9 stateSymbol← nearestNeighbor(sample,targetStates)

10 similarity← |netState− sample|
11 /* Track scores for up to BUF_LIM of the last samples. */

12 scoreBuf.append(score)

13 if len(scoreBuf)>BUF_LIM then

14 scoreBuf.pop()

15 offset← offset+1

16 /*Invoke HyperScan to update stream. */

17 (begin,end) = scan(matchStream, stateSymbol)

18 /*If a match occurred, calculate and emit a score. */

19 if end 6= NULL then

20 emit sum(scoreBuf[begin-offset:end-offset]

Figure 11: The streaming TPS algorithm.

three primitives described below, users can express simple

but powerful signatures.

• State definition, e.g., (x:v, y:u), which defines a state

with switch x having utilization v and switch y having

utilization u.

• Set assignment, e.g., X:v. This sets every switch x ∈ X to

utilization value v.

• Iteration (over sets or switches) e.g., {(x:v) for x ∈
X}, which defines a set of states: one state for each switch

in X, defining that switch to utilization value v.

Table 1 lists five example signatures written with these

primitives. We evaluate them later in Section 7.3.

7 Implementation and Evaluation

tpprof is implemented in Python/C++ as a standalone ser-

vice that aggregates samples, profiles them, and scores them

for the presence of known traffic patterns, as described in

the previous sections. Each of the profiles shown in this sec-

tion is a real output of tpprof, generated programmatically

Pattern Signature State Definitions

Short all-all S∗1S2{1,10}S1 {S1}=N:0.0,{Ss}=N:0.5

Long all-all S∗1S2{10,100}S1 {S1}=N:0.0,{Ss}=N:0.5

Hotspots (S1|S2|S3|S4){10,100} {S1, ..., S4}={(x:1.0, -x:0.0)

for x ∈ N}

Imbalance S∗1|S
∗
2 {S1,S2}={(x:1.0, -x:0.0)

for x ∈ (s1, s2)}

Stragglers (S1|S2|S3)
∗S3 {S1,S2,S3}={(l1:v, -l1:0.0)

for v ∈ (0.1,0.01,0.0)}

Table 1: Traffic pattern signatures for a leaf-spine network N

with spines (s1, s2) and leaves (l1, l2).

using Python and Matplotlib 3.1.1. The requisite counters

and polling/batching components that run on each device are

implemented in P4 and Python, respectively. Traffic Pattern

Scoring is implemented in C++ using hyperscan [34].

Hardware testbed. To verify the utility of tpprof and its

outputs, we used it to profile and score the traffic patterns of

real applications running on a small hardware testbed consist-

ing of a Barefoot Wedge100BF-32X programmable switch

connected to six servers with Intel(R) Xeon(R) Silver 4110

CPUs via 25 GbE links. The testbed is configured to emu-

late a small leaf-spine cluster like the one in Figure 1a. To

implement this network, we split the Wedge100BF switch

into 4 fully isolated logical switches. Each logical switch runs

ECMP to balance load across paths.

Application workloads. On our hardware tested, we profile

four popular networked applications, in addition to the mem-

cache evaluation in Section 5.3:

1. Hadoop running a TeraSort [11] benchmark workload

with 5B rows of data. Our Hadoop instance ran version

2.9.0 with YARN [12] on 10 mappers and 8 reducers

spread across the 5 servers (and 1 master).

2. Spark’s GraphX [13] running a connected components

benchmark workload with 1.24M vertices. We ran Spark

2.2.1 with Yarn on 5 servers (and 1 master).

3. Giraph [10] running a PageRank synthetic benchmark

workload with 120,000 vertices and 3,000 edges on each

vertex. We used 23 workers in total across our 6 servers.

4. TensorFlow running the AlexNet [38] image processing

model with 1 server managing parameters and 5 workers.

We used ILSVRC 2012 data for training.

Unless otherwise specified, these applications were run in

the presence of background TCP traffic derived from a well-

known trace of a large cluster running data mining jobs [8].

Profiles are of the target application only.

Large-scale trace. To augment our small testbed, we also

profile packet traces of 48 Top-of-Rack switches from three of

Facebook’s production clusters: a frontend cluster, a database

cluster, and a Hadoop cluster. As the datasets are sampled

by a factor of 30,000, we divide the timestamps by 30,000
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