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Abstract. In recent years, the speed at which information disseminates
has received an alarming boost from the pervasive usage of social media.
To the detriment of political and social stability, this has also made it easier
to quickly spread false claims. Due to the sheer volume of information,
manual fact-checking seems infeasible, and as a result, computational
approaches have been recently explored for automated fact-checking. In
spite of the recent advancements in this direction, the critical step of
recognizing and prioritizing statements worth fact-checking has received
little attention. In this paper, we propose a hybrid approach that combines
simple heuristics with supervised machine learning to identify claims made
in political debates and speeches, and provide a mechanism to rank them
in terms of their “check-worthiness”. The viability of our method is
demonstrated by evaluations on the English language dataset as part of
the Check-worthiness task of the CLEF-2018 Fact Checking Lab.
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1 Introduction

It is no secret that we live in an age of ubiquitous web and social media. For
the most part, any Internet user readily acquires the latent power of civilian
commentary and journalism [3,10]. Consequently, information available on the
web now carries the potential to propagate amid the public domain with unprece-
dented speed and reach. The ordinary Internet user, however, contends with an
overwhelming amount of information, which makes the task of determining the
accuracy and integrity of the claims all the more onerous. Additionally, users
usually want their beliefs to be confirmed by information [18,34]. The confluence
of vast amounts of information and such confirmation bias, thus, can create a
society where unverified information runs amok masquerading as facts. While
correcting confirmation biases at a social scale may be extremely challenging and



even controversial, the spread of misinformation can be mitigated by focusing
only on curating the claims.

Comprehensive manual fact-checking is highly tedious and, in light of the sheer
volume of information, infeasible. To overcome this hurdle, several approaches to
automated fact-checking have been proposed in the nascent field of computational
journalism [5,8]. Some prior work took to computing the semantic similarity
between claims [4,13], while others proposed fact-checking as a question-answering
task [5,33,36]. Both approaches need to extract statements to be fact-checked
before the actual verification process can begin. ClaimBuster [12] was the first
fact-checking system that assigned to each sentence a check-worthiness score
between 0 and 1. Subsequently, a multi-class classification approach with fewer
features was explored to specifically identify check-worthy claims, but it suffered
from comparatively lower precision [28]. Outside of this small body of work, the
preliminary step of identifying check-worthy claims has received little attention.
Gencheva et al. [9] were the first to develop a publicly available dataset for this
task. Their annotations were obtained from nine fact-checking websites. They also
used a significantly richer feature set. Keeping in line with the observations made
by prior work regarding the extent of overlap in lexical and shallow syntactic
features [9,20], we use a significantly richer set of features derived from word
embeddings and deep syntactic structures.

In this work, our focus is on recognizing “check-worthy” statements. Accurate
identification of such statements will benefit the fact-checking and verification
processes that follow, independent of the specific techniques used therein. We use
the task formulation, data, and evaluation framework provided by the CLEF-
2018 Lab on Automatic Identification and Verification of Claims in Political
Debates [24] as part of their first task — Check-Worthiness [1].

2 Task, Data, and Evaluation Framework

The CLEF 2018 Fact Checking Lab designed two tasks that, when put together,
form the complete fact-checking pipeline. In this work, however, we focus exclu-
sively on the first.

2.1 The Task: Check-Worthiness

The first task — check-worthiness — was defined by the CLEF 2018 Fact Checking
Lab as follows:

Predict which claim in a political debate should be prioritized for fact-
checking. In particular, given a debate, the goal is to produce a ranked
list of its sentences based on their worthiness for fact checking [9].

The goal of this task is to automatically recognize claims worth checking, and
present them in order of priority (i.e., as a ranked list of claims) to journalists
or even ordinary Internet and social media users. The ranking is attained in
terms of a check-worthiness score. This approach helps the recipient tackle the



Table 1. Labeled sentence examples from political debates provided as training data.
Check-worthy sentences are labeled 1, and others are labeled 0. Audience reaction and
other background noise is encoded as “SYSTEM”-generated.

Speaker Sentence Label
HOLT I'm Lester Holt, anchor of “NBC Nightly News.” 0
HOLT I want to welcome you to the first presidential debate. 0
TRUMP Our jobs are fleeing the country. 0
TRUMP Thousands of jobs leaving Michigan, leaving Ohio. 1
CLINTON Donald thinks that climate change is a hoax 1

perpetrated by the Chinese.
SYSTEM (applause) 0

problem of information overload and instead, directly focus on the most important
statements. The output, therefore, can be fed to an automated fact-checker or
be used in a manual pursuit of verification. Either way, it can raise awareness of
individual users and stymie the dissemination of false claims in social media.

2.2 Data

Given the alleged impact of disinformation and ‘fake news’ on the 2016 US
presidential election, and the controversy surrounding it, any data pertaining to
this election cycle is extremely relevant in terms of fact-checking endeavors having
a positive social and political impact in the future. As such, a political debate
dataset was provided in English and Arabic. Since our methodology involves
heuristics that rely on linguistic insight, we used the English language dataset.

The training data comprised three political debates. Each debate was split
into sentences, and each sentence was associated with its speaker and annotated
by experts as check-worthy or not (labeled 1 and 0, respectively). This data
contained a total of 3,989 sentences, of which only 94 were labeled as check-worthy
— a staggering imbalance with only 2.36% of the dataset bearing the label of the
target class. A few simple sentences from this training data, along with their
speakers and labels, are presented in Table 1.

The test data was a collection of two political debates and five political
speeches.® The total number of sentences in these two categories (Debate and
Speech) were 2,815 and 2,064, respectively.

In this work, we did not employ any external knowledge other than domain-
independent language resources such as parsers and lexicons. Instead, we focused
extracting linguistic features indicative of check-worthiness.

3 The lab task provided all seven files together, without this categorization into speeches
and debates. We, however, chose to treat these differently since language use is very
different in these two scenarios: debates consist of the interactive statements made
by the candidates and the moderator, while speeches only have a single speaker, and
there is no two-sided conversational structure.



2.3 Evaluation Framework

The evaluation was done on the test data provided as part of the task. This data
was released much later to the participants, with the gold standard labels for the
sentences in the test data withheld. Once we selected the models, we ran it on
the entire test data, and used average precision to measure the quality of the
output ranking. Average precision is defined as

n

! > Prec(k) - 6(k)
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where ncpy is the number of check-worthy sentences, n is the total number of
sentences, Prec(k) is the precision at cut-off &k in the list of sentences ranked by
check-worthiness, and é(k) is the indicator function equaling 1 if the sentence
at rank k is check-worthy, and 0 otherwise. The primary metric used by the
Fact Checking Lab [24] for the check-worthiness task was mean average precision
(MAP), defined simply as the mean of the average precisions over all queries.

3 Methodology

Our methodology is a hybrid of rule-based heuristics and supervised classification.
The motivation for this approach was to test the extent to which check-worthiness
can be determined based on language constructs without relying on encyclopedic
knowledge. Moreover, our aim was to develop an approach that was not specific
to the domain of politics. In this section, we describe the data processing, feature
selection, and heuristics involved in building our classification models.

3.1 Data Processing

The first step of our processing involved normalizing the speaker names. We did
this by adding speaker-specific rules in order to correctly match the speakers
extracted from various sentences to the actual speakers associated with the
sentences. For example, speakers in the test data included “HILLARY CLINTON
(D-NY)”, “FORMER SECRETARY OF STATE, PRESIDENTIAL CANDIDATE”, and
simply “CLINTON”. These are, of course, all referring to the same speaker.

Next, we noted that the training data consisted only of political debates
where multiple entities (two political candidates, a moderator, and the occasional
audience reaction) engage in a conversation. Due to the very nature of debates,
the rhetorical structure is different from speeches delivered by a single speaker.
The test data, however, also included political speeches. Therefore, we extracted
all sentences attributed to a speaker to create sub-datasets. This formed a new
training sample, which we then used to train models to identify check-worthy
sentences from speeches*. To identify check-worthy sentences from political
debates, we used the original training data to train the models.

4 The provided training sample included two speeches, and both were by Donald
Trump. As a result, for the purpose of this task, a single sub-dataset was created.
The approach is independent of the speaker and the number of speakers, however.



Table 2. Constituent tags from the Penn Treebank.

Clause-Level SBAR, SBARQ, SINV, SQ, S

Phrase-Level ~ADJP, ADVP, CONJP, FRAG, INTJ, LST, NAC, NP, NX,
PP, PRN, PRT, QP, RRC, UCP, VP, WHADJP, WHAVP,
WHNP, WHPP, X

3.2 Feature Design and Selection

For both speeches and debates, we extracted a set of syntactic and semantic
features to obtain a consistent knowledge representation, and converted every
sentence into a vector in an abstract semantic space. The details of these features
and the resultant feature vector are discussed below.

Sentence Embedding: Traditional supervised learning in natural language
processing tasks have used vector spaces where dimensions correspond to words
(or other linguistic units). This, however, is not in accordance with the well-known
distributional hypothesis in linguistics: words that occur in similar contexts tend
to have similar meanings [11]. This necessitates the representation of sentences
in a low-dimensional semantic space where similar meanings are closer together.
Modeling sentence meanings in a low-dimensional space is a topic of extensive
research by itself, and beyond the scope of this work. Instead, we adopted a
simple method that leverages word embeddings. We used the 300-dimensional pre-
trained Google News word embeddings® to represent each word as a vector [23],
and took the arithmetic mean of all such vectors corresponding to the words in a
sentence to obtain an abstract sentence embedding.

Lexical Features: From the training data, we removed stopwords and stemmed
the remaining terms using the Snowball stemmer [30].

Stylometric Features: Stylometry, the statistical analysis of variations in lin-
guistic constructs, has been used with great success in distinguishing deceptive
from truthful language [6,26], and objective from subjective remarks [19,21].
Accordingly, we surmised that capturing stylistic variation will aid in the iden-
tification of check-worthy sentences as well, especially since they are typically
expected to appear factual and objective.

In order to obtain shallow syntactic features from each sentence, we extracted
the part-of-speech (POS) tags, the total number of tokens, and the number of
tokens in past, present, and future tenses. We were able to infer the tense from
the POS tags (e.g., both VBD and VBZ are verb tags, but they indicate past
and present tense, respectively). Additionally, we also extracted the number of
negations in each sentence.

5 Available at https://code.google.com/archive/p/word2vec/.
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Fig. 1. The constituency parse tree of a check-worthy sentence from the training data:
“President Bush said we would leave Iraq at the end of 2011.” The size of the subtree
under the subordinate clause (SBAR) is representative of the amount of information
available provided about the action ‘said” undertaken by the entity ‘President Bush’.

More complex structural patterns of language, however, can only be captured
by deep syntactic features. For that, we generated the constituency parse trees
of all sentences, and selected clause-level and phrase-level tags. The number of
words within the scope of each tag were included as the corresponding feature
values. These tags, as defined in the Penn Treebank [2], are shown in Table 2. In
addition to stylometry, the motivation behind using the number of words was
to obtain a representation of the amount of information available under specific
syntactic structures. Fig. 1 illustrates this point with the parse tree of a sentence
from the training data that was labeled as check-worthy.

Semantic Features: We used the Stanford named entity recognizer (NER) [7]
to extract the number of named entities in a sentence. Additionally, we appended
an extra feature for named entities of the type PERSON.

Affective Features: We used the TextBlob [22] library to train a naive Bayes
classifier on the pioneering movie review corpus for sentiment analysis [27],
and thereby obtained a sentiment score for each sentence. In addition to overt
sentiment, we also used the connotation of words in a sentence as features. For this,
we employed Connotation WordNet [16], which assigns a (positive or negative)
connotation score to each word. For every sentence, we queried this lexicon and
retrieved the connotation score of its words. Finally, the overall connotation of
the sentence was attributed simply to the mean of these scores.

Additionally, we also utilized lexicons that contain information about the
subjective or objective nature of words [35], whether they directly indicate or are
typically associated with language that indicates bias [31], and whether they are



typically used to voice positive or negative opinions [15]. For every sentence, we
extracted the number of words in these categories (as defined by their scores in
these lexicons), thus forming four new features: (i) subjectivity, (ii) direct bias,
(iii) associated bias, and (iv) opinion.

Metadata Features: In addition to the syntactic and semantic features de-
scribed above, we also included three binary non-linguistic features extracted
from the training sample, indicating whether or not (i) the speaker’s opponent
is mentioned, (ii) the speaker is the anchor/moderator, or (iii) the sentence is
immediately followed by intense reaction. The third feature is encoded in the
training data as a ‘system’ reaction, as shown by the last sentence in Table 1.

Discourse Features: All the above features were extracted without regards
to the category (i.e., Debate and Speech). Since debates involve an interactive
discourse structure where sentences are often formed as an immediate response to
statements made by others, we include segments from the debates. We adopt the
approach taken by Gencheva et al [9] and regard a “segment” to be the maximal
set of consecutive sentences by the same speaker. As features, we include the
relative position of a sentence within its segment, and the number of sentences
in the previous, current and subsequent segments.

Feature Selection The feature extraction processes described above yielded a
very high-dimensional feature space. High-dimensional spaces, however, quickly
lead to a decrease in the predictive power of models [32]. Moreover, given the
extreme class imbalance, classification in such a space is likely to ignore important
features indicative of the minority class (in this case, the ‘check-worthy’ sentences).

To reduce the dimensionality, we applied a feature selection module using
the scikit-learn library [29]. As the first step, univariate feature selection was
performed, and the 2,000 best features were selected based on x2-test. Next,
armed with the observation that linear predictive models with L1 loss yield
sparse solutions and encourage the vanishing coefficients for weakly correlated
features [25], we used a support vector machine (SVM) model with linear kernel
and L1 regularization to further remove the relatively unimportant features. This
step was first done on the entire training data, and then combined with repeated
undersampling (without replacement) for the majority class. Each iteration of
this undersampling process resulted in a small but balanced training sample.
A Ll-regularized SVM learner was trained on every sample generated in this
manner, and features with vanishing coefficients were discarded. The cumulative
effect of these feature selection steps was a reduction of the feature space to 2,655
and 2,404 dimensions for identification of check-worthy claims from debates and
speeches, respectively.

3.3 Heuristics

Certain heuristics were introduced to override the scores assigned by the clas-
sification models. These rules differed slightly based on (i) the category, i.e.,
speech or debate, and (ii) whether or not the ‘strict’ heuristics were deployed.



Algorithm 1 Heuristics for assigning the check-worthiness score w(-) to sentences.

Require: category € {SPEECH, DEBATE}, if Ssppaker 1S SYSTEM then
strict_mode € {true, false}, sentence S. w(s) < 1078
end if
MIN_TOKEN_COUNT <— 0 if Sxusser or Tokens < MIN_TOKEN_COUNT
if category is SPEECH then then
if strict_mode then w(s) « 1078
MIN_TOKEN_COUNT < 10 end if
else if S contains “thank you” then
MIN_TOKEN_COUNT < 8 w(s) « 1078
end if end if
else if Sxumper or susssers < 1 then
if strict_mode then if category is SPEECH then
MIN_TOKEN_COUNT <— 7 w(s) < 1078
else else if S contains “?” then
MIN_TOKEN_COUNT < 5 w(s) «+ 1078
end if end if
end if end if

The strictness flag was introduced to control the threshold sentence size. When
active, it would tend to discard more sentences.

These rules are specified in Algorithm 1. One particular rule required the
identification of subjects in a sentence. To extract this information, we generated
dependency parse trees of the sentences and counted the number of times any of
the following dependency labels appeared: nsubj, csubj, nsubjpass, csubjpass,
or xsubj. The first two indicate nominal and clausal subjects, respectively. The
next two indicate nominal and clausal subjects in a passive clause, and the last
label denotes a controlling subject, which relates an open clausal complement to
its external clause.

4 Models

Our experiments comprised two supervised learning algorithms: support vector
machines (SVM) and multilayer perceptrons (MLP). Additionally, we also built
an ensemble model combing the two. In this section, we provide a description of
these three models, along with their training processes.

For reasons described in Sec. 3.2, the SVM utilized a linear kernel with L1
regularization for feature selection. However, due to the propensity of the L1 loss
function to miss optimal solutions, we used L2 loss in building the final model
after completing feature selection. Our second model was the MLP. Here, we
used two hidden layers with 100 units and 8 units in them, respectively. We used
the hyperbolic tangent (tanh) as our activation function since it achieved better
results when compared to rectified linear units (ReLU). Stochastic optimization
was done with Adam [17]. To avoid overfitting, we used L2-regularization in both



Table 3. Results for the Check-Worthiness task of our submitted models: MLP* was
the primary submission, along with two contrastive runs, MLP«, and ENS (MLP with
strict heuristics and the ensemble model, respectively). MLPyone shows the results of
the MLP without any heuristics being applied. The primary evaluation metric was mean
avg. precision (MAP). The mean reciprocal rank (MRR), mean R-precision (MRP),
and mean precision at k (MPQE) are also shown.

MAP MRR MRP MP@1 MP@3 MP@5 MP@10 MP@20 MP@50

MLP* 0.1332 0.4965 0.1352  0.4286 0.2857  0.2000 0.1429 0.1571 0.1200
MLPgr 0.1366 0.5246  0.1475 0.4286 0.2857 0.2286 0.1571 0.1714 0.1229
ENS 0.1317  0.4139 0.1523  0.2857 0.1905 0.1714 0.1571 0.1571 0.1429
MLPnone  0.1086 0.4767  0.1037 0.2857  0.2857  0.2000 0.1286 0.1071 0.1000

SVM and MLP. Third, we built an ensemble model that combines SVM and
MLP (without the strict heuristics). In this model, the final output score was a
normalization (by standard deviation) of the results of SVM and MLP, and then
computing the average.

For all three models, class imbalance was a hindrance during the training
process. To overcome that, we used ADASYN[14], an adaptive synthetic sampling
algorithm for imbalanced learning. For model selection, we used 3-fold cross-
validation for debates, using two files for training and the remaining one for
testing, to evaluate model performances and tune parameters. For speeches,
we split the training sample into two halves (one file in each) for 2-fold cross-
validation. The evaluation script was provided by the task organizers, with the
mean average precision (MAP) being the primary evaluation metric.

MLP without the strict heuristics demonstrated the best results during the
training process, so this was submitted for the primary run. For the two contrastive
runs, we submitted (i) MLP with strict heuristics, and (ii) the ensemble model
without the strict heuristics.

5 Results and Analysis

5.1 Empirical Results

The detailed performance of all three submissions we made is shown in Table 3.
Even though MLP yielded the best training results without the strict heuristics,
MLPyg;, performed demonstrably better across multiple metrics on the test data.
Our third model, the ensemble classifier, performed poorly in general compared
to both MLP models. It did, however, achieve slightly better mean R-precision
and mean precision at higher cutoffs (k = 10 and 50).

Without the inclusion of any heuristics, the performance of MLP dropped
significantly. This was expected, since the heuristics were designed to address the
flaws of the classifiers. This model was not among the submissions, but we include
it here for comparison. The difference between MLP and MLP,,ne quantifies the
extent to which the rules help the supervised learners.



Table 4. Results from the primary submissions from all participants. We participated
under the name Prise de Fer. The best results for each metric is shown in bold.

TEAM MAP MRR MRP MP@1 MPQ@3 MP@5 MP@10 MP@20 MPQ@50

Prise de Fer* 0.1332 0.4965 0.1352 0.4286 0.2857  0.2000 0.1429 0.1571 0.1200

Copenhagen 0.1152  0.3159  0.1100 0.1429 0.1429 0.1143 0.1286 0.1286 0.1257
UPV-INAOE 0.1130  0.4615  0.1315 0.2857 0.2381  0.3143 0.2286 0.1214 0.0866
bigIR 0.1120  0.2621 0.1165 0.0000 0.1429 0.1143 0.1143 0.1000 0.1114
fragarach 0.0812  0.4477  0.1217 0.2857 0.1905 0.2000 0.1571 0.1071 0.0743
blue 0.0801 0.2459  0.0576 0.1429 0.0952 0.0571 0.0571 0.0857 0.0600
RNCC 0.0632  0.3755  0.0639 0.2857 0.1429 0.1143 0.0571 0.0571 0.0486

Next, in Table 4, we present the comparison between the results obtained
by all participants. This comparison was done only on the primary submission
from each team. Our MLP model without the strict heuristics achieved the best
MAP, MRR, and MRP scores. Further, it also outperformed the others in terms
of correctly placing the check-worthy sentences at the very top of the ranked
output list, as demonstrated by the mean precision at low values (k = 1 and 3).

5.2 Qualitative Analysis

Identifying check-worthy sentences is a difficult and novel task, and even the best
model suffered from misclassification errors. Upon analyzing such mistakes made
by the MLP models, we were able to discern a few reasons.

First, tense plays a logical role in check-worthiness, since future actions cannot
be verified. However, the part-of-speech tagging often confuses the future tense
with the present continuous (e.g., “We’re cutting taxes.”). Second, we observed
that anecdotal stories are often highly prioritized as check-worthy, while they are
not. These sentences are usually complex, with a lot of content, which makes it
easy for the model to conflate them with other complex sentences pertaining to
real events deemed check-worthy. Third, the presence of duplicate sentences in
the data means that a misclassification gets amplified, while the presence of very
similar sentences with different labels likely makes the feature selection stage
discard potentially useful features.

At a more abstract level, rhetorical figures of speech play a critical role.
They often break the structures associated with standard sentence formation.
Several sentences that were misclassified exhibited constructs such as scesis
onomaton, where words or phrases with nearly equivalent meaning are repeated.
We conjecture that this makes the model falsely believe that there is more
informational content in the sentence. Such figures of speech become even harder
to handle when they occur across multiple speakers in debates. The conversational
aspect of debates also causes another problem: quite a few sentences are short,
and in isolation, would perhaps not be check-worthy. However, as a response to
things mentioned earlier in the debate, they are.



Another complex issue leading to misclassification is the use of sentence
fragments. This is sparingly used for dramatic effect in literature, but was seen
with alarming frequency in the political debates due to the prevalence of ill-
formed or partly-formed sentences stopping and then giving way to another
sentence. In some cases, the fragments are portions of the sentence that the
speaker repeats. An example of such a fragment is the sentence “Ambassador
Stevens — Ambassador Stevens sent 600 requests for help.”, where the phrase
“Ambassador Stevens” is repeated.

A proper approach to deal with these hurdles is a complex matter in and by
itself. We believe that our features are better suited for written language than
speech or debate transcripts. In the presence of significantly more labeled data
for check-worthiness, ablation studies that remove such sentences could provide
empirical evidence of this intuition.

6 Conclusion and Future Work

We developed a hybrid system that combines a few rules with supervised learning
to detect check-worthy sentences in political debates and speeches. To tackle the
severity of class imbalance, our development also included a sophisticated feature
selection process and special sampling methods. Our primary model achieved the
best results among all participants over multiple performance metrics.

This work opens up several intriguing possibilities for future research in the
field of fact-checking. First, we intend to study in greater details the linguistic
forms of informational content. Shallow syntax has been explored to understand
this aspect of language in sociolinguistics, and some work has even looked into deep
syntactic features. This approach has, however, not yet been applied to identifying
check-worthy sentences. Furthermore, more complex neural network structures
need to be thoroughly investigated. Along this line, we will be investigating deep
learning models with feedback control. A stringent and focused work on these
issues will empower journalists and citizens alike to be better informed and more
cognizant of false claims permeating news and social media now. To that end,
we also need complementary advances in related areas like natural language
querying, crowdsourcing, source identification, and social network analysis.
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