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Abstract

In spite of its urgent importance in the era of big data, testing high-dimensional pa-
rameters in generalized linear models (GLMs) in the presence of high-dimensional nuisance
parameters has been largely under-studied, especially with regard to constructing powerful
tests for general (and unknown) alternatives. Most existing tests are powerful only against
certain alternatives and may yield incorrect Type I error rates under high-dimensional
nuisance parameter situations. In this paper, we propose the adaptive interaction sum of
powered score (aiSPU) test in the framework of penalized regression with a non-convex
penalty, called truncated Lasso penalty (TLP), which can maintain correct Type I error
rates while yielding high statistical power across a wide range of alternatives. To calcu-
late its p-values analytically, we derive its asymptotic null distribution. Via simulations,
its superior finite-sample performance is demonstrated over several representative existing
methods. In addition, we apply it and other representative tests to an Alzheimer’s Disease
Neuroimaging Initiative (ADNI) data set, detecting possible gene-gender interactions for
Alzheimer’s disease. We also put R package “aispu” implementing the proposed test on
GitHub.
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1. Introduction

Statistical inference in high-dimensional models has been attracting increasing attentions,
owing to the surge of high-dimensional data in many fields, such as in genetics and ge-
nomics. Accordingly, there is an increasing body of literature on significance testing in
high-dimensional linear or generalized linear models (GLMs), mostly on low-dimensional
regression coefficients. For example, Wasserman and Roeder (2009); Meinshausen et al.
(2009) proposed random sample-splitting approaches to testing on a regression coefficient
of interest in a high-dimensional model. Based on the idea of polyhedral selection, Lee
et al. (2016) proposed an exact post-selection estimator conditional on the selection event.

x. C.W. and W. P. are the corresponding authors.

(©2020 Chong Wu, Gongjun Xu, Xiaotong Shen and Wei Pan.

License: CC-BY 4.0, see https://creativecommons.org/licenses/by/4.0/. Attribution requirements are provided
at http://jmlr.org/papers/v21/18-807 .html.


https://creativecommons.org/licenses/by/4.0/
http://jmlr.org/papers/v21/18-807.html

Wu, Xu, SHEN AND PAN

Meanwhile, many researchers exploit the idea of projection or bias-correction to handle the
impact of regularization and high-dimensional nuisance parameters (e.g., Javanmard and
Montanari, 2014; Van de Geer et al., 2014; Zhang and Zhang, 2014; Lee et al., 2016; Shi
et al., 2019; Ma et al., 2020). In spite of exciting progresses in the last few years, little work
has been done to construct more general and powerful tests on high-dimensional regression
coefficients in GLMs in the presence of high-dimensional nuisance parameters.

It is noted that, for high-dimensional problems, classical or popular tests may not per-
form well, even if their asymptotic properties (such as their null distributions) are well
established. Fan (1996) gave a simple example: given a p-dimensional vector follows a nor-
mal distribution, y ~ N (6, 1), to test Hy: 6 = 0 versus Hy: 6 # 0, the likelihood ratio test,
Wald test, and score test statistics all share the same form T = ||y||2, which is a sum of
squares-type statistic; even under an alternative H4 with ||0]|3 — oo as p — oo, as long as
|16]13 = o(1/p), the power of the three tests vanishes (i.e. tending to the Type I error rate);
in contrast, some adaptive tests can be much more powerful. This example convincingly
demonstrates the importance of considering the power of a test in high-dimensional settings
and this article aims at filling this gap.

This work was motivated by a critical problem in genetics to identify interaction effects
between a genetic marker set and a complex disease like Alzheimer’s. Although univari-
ate single nucleotide polymorphism (SNP) based analyses for identifying gene-environment
(G x E) interactions are popular in the community, relatively few of the findings have
been replicated (Manuck and McCaffery, 2014). To improve statistical power and en-
hance results interpretation, many genetic association studies have now considered an alter-
nate/supplementary approach to jointly test the interaction effect of all SNPs in a biological
meaningful marker set, e.g., SNPs in a gene or a pathway (Lin et al., 2013, 2016; Su et al.,
2017). Jointly testing the interaction effect of a marker set can be formulated as testing on
a high-dimensional parameter (i.e., interactions between possibly high-dimensional genetic
variants and environmental factors) in the presence of high-dimensional nuisance param-
eters (to adjust for the main effects of the genetic variants and other covariates) under a
high-dimensional GLM. Since such interactions in human genetics have proven difficult to
detect, while specific interaction patterns are largely unknown, it is critical to develop and
apply more general and adaptive tests that are powerful across a wide range of unknown
alternatives.

To account for impact of high-dimensional nuisance parameters in G x E interactions
testing problems, some variance-component score tests with the sum of squares-type statis-
tics, coupled with the ridge regression to estimate the nuisance parameters under the null,
have been proposed (Lin et al., 2013, 2016; Su et al., 2017). For example, Lin et al. (2013)
proposed a test called gene-environment set association test (GESAT) by assuming that
the G x E interaction effects follow an unspecified distribution with mean 0 and variance
v2, then testing Hy : v? = 0 for the overall G x E interaction. By noting that the ridge
estimator is y/n-consistent under suitable conditions (Knight and Fu, 2000), they derived
the theoretical null distribution for GESAT. While enticing, the y/n-consistency of the ridge
estimator or asymptotic normality of the score vector may not be applicable under high-
dimensional situations with finite samples, leading to incorrect Type I error rates. As to
be shown in simulations, as the number of the covariates increases, methods based on the
ridge penalty yield incorrect Type I error rates and substantial power loss.
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Meanwhile, bias-correction based methods have been proposed (Dezeure et al., 2017;
Zhang and Cheng, 2017). For example, inspired by the desparsifying Lasso estimator
(Van de Geer et al., 2014) and the data-splitting strategy (Wasserman and Roeder, 2009),
Zhang and Cheng (2017) proposed a three-step bootstrap-assisted procedure based on a
supremum-type statistic to test on high-dimensional regression coefficients in high dimen-
sional regression models. This method can control the Type I error rate well and yield
high statistical power under highly sparse alternatives. However, due to the accumulation
of estimation errors of the desparsifying Lasso estimator, the estimation errors might be
out of control if a burden-type or sum of squares-type statistic is used (Zhang and Cheng,
2017). Moreover, although the data-splitting strategy adopted therein helps control the
Type I error rate, it reduces the power as well.

To address those challenges, we propose an adaptive test, referred to as adaptive interac-
tion sum of powered score (aiSPU) test, for testing high-dimensional regression coefficients
under GLMs with high-dimensional nuisance parameters. The aiSPU test is new and ap-
pealing in two aspects. First, in aiSPU we apply the truncated Lasso penalty (TLP) (Shen
et al., 2012), a non-convex penalty, to estimate the high-dimensional nuisance parameter
under the null hypothesis. The TLP estimator consistently reconstructs the oracle esti-
mator under mild assumptions, helping maintain correct Type I error rates under a high-
dimensional situation. In contrast, the consistency of a convex penalty-based estimator,
such as the ridge or Lasso estimator, holds under much stronger conditions. For example,
the Lasso estimator is consistent under a strong irrepresentable (Wainwright, 2009), while
the ridge estimator is consistent under the assumption that the sample covariance matrix
of all the covariates converges to a non-singular matrix (Knight and Fu, 2000). Second,
because the true alternative hypothesis is generally complex and unknown, we apply the
idea of an adaptive testing (Pan et al., 2014). We first construct a group of interaction sum
of powered score (iSPU) tests such that hopefully at least one of them would be powerful
for a given alternative. The proposed adaptive test then data-adaptively selects the one
with the most significant result with a proper adjustment for multiple testing to control the
Type I error rate, and thus achieves high power.

To apply the proposed test, we establish its asymptotic null distribution. In particu-
lar, we derive the joint asymptotic distribution for a set of the iSPU tests. The marginal
distribution of each iSPU test statistic converges to either a normal distribution or an
extreme value distribution under some conditions. Based on the theoretical results, we de-
velop an asymptotic way to calculate the p-values for the iSPU and aiSPU simultaneously.
We demonstrate the superior performance of the proposed test with some theoretical power
analyses under local alternatives. Further, as to be shown in simulations and real data anal-
yses, the proposed aiSPU test would yield correct Type I error rates and higher statistical
power than several existing methods under a wide range of high-dimensional alternative
hypotheses, ranging from highly dense to highly sparse alternatives.

The rest of the paper is organized as follows. In Section 2, we review two represen-
tative tests before proposing our new aiSPU test. Results for simulations and analysis
of the Alzheimer’s Disease Neuroimaging Initiative (ADNI) data are presented in Sec-
tions 3 and 4, respectively. We conclude with a short discussion in Section 5. All tech-
nical details, proofs, and extensive simulation results are relegated to Appendices. We
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have released open source R package aispu implementing the proposed test on GitHub
(https://github.com/ChongWu-Biostat/aispu), and will upload it to CRAN soon.

2. Methods
2.1 Notation and model

Even though our study was motivated by detecting gene-environmental interactions, our
proposed method is general and applicable to many other problems, thus we introduce our
method in a general framework. Suppose we have n independent and identically distributed
(IID) observations {(Y;, Z;, X;) : i = 1,2,...,n}, for which we denote an n-vector outcome
(response) Y = (Y1,...,Y,), an n x ¢ matrix Z = (Z],...,Z,,)" for ¢ nuisance covariates
(including the intercept term) with Z; = (Z;1, ..., Ziq), and an nx p matrix X = (X7, .., X])’
for p variables of interest with X; = (Xj1,...,X;p). Without loss of generality, we assume
that E(X;) = 0 as otherwise each X; can be re-centered by its sample mean. We consider
a generalized linear model with the canonical link function,

E(Y|X,Z) = g (X8 + Z9), (1)

where p-vector S and g¢-vector ¢ are unknown parameters, and ¢ is the canonical link
function. We are interested in testing

Hy:5=0 versus Hy:p#0, (2)

while treating ¥ as the high-dimensional nuisance parameter. We target the situation with
“large ¢ and p.”

Remark 1 Numerous real-world problems can be formulated as testing high-dimensional
parameters under GLMs in the presence of high-dimensional nuisance parameters. For ex-
ample, when testing the interaction between a genetic marker set and a set of environmental
variables, we can let 7 be the environmental factors, genotypes in the marker-set, and some
important covariates, and let X be the SNP-environment interaction variables. Here we con-
sider a large number of SNPs in a marker-set, leading to high-dimensional g and p. Another
example is testing gene-gene interactions (Cordell, 2009), a problem can be formulated with
Z being all the SNPs from two genes and X being their interactions.

2.2 Related existing methods

In this subsection, we review two representative methods: a variance component type test
called GESAT (Lin et al., 2013) and a bias-correction based test (Zhang and Cheng, 2017).

By assuming 3;’s follow an arbitrary distribution with mean zero and variance V2,
GESAT converts testing Hy : 8 = 0 to testing H} : v? = 0, which can be conducted

via the following sum of squares-type statistic: @ = (Y — p(9))XX(Y — pu(v)), where
pu(9) = g~ 1(ZD) and ¥ is estimated under the null model,

E(Y|Z) = g~ (29). 3)

To account for high-dimensionality of ¥, GESAT applies the ridge regression to estimate
¥ under the null model (3). Using the property that the ridge estimator ¥ is \/n-consistent
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under suitable conditions (Knight and Fu, 2000), they showed that test statistic ) asymp-
totically follows a mixture of y? distributions under the Hy, thus p-values can be calculated
accordingly (Lin et al., 2013).

Meanwhile, a three-step bootstrap-assisted procedure (Zhang and Cheng, 2017) has been
proposed to test on Hy. First, it randomly splits the sample into two sub-samples. Second,
it screens out the irrelevant variables of X based on the first sub-sample. After screening,
denote the reduced model S = {j : j ¢ {irrelevant variables}}. Third, it computes the
desparsifying Lasso estimator {BJ }jes and the corresponding variance estimator w;; based
on the second sub-sample. The non-studentized (NST) and studentized (ST) supremum
type statistic are max;es \/ﬁ]ﬁvﬂ and max;cs ﬁ|BJ|/M, respectively. Zhang and Cheng
(2017) then applied a bootstrap-assisted procedure to calculate their p-values.

Though appealing, both tests have limitations. First, a test based on the ridge penalty
(such as GESAT) might yield incorrect Type I error rates when the dimensionality of
nuisance parameters ¢ (i.e., ¢) is high. Note that the null distribution of GESAT is derived
based on the /n-consistent ridge estimator, which requires that the sample covariance
matrix of Z; converges to a non-singular matrix (Knight and Fu, 2000); this assumption
will not hold when ¢ > n. This may explain incorrect Type I error rates of GESAT as
to be shown in simulations. Second, the existing tests might be powerless under some
alternatives. It is well known that a sum of squares-type statistic (for example, GESAT)
and a supremum-type statistic (for example, NST and ST) are more powerful for dense and
highly sparse nonzero signals, respectively (Pan et al., 2014). However, for moderately dense
nonzero signals, neither may be powerful: there might not exist one or few components
of B to represent a strong departure from Hy, whereas a sum of squares statistic might
accumulate too much noises or estimation errors through summing over the non-informative
components. Furthermore, both NST and ST only use a sub-sample to construct test
statistics, further reducing power. As to be shown in simulations, the above methods would
lose substantial power under some alternatives.

2.3 New test statistics

There are two main challenges for constructing a powerful test in a high-dimensional setting.
First, estimating the high-dimensional ¥ under Hy is not trivial. Second, because the
underlying association patterns are unknown, it is crucial to construct an adaptive test
such that it can maintain high power across a wide range of alternatives.

To accurately estimate the high-dimensional ¥ under the null model (3), we apply pe-
nalized regression by imposing the truncated Lasso penalty (TLP) (Shen et al., 2012) on
the nuisance parameter 9. For gene-environmental interaction problems, we can impose no
penalty on a subset of some pre-specified low-dimensional covariates to keep some important
covariates, such as age and gender. TLP is defined as TLP(x,7) = min(|z|, 7) for a scalar z
and a tuning parameter 7. It can be regarded as the Lasso penalty for a small |z| < 7, but
imposes no penalty for a large |z| > 7. We use 10-fold cross-validation to select the tuning
parameters for TLP and denote ¥ as the TLP estimate of 9 under Ho.

To maintain high power across various alternatives, we construct an adaptive test. Up
to some constant, the score vector U = (Uy, ..., Up) for Bin (1)is U; = L 370 (Y — fui) Xij
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for 1 < j < p, where fig; = gfl(Zﬂg). Denote
Uij = (Yi — fu0i) Xij

for1 <i¢:<mnand1l<j<p Wefirst propose a class of test statistics called interaction
sum of powered score (iSPU) with power index v > 0 as

Since L(7)Y7 — maxi<i<p |2 Y1, Ujj| as even integer v — oo, we define L(co) as

1 2
n (H D i Uij)
1<j<p 0jj

)

where 3 = (5y;)pxp is the covariance matrix with Gx; = cov[Uyy, Uy,] for 1 <k, j < p.

As to be shown in simulations, the power of L(7) depends on the unknown S under
specific alternatives. Since in general there is no uniformly most-powerful test, to maintain
high power across various alternatives, we propose the adaptive interaction sum of powered
score (aiSPU) to combine the multiple iSPU tests with different ~:

Thi = min P
aiSPU V€T L(v)»

where P, is the p-value for L(7) and I' contains the candidate values of v, e.g., I' =
{1,2,...,6,00}. We take the minimum p-value to approximately select the most powerful
candidate test; Thigpu is the test statistic, but no longer a genuine p-value.

To emphasize the penalty we use, in some places, we denote iSPU(y) and aiSPU explic-
itly with the penalty, say TLP, as iSPU(TLP,y) and aiSPU(TLP), respectively.

Remark 2 Accurate estimation of ¢ under the null is crucial in the situation with a high-
dimensional nuisance parameter. Because the \/n-consistency of the ridge estimator may
not hold under a (relatively) high-dimensional situation, a test coupled with ridge regres-
ston may yield incorrect Type I error rates. The estimation errors of the desparsifying
Lasso estimator might be out of control if a burden-type or sum of squares-type statistic is
used (Zhang and Cheng, 2017), while the three-step bootstrap-assisted procedure based on a
supremum-type statistic will not be powerful under dense alternatives. In contrast, because
TLP enjoys the selection consistency and optimal parameter estimation under some mild
conditions (Shen et al., 2012), aiSPU controls Type I error rates and achieves high power
under a wide range of high-dimensional situations.

Remark 3 The proposed aiSPU test can be viewed as an extension of the aSPU test (Wu
et al., 2019) to high-dimensional nuisance parameter situations. The aSPU test was pro-
posed for the situations with large p but small q, while the aiSPU test targets situations with
large p and large q. Thus, the Type I error rate can be controlled by aiSPU, but not by
aSPU in high-dimensional nuisance parameter situations (large q).

Remark 4 Our proposed test may share some limitations of the standard score test with

possible loss of power under H 4, which can be fixed by taking an approach as shown in Wang
(2016).
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2.4 Asymptotic null distribution

In this subsection, we derive the asymptotic null distribution for iSPU. Before stating
the theorem, we define necessary notation as follows. Let ug = (po1,--.,pon) be the
conditional mean of Y under Hy, where uo; = E(Y;|Ho) = E(Y;|Z;) = ¢g7'(Z;9°) and 9°
is the population value of 9. Write S;; = (Y; — p10;) X5 for 1 <i <mand 1 < j < p. We
further define the corresponding covariance matrix 3 = (oy;)pxp with op; = Cov[Six, Si;]
for 1 < k,j < p. For simplicity, we denote L(~, ug) = ?:1 LU (v, o) with LW (v, o) =
(% Dy Sij)V for 1 <i<nand1l<j<p. Then the mean and variance of L(v, o) can
be denoted by ¢(y) = YF_ W (y) with vW)(y) = E [LU)(v, uo)|Ho|, and by w?(y) =
var[L(~y, po)|Ho], respectively.

Theorem 1 shows that (1) each iSPU(y) converges to either a normal distribution or
an extreme value distribution; (2) iSPU(co) and iSPU with a finite v are asymptotically
independent under the Hy.

THEOREM 1. Under assumptions C1-C7 stated in Appendix A and under the null hypothesis
Hy, for any fixed and finite I' set we have:

(i) For finite candidate values v in T, that is, T' = T\ {oc}, the vector of the iSPU test
statistics [{L(y) — Q,Z)('y)}/w(’y)]:yep, converges weakly to a normal distribution with mean 0
and covariance matriz R(I") = (pst), i.e., N(0,R(I")) as n,p — oo, where ¥(v), w(v), and
R(I") are defined in Appendiz B.

(11) For ~y = oo, let a, = 2logp — loglog p, for any real number x, Pr{L(c0) —a, < x} —
exp{—n"Y2exp(—z/2)}.

(113) [{L(y) — Lb(’y)}/w(y)];er, is asymptotically independent of L(c0), that is, the joint
distribution of [{L(y) — w(y)}/w(’y)};er, and L(oo) — a, converges weakly to the product of
the limiting distributions given in (i) and (ii).

Remark 5 We leave the technical details and assumptions into the Appendices A—C. Intu-
itively speaking, L(7, po) with a finite v follows a normal distribution asymptotically when
Siji and Sij, are independent for ji # jo. Under moment assumptions that put constraints
on correlation structures, we prove that the asymptotically normal still holds for L(v) with a
finite v and a TLP-based estimate . For L(00), we derive its distribution based on theorems
in Cai et al. (2014). Of note, Wu et al. (2019) derived a similar Theorem under a much
simpler context; our current proof is different and more challenging due to the technical
complications under the adopted penalized regression framework to deal with the presence of
high-dimensional nuisance parameters.

Remark 6 In Theorem 1, we assume technical assumptions, such as a sparsity assumption
regarding the effect from Z (C3) and a feature selection assumption involving Hellinger
distance (C7). Because C7 is hard to validate in practice, we propose a stronger than
needed beta-min like condition C7*, which is a sufficient assumption for C7. As to be
shown in simulations, when the effect from Z is non-sparse but with sparse strong signals,
our proposed method still works. In other words, under situations where C3 and C7* have
been violated but C7 might hold, our proposed method still works.

These technical assumptions are used to establish the difference between pg and fig is a
small order term, which can be ignored in the theoretical derivation. Once we have a good
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estimate of the conditional mean of Y under Hy (i.e., uo), our proposed method works. In
principle, our proposed aiSPU test can be extended to consider higher-order interactions
within Z if po can be well estimated. We leave this interesting topic for future study.

Next, we briefly discuss how to calculate p-values and leave the detailed procedures into
the Appendix B. According to Theorem 1, we can calculate p-values asymptotically. The
p-values for individual iSPU(7) can be calculated via either a normal or an extreme value
distribution. The p-value for aiSPU can be calculated by the following two steps. First, by
cov[L(t, po), L(s, o)) = o(pn~+%)/2) if s+t is odd and by Theorem 1 part three, iSPU with
even 7, odd v, v = oo are asymptotically independent to each other (see Appendix B for
details). Because for a finite ~y, L(y) — ¥(7y)/w(y) follows a standard normal distribution,
taking the minimum p-value as test statistics equals to taking the maximum of |L(y) —
P(y)]/w(y) as the test statistics. Further define to = maxoqd yer |(L(’y) - Qp(y))}/w(*y)
and ¢ = mMaXeven rer (L(7) — ¥(7)) /w(v) as the observed test statistics from the data and
calculate the p-values for to, tp, and L(co) as po = Pr[maxodd ver | (L(7) — ¥(7)) /w(v)| >
to], P = Primaxeyven ver (L(fy) - w(’y))/w('y) > tg|, and ps equals to the p-value of
iSPU(00). Specifically, we use pmvnorm() in R package muvrnorm to calculate the normal
tail probabilities of po and pg. Second, we take the minimum p-value from the above three
categories, that is, pmin = min{po, pr, P }- By the asymptotic independence among po,
pE, and pso, the asymptotic p-value for the aiSPU test is paispy = 1 — (1 — pmin)®.

Of note, calculating 1(), w(y) and R(I") involves 3 = (o};), which is unknown and has
to be estimated in practice. We apply either the banding method of Bickel and Levina (2008)
or a parametric bootstrap-based method to estimate covariance matrix ¥ (see Remark S2
in Appendix B for details).

Meanwhile, we can calculate p-values by the parametric bootstrap (see Appendix B for
details). The parametric bootstrap may estimates more accurately the p-values than the
asymptotics-based method, but it is highly computational extensive, especially at a high
significance level. To facilitate data analyses in the wider community, we have developed
an R package “aispu”, implementing both methods.

Remark 7 We recommend using the asymptotic-based method when p is large and using
the parametric bootstrap-based method when p is small. Our proposed asymptotic-based
method may have a better performance when p is large due to two reasons. First, residual
bootstrap and pairs bootstrap are known to be problematic under a high-dimensional setting
(El Karoui and Purdom, 2018). We expect that parametric bootstrap may have a similar
problem when p is large. Second, by Theorem 1, estimation error can be ignored as both n
and p go to infinity. On the other hand, when p is small, the parametric bootstrap-based
method may achieve superior performance than the asymptotic-based method because the
asymptotic theory in Theorem 1 may not hold.

2.5 Asymptotic power analysis

We analyze the asymptotic power of the aiSPU test. Under an alternative Hy : § # 0, we
first derive approximations to the mean and variance of L(7y, up) with v < oo, denoted by
Ya(y) = E[L(v,p0)|Ha] and by w?(y) = var[L(v, pio)|Ha], respectively. Then we derive
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the asymptotic power under a local alternative. In the end, we discuss the choice of the I'
set. To save space, we put technical details into the Appendix D.

First, we define some necessary notations. Let 8" be the true value of 3 and MOA =
(%41’ . ,,ugln)’ with ,uf)“z- = E(Y;|X;, Zi;; Ha) = g~ 1(X;8° + Z;9°) being the conditional mean
of Y; under H4. We further define ¢)(y) = E [L(7, p) | Ha] and @*(v) = var[L(y, ui')|H ).

The high dimensionality of X; makes the identification of the leading order term of the
test statistic L() quite challenging. Here, we consider a local alternative such that for
j=12...,p, A = E(udy — po1)X1j] = O(n=Y?(log p)*) with & > 0, which allows the
identification of the leading order term. This condition restricts that A; is a small term,
which further implies that 14(7) — ¥(y) and w?(v) — &*(7) are relatively small. Under
the local alternative, we denote the set of locations of the signal variables by S, = {j :
A; # 0;1 < j < p} and the cardinality of S, by p' =", where 0 < n < 1 is the parameter
controlling the sparsity level.

We now analyze the power of the proposed aiSPU test. Let p, be the critical threshold
for the aiSPU test under Hy with the significance level a. Because Tyispy = min,er Pr iy,
the statistical power under H 4 satisfies Pr(Taispu = min,er Pgpu(y) < Pa) = Pr(Pspu(y) <
Pa)- Thus the asymptotic power of aiSPU is 1 if there exists a v € I" such that Pr(Pgpy(y) <
Pa) — 1. In other words, to study the asymptotic power of the aiSPU, we only need to
discuss the power of iISPU(y) for v € T'. For that purpose, Theorem 2 shows the asymptotic
distribution of L(vy, 119) with any finite and fixed v under 0 <7 < 1/2.

THEOREM 2.Under the assumptions C8—-C9 in Appendix A and the alternative Hp with
0 <n<1/2and A; = O(n=Y%(logp)*) with k > 0, for any fived and finite T" set,
{L(~, po) — @ZJA(V)}/WA(W)]:,GFI converges weakly to a multivariate normal distribution with
mean zero as m,p — oQ.

Remark 8 Under the local alternative 0 < n < 1/2, by noting that (logp)®”/p" = o(1),
we have YA(y) — ¥(y) = L (D) A;O(n_(W_C)/Z) = o(pn="/?). Similarly, we have
wi(y) — @*(y) = o(pn™7). Then a proof similar to that of Theorem 1 for any fived and
finite T' set (part one) yields Theorem 2.

For simplicity, we assume pg is known under Ha and derive Theorem 2 with L(vy) =
L(v, po). While this simplification ignores the estimation errors of fig and thus induces
a gap between Theorem 2 and our proposed test, Theorem 2 still provides useful insights
regarding which iSPU(7y) achieves the highest power under different alternatives. These
insights are in line with our simulation results. To establish Theorem 2 with estimated fig s
quite challenging because we need to estimate and quantify the estimation error of fig under
a misspecified model, which is unknown and an interesting question. We leave it for future
research.

Theorem 2 gives the asymptotic power of iISPU(v) at the significance level p, as
<I>{ AN =P (1) =2 @(7) }’

e v is even,
Pr(Bspy(y) < Pa) = YA =B —2p,, v :
9@ v) Ya(y) 1/’(’7)+Zpa/2w('7) .

where ® and z,, is the standard normal cumulative distribution function and its (1 — p,)th
quantile, respectively. Because w(y)/wa(7) is bounded, the asymptotic power of iSPU(7) is
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mainly determined by {¥4(7) —1(7)}/wa(7). Further note that wa(7) is of order p!/2n=7/2
and thus the power goes to 1 if (14(7) —@E(’y))n”ﬂp_l/2 — 00. In particular, the asymptotic
power of iSPU(1) and iSPU(2) goes to 1 if p~1/2n!/23". A; — 0o and p~/2n Y, A? — o0,
respectively.

Note that iSPU(c0) is expected to lose power substantially when max; |A;| is small, i.e.,
max; |A;| = o(log(p)/?n~1/2) (Cai et al., 2014), while iSPU(1) and iSPU(2) are expected to
be powerful under dense but weak signals (e.g., max; |A;| = o(n"1/2)) alternatives. Thus,
we discuss dense alternatives (0 < 7 < 1/2) and sparse alternatives (n > 1/2) separately.

Under different dense alternatives, different iSPU(+y) tests achieve the highest power. To
further study the power of different iSPU tests and gain insights about how to choose the
I' set, we consider a particular alternative where the A; is fixed at the same level. To be
specific, we consider the local alternative such that Ay =---=A, =A = n~1/2p1/2 where
r — 0 as n,p — 0o. As shown in the Appendix D, under this alternative, iSPU(1) is more
powerful than any other iSPU(vy) tests. Similarly, we show that iSPU(2) is asymptotically
more powerful than other iISPU(y) tests under the alternative where the absolute values of
the A; are the same but about half being positive while the other half being negative.

We then briefly discuss the sparse alternatives with n > 1/2. Under the sparse H4 with
1 > 1/2, any iSPU test with a finite -y loses power. For example, for any n < 1/2, the power
of iSPU(1) converges to 1 when p~1/2p1/2 Zj Aj; — oo; however, A; = O(nfl/Q(logp)”)
and Zj Aj = pl_”O(n_lm(logp)"), leading to p~1/2n1/2 Zj Aj o~ P27 (log p)* — 0 when
n > 1/2. Thus the asymptotic power of iSPU(1) is strictly less than 1 when n > 1/2.
For other finite v, we have similar results. On the other hand, a supremum-type test like
iSPU(c0) is known to be powerful against sparse alternatives (Cai et al., 2014), therefore,
the asymptotic power of aiSPU is 1 if that of iSPU(oc0) converges to 1.

Overall, we recommend including small « values such as 1,2 to maintain high power
under dense alternatives. As to be shown in simulations, iSPU with a medium ~ value is
often the most powerful in a finite sample. To achieve a balance between the asymptotic and
finite-sample performances, including medium -y values such as 3, ...,6 in I' is recommended.
This recommendation is also supported by our previous studies (Xu et al., 2016; Wu et al.,
2019). Because iSPU(c0) is powerful under the sparse alternative, we recommend including
oo in I'. In summary, we recommend use I' = {1,2,...,6,00} as our default setting.

3. Simulations

3.1 Simulation settings

To facilitate fair and unbiased comparisons, we adopted the simulation settings similar to
those in Lin et al. (2013); Zhang and Cheng (2017).

Simulation settings for G x F interactions. We simulated genotypes as in Wang and
Elston (2007). First, a latent vector s = (s1,...,sp)" was generated from a multivariate
normal distribution N(0,V), where V = (V};) had a first-order autoregressive covariance
structure with Vj; = p5=il. Second, a haplotype was generated by dichotomizing the la-
tent vector s with some pre-specified minor allele frequencies (MAFSs), each of which was
randomly sampled from a uniform distribution between 0.1 and 0.3 for common variants
(unless otherwise stated for rare variants). Third, the above two steps were repeated to gen-
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erate two independent haplotypes and for subject ¢, the genotype value G; = (Gi1, ..., Gip)’
was the sum of the two haplotypes. We set p = 0 to generate independent SNPs unless
otherwise stated.

As in Lin et al. (2013), we generated a binary outcome by the following logistic regression
model

logit[P(Y; = 1|Z;, Ei, G;)] = Yo + V1 21; + V222 + I3E; + 94G; + B'G; x Ej;,
where Jg = log(0.4/0.6), ¥1 = 0.05, ¥ = 0.057, ¥3 = 0.64, and

9y =(0.4,...,04,-04,...,-0.4,0,...,0).
——

q1 q2 P—q1—Qq2

Z1 was generated from a normal distribution while Zs was generated from a Bernoulli
distribution. Environmental variable E was generated from a Bernoulli distribution, taking
on 1 and -1 with an equal probability. G; x E; is the gene-environmental interaction for
subject i. Asin a case-control study, we sampled n/2 cases and n/2 controls in each data set.
We were interested in testing Hy to see whether there is any gene-environment interaction.
Under H 4, the gene-environmental interaction effect patterns are generally complex and
unknown. For example, for xeroderma pigmentosum, there is no main genetic effect, but
both environmental (ultraviolet light) effect and gene-environmental interaction effect exist
(Hunter, 2005). To consider various scenarios, we randomly chose |ps]| elements in § to
be non-zero and their values were generated from a uniform distribution U(—c,c) unless
otherwise stated.

Simulation settings for high-dimensional linear models. We generated X, and
Zpxq from a multivariate normal distribution; that is, we had independent draws X; ~
N(0,E1) and Z; ~ N(0,8) for i = 1,...,n, where E1 and Ey were block diagonal sym-
metric matrices. The response Y was generated from a high-dimensional linear model:

Y =709+ XB + ¢,

where ¥ = (91,...,9,), 8= (B1,-..,5p), and each element of € followed a standard normal
distribution. We set ¥; = 92 = 0.4 and other ¥; = 0. We considered testing Hy and H4 in
(2).

Under H4, |ps| elements in 3 were set to be non-zero, where s € [0, 1] controlled the
level of signal sparsity. The indices of non-zero elements of 5 were uniformly distributed, and
their values were generated from a uniform distribution U(—c, ¢) unless specified otherwise.
We set n = 200, ¢ = 1000, and p = 1000.

For each simulation setting, we generated 1,000 data sets to evaluate the empirical size
and power at the significance level o = 0.05. The candidate set of « for the aiSPU was
taken to be I' = {1,...,6, 00} unless otherwise stated.

To evaluate the effect of penalization, we further presented the results of aiSPU with two
different ways of estimating the nuisance parameter ¥ under Hy. First, we considered the
oracle estimator, which is defined as the MLE with the knowledge/oracle about which co-
variates are non-informative (i.e. their effect size is 0) under Hy, denoted as aiSPU(Oracle).

11
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Second, under the situation with n > p, we considered using the MLE to estimate 19, denoted
as aiSPU(Full). Note that aiSPU(Full) equals to the aSPU (Wu et al., 2019).

For comparison, under G x E interaction settings, we applied GESAT (Lin et al., 2013)
for common variants, and applied both iSKAT (Lin et al., 2016) and MiSTi (Su et al., 2017)
for rare variants. To confirm that the theoretical null distribution of GESAT may not hold
under a relatively high-dimensional situation, we calculated the p-value of GESAT by a
simulation-based method, denoted as GESAT-sim. As a benchmark, we further considered
the univariate minimum p-value (UminP) test, which first tests for SNP-environment in-
teraction for each SNP, then takes their minimum p-value as the test statistic, and finally
performs a corresponding Bonferroni adjustment. Under high-dimensional linear model
settings, we conducted the three-step procedure with NST and ST statistics (Zhang and
Cheng, 2017).

3.2 Results for G x E interactions

In many set-based G x E testing applications, the number of genetic variants p is relatively
large but still smaller than the sample size n. Thus, we conducted two types of simulations:
n>porn <p.

Simulations with n > p. First, we conducted simulations with n = 2000, g1 = 2, g2 = 0,
and varying p to evaluate Type I error rates of different tests under different scenarios,
ranging from low-dimensional to relatively high-dimensional. Note that the dimension of
the nuisance parameter 9 was ¢ = p + 4, while that of the parameter 5 being tested was p.
Table 1 shows the empirical Type I error rates, indicating that GESAT (Lin et al., 2013)
yielded an inflated Type I error rate when p was large. Of note, even though by search-
ing a much larger upper bound for the tuning parameter (say, 1/n instead of the default

n/log(n)) somewhat alleviated the problem, GESAT still yielded an inflated Type I error
rate. For example, the Type I error rate of GESAT with tuning parameter searching up
to /n was 0.253 for the situation with n = 2000 and p = 300. In contrast, GESAT-sim
maintained the correct Type I error rate, confirming that the theoretical null distribution
of GESAT was not applicable when ¢ was relatively large. As expected, aiSPU(Full) main-
tained the correct Type I error rate when ¢ was relatively small and yielded an inflated
Type I error rate when ¢ was large, indicating penalized estimation of 9 was necessary
when ¢ was relatively large. As expected, both aiSPU(Oracle) and aiSPU(TLP) yielded
well-controlled Type I error rates for all the situations considered.

Next, we studied the effect of the number of non-zero nuisance parameters. Here we
evaluated the performance of iSPU and aiSPU with some popular penalties, such as the
Lasso and ridge. Table 2 shows the results of n = 2000, p = 300, and varying ¢ = ¢o.
When ¢; = g2 was relatively large (q1 = ¢2 = 20 or ¢1 = g2 = 30), both the ridge and
Lasso yielded slightly conservative Type I error rates and thus power loss (Figure 1). In
contrast, aiSPU(TLP) provided results that were similar to those of aiSPU(Oracle). Again,
GESAT yielded inflated Type I error rates because its theoretical null distribution was not
applicable with relatively larger p and p > n. The results of n = 2000, p = 200, and varying
¢1 = g2 show similar conclusions (Table S1 in Appendix E).

To evaluate empirical power, we considered two cases: (a) under relatively low di-
mensional situations; (b) under relatively high-dimensional situations. Figure 1 shows the
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Table 1: Empirical Type I error rates of various tests for G x F interaction in simulations
with n = 2000, ¢1 = 2, g2 = 0, and varying p. n, p, q1, and g2 stand for the sample
size, number of terms in G X E interaction, number of the positive genetic main
effects, and number of the negative genetic main effects, respectively. * Inflated
Type I error rates.

D 25 50 70 100 200 300 400 500
GESAT 0.061 0.055 0.090* 0.103* 0.277* 0.636* 0.944* 1.000*
GESAT-sim 0.050 0.048 0.062 0.050 0.051 0.044 0.051  0.047
aiSPU(Full) 0.071 0.057 0.080* 0.085* 0.199* 0.551* 0.944* 1.000*
aiSPU(Oracle) 0.067 0.049 0.064 0.052 0.052 0.046 0.057  0.047
aiSPU(TLP) 0.061 0.054 0.057 0.053 0.053 0.042 0.060 0.047

Table 2: Empirical Type I error rates of various tests for G x F interaction in simulations
with n = 2000, p = 300 and varying q; = q2. n, p, q1, and ¢ stand for the sample
size, number of terms in G X E interaction, number of the positive genetic main
effects, and number of the negative genetic main effects, respectively. * Inflated
Type I error rates; ** Conservative Type I error rates.

0= g 2 5 7 10 20 30
GESAT 0.637% 0.636* 0.628% 0.641¥ 0.657* 0.633*
GESAT-sim  0.043  0.030 0.026  0.010%* 0.004** 0.002**
aiSPU(Ridge) 0.058  0.046 0.045 0.027  0.023%% 0.017**
aiSPU(Lasso)  0.048  0.039  0.035 0.028  0.023** 0.016**
aiSPU(Full)  0.584% 0.594% 0.598* 0.634*  0.690%  0.712*
(
(

aiSPU(Oracle) 0.054  0.057  0.054  0.056 0.062 0.055
aiSPU(TLP) 0.058 0.052  0.057  0.053 0.058 0.057
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power of different methods under relatively high-dimensional situations with n = 2000,
p = 300, and q; = g2 = 20. Because both the Lasso and ridge yielded slightly conservative
Type I error rates, aiSPU(Ridge) and aiSPU(Lasso) were less powerful than aiSPU(TLP).
Perhaps because TLP better approximated the optimal Ly constraint (Shen et al., 2012),
aiSPU(TLP) achieved higher power than aiSPU(MCP) and aiSPU(SCAD). As a bench-
mark, UminP performed relatively well when the signal was sparse. Figure S1 shows that
iSPU with different v was more powerful under different sparsity levels. However, due to its
adaptivity, aiSPU was the overall winner (Figure S1 in Appendix E). The results for corre-
lated SNPs (p = 0.3) or g1 = g2 = 50 showed similar patterns as in Figure 1 and thus were
relegated to the Appendix E (Figures S2 and S3). Under relatively low-dimensional situa-
tions with n = 2000 and p = 25 or 50 (Figures S4 and S5), GESAT yielded well-controlled
Type I error rates and achieved very similar power as GESAT-sim and iSPU(2). As ex-
pected, GESAT achieved higher power than iSPU(cc) under dense signal situations, but
lower power than iISPU(oco) under sparse signal situations. In comparison, aiSPU achieved
robustly high power under various scenarios. For the situation with n = 2000 and p = 75,
while GESAT (regardless of how larger a searching region for the tuning parameter) had a
slightly inflated Type I error rate, the results showed similar patterns as before (Figure S6
in Appendix E).

&
- ¥
GESAT-sim » GESAT-sim 7
aiSPU(Oracle) K aiSPU(Oracle) y ,/
aisPU(Lasso) / ~+ aiSPU(Lasso) 7%
~ aiSPU(Ridge) i/ g0l | aiSPU(Ridge) ” ¥
aiSPU(MCP) 7 ©  aiSPU(MCP) /i
: ¥ aiSPU(SCAD) ; 4

a/6[x[+

Pover
Power

aiSPU(SCAD)
~ /
UminP o’ o0 UminP i/
o Qg
aiSPU(TLP) K aiSPU(TLP) G/’

> y
2 - 2 /.7
Pl P2
005 f2e o e W 4

b Bt S o) 0051 =t B T
o 000
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Figure 1: Power comparison for different methods in under G x E interaction simulations
with n = 2000, p = 300 and ¢; = g2 = 20. n, p, ¢1, and ¢ stand for the sample
size, number of terms in G X E interaction, number of the positive genetic main
effects, and number of the negative genetic main effects, respectively. We varied
the sparsity level s.

Next, similar to that in Su et al. (2017), we considered rare variants by generating
SNPs with MAFs ranging from 0.005 to 0.05 while keeping the other simulation aspects
unchanged. As expected, when p was relatively high, both iISKAT and MiSTi yielded
inflated Type I error rates due to the theoretical null distribution is not applicable under
relatively larger p and p > n situations. In contrast, aiSPU(TLP) maintained the correct
Type I error rate under relatively high-dimensional situation (Tables S2 and S3 in Appendix
E). Figure S7 shows the power comparison under the different low dimensional situations.
Again, even though different tests may be more powerful under certain situations, aiSPU
achieved robust high power across all the situations considered.
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Simulations with n < p. We conducted simulations with n = 200, p = 1000, ¢; = 2,
g2 = 2, and varying sparsity level s. Since GESAT yielded incorrect Type I error rates in
high dimensional settings, the results of GESAT were not shown here.

First, we evaluated the performance of the asymptotic theory in Theorem 1 for finite
samples. Table 3 shows the empirical Type I error rates and statistical power under s =
0.005. The iSPU and aiSPU yielded well-controlled Type I error rates. The results of
the tests based on asymptotics were close to those based on the bootstrap, supporting
Theorem 1. The results of other simulation settings (s = 0.001, s = 0.01,s = 0.05, s = 0.2,
and informative variables in § were generated from a uniform distribution U(0, ¢)) showed
similar patterns and were relegated into the Appendix E (Tables S4-S8). We further studied
the situation when both main effects and interaction effects exist for the same set of SNPs
and again showed similar patterns as expected (Table S9 in Appendix E).

Table 3: Empirical Type I errors and power (in percentage) of various tests under G x E
interactions with p = 1000 and n = 200. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The sparsity level was s = 0.005,
leading to 5 non-zero elements in 8. The results outside and inside parenthe-
ses were calculated from parametric bootstrap- and asymptotics-based methods,

respectively.

c 0 1 3 4 5
iSPU(1) 4.9 (4.8) 5.9 (5.6) (6 1) 6.4 (6.6) 5.8 (6) 5.8 (5.7)
iSPU(2) 2.6 (5.2) 6.8 (11.8) 22 2 (28.5) 43.5(47.5) 58.2 (61.3) 64.2 (67.8)
iSPU(3) 5.8 (5.6) 85 (8.1) 29.9 (28.7) 52.2(51.4) 63.9(62.1) 70.3 (69.2)
iSPU(4) 3(3.9) 149 (17.1) 65.7 (67.1) 89.7 (90.4) 96 (96) 98.2 (98.4)
iSPU(5) 5.9 (5) 17 (15.6) 61.5 (60) 82.8 (81.3) 90.1 (88.9) 92.3 (92.5)
iSPU(6) 3.7 (3.2) 21.8(19) 75 6 (74) 949 (93.7) 98.4 (97.9) 99.2 (99.2)
iSPU(c0) 8.5 (7.5) 26.8 (22.2) 85 (83.3) 97.6 (97.4) 99.6 (99.6) 100 (100)
aiSPU 5.8 (6.1) 20.7 (21.5) 79.4 (80.5) 95.4 (96.1) 98.8 (99.4) 99.8 (99.7)

Next, we compared statistical power. Figure 2 shows the empirical power for the tests
under different sparsity levels s. When the signal was highly sparse, iISPU(0c0) was more
powerful than other tests (s = 0.001 and s = 0.005). As signal became relatively sparse
(s = 0.05), iSPU(4) was the most powerful, closely followed by iSPU(6) and aiSPU, demon-
strating the power gain by using some iSPU(7) test with 2 < 7 < oo in a finite sample
situation. When the signal became relatively dense with different association directions
(s = 0.2), iISPU(2) was more powerful. For last sub-figure of Figure 2, we generated non-
zero values of the parameter from a uniform distribution U(0, ¢) instead, and iSPU(1) was
the winner. All these simulation results confirmed the previous asymptotic power analysis.
By combining information from different iSPU tests, aiSPU was an overall winner, either
achieving the highest power or having power close to that of the winner in any setting. In
comparison, UminP achieved relatively high power when the signal was sparse (s = 0.001,
s =0.005, and s = 0.01), but lost power substantially when the signal was dense (s = 0.05
and s = 0.2).
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Figure 2: Power comparison for different methods under G x E interaction simulations with
n = 200, p = 1000. We varied the sparsity level s. In last sub-figure, we generated
informative variables in 8 from a uniform distribution U/(0, ¢).

Next, we briefly discussed the sensitivity of the aiSPU test to the choice of I set. Figure 3
shows the results of aiSPU with different I" sets under different sparsity levels (s = 0.01,
s = 0.05, and s = 0.2), indicating that the aiSPU test was robust to the choice of I'. The

results for other settings showed similar patterns and were

(Figure S8).

relegated to the Appendix E

s =0.2; all positively associated

Effect o
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Figure 3: Empirical power of aiSPU with different I" set under G x E interaction simulations
with n = 200, p = 1000. aiSPU_1, aiSPU_2, aiSPU_3, aiSPU _4 represent aiSPU
with T'y = {1,2,3,4;00}, 'y = {1,2,...,6,00}, I's = {1,...,8,00}, and 'y =
{1,2,...,10,00}, respectively. We varied the sparsity level s. In last sub-figure,
we generated none-zero elements of 5 from a uniform distribution U (0, c).
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Next, we briefly evaluated the robustness of the aiSPU test. Theorem 1 assumes that
the effect of Z is sparse and strong. While this assumption is usually required by a pe-
nalized regression method, it might be violated in real applications. For example, under
an omnigenic model (Liu et al., 2019), many variables in Z (i.e., SNPs) have weak effects,
and only a few variables have strong effects. To evaluate the impact of the violation of
the sparse effect assumption on Z, we kept the simulation setting unchanged except that
we randomly selected a pre-specified number of variables in Z and set non-zero small effect
sizes for those selected variables. Figure 4 shows that aiSPU yielded well-controlled Type
I error rates and achieved high power. Perhaps because the contribution of the small-effect
variables in Z is relatively small to the estimation of Y, the results of the tests based on
asymptotics were close to those based on the bootstrap, indicating Theorem 1 is relatively
robust to the violation of sparse effect assumption on Z. We further varied the effect size
for the randomly selected small effect variables in Z and obtained similar results (Figure S9
in Appendix E).

Next, we investigated whether aiSPU with other non-convex penalties such as SCAD
(Fan and Li, 2001) and MCP (Zhang, 2010) would yield results similar to that with TLP.
Perhaps because TLP enjoys the selection consistency and optimal parameter estimation
under some mild assumptions (Shen et al., 2012), aiSPU(TLP) often achieved higher power
than both aiSPU(MCP) and aiSPU(SCAD) (Figure S10). Interestingly, aiSPU(SCAD)
yielded inflated Type I error rates under a linear model setting (Figure S11). In Summary,
aiSPU(TLP) generally achieved higher power and controlled Type I error rates. Further-
more, we have provided some theoretical guarantee for aiSPU(TLP) and thus recommend
using aiSPU with TLP as our default setting.

50 small effects 100 small effects 200 small effects

Methods  Accecccoeee® | Methods Methods
080 iSPU(2)-boot 0.80 iSPU(2)-boot 0.80 iSPU(2)-boot
i8PU(2)-asy iSPU(2)-asy iSPU(2)-asy
70 070 0.70-

~+  iSPU(3)-boot ~+ | iSPU(3)-boot ~+  iSPU(3)-boot
o] X iSPUG)-asy oc0] < ISPU@)-asy o060l < ISPU@)-asy
aiSPU-boot aiSPU-boot aiSPU-boot
aiSPU-asy 0.50 aiSPU-asy 050 aiSPU-asy

Figure 4: Empirical power of aiSPU under G x E interaction simulations with n = 200,
p = 1000, and sparsity level s = 0.2. We randomly selected a pre-specified
number of variables in Z and set the effect size followed a uniform distribution
U(—0.01,0.01). -boot and -asy stand for the results based on bootstrap and
asymptotics, respectively.

3.3 Results for linear models

First, the aiSPU test maintained correct Type I error rates, for which the asymptotics- and
bootstrap-based methods gave similar results under different sparsity levels and association
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directions (Tables S10-S13 in Appendix E). Similarly, both NST and ST yielded well-
controlled Type I error rates (NST: 0.055 and ST: 0.061 at the significance level a = 0.05).

Next, we assess statistical power. Figure 5 shows the empirical power for the tests under
different sparsity levels s. Because the TLP estimator could consistently reconstruct the or-
acle estimator under mild assumptions (Shen et al., 2012), aiSPU(TLP) and aiSPU(Oracle)
yielded similar results. Note that both NST and ST base their test statistics on a sub-
sample, while aiSPU is on the whole sample; partly due to this difference in using the
sample, aiSPU and iSPU(oo) were more powerful than both NST and ST even under a
highly sparse alternative (i.e., with only one nonzero component in 3; s = 0.001). Under
other denser alternatives, aiSPU was way more powerful than both NST and ST. As in
the simulations for G x E interaction, when the signal was relatively sparse (s = 0.01),
iSPU(6) was the most powerful, highlighting the power gain by using some iSPU(y) test
with 2 < v < oo. In contrast, SPU(2) was more powerful when the signal became dense
(s = 0.2). Again, all these simulation results confirmed the previous asymptotic power
analysis. By combining different iSPU tests, aiSPU maintained high power across a wide
range of alternative scenarios.

=0.001 , =0.01 oo -0,

i 4
&

\‘\
YO
X

\

Figure 5: Power comparison for different tests under high-dimensional linear models simu-
lations. We varied the sparsity level s.

In the end, we briefly compared the computational time among some competing meth-
ods, the parametric bootstrap-based aiSPU, and the asymptotics-based aiSPU (Figure S12
in Appendix E), showing that the asymptotic-based aiSPU was generally computationally
more efficient. Of note, we implemented penalized regression with TLP in R, which is not
computationally efficient in high-dimensional settings. We expect that the computational
time for the asymptotics-based aiSPU can be further reduced once we implement aiSPU in
C or other more efficient computer languages.

In summary, owing to its adaptivity, the power of aiSPU remained high, being either the
winner or close to the winner in any setting. In particular, the aiSPU(TLP) test performed
similarly to aiSPU(Oracle) and yielded well-controlled Type I error rates, presumably be-
cause the TLP estimator could consistently reconstruct the oracle estimator under mild
conditions.
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4. Real data analyses

Alzheimer’s disease (AD) is the most common form of dementia, affecting millions of pa-
tients worldwide. The Alzheimer’s Disease Neuroimaging Initiative (ADNI) is a longitudi-
nal, multisite observational study of elderly subjects with normal cognitive (healthy con-
trols), mild cognitive impairment, or AD (Jack et al., 2008). The major goal of ADNI is to
better understand the underlying mechanism of mild cognitive impairment (MCI) and AD
(Jack et al., 2008). ADNI1 has recruited 819 elderly subjects to participate in the research.
See www.adni-info.org for the latest information.

Several case-control studies suggest that AD is far more pronounced in females and
gene-gender interaction may play roles in AD. Thus, we reanalyzed the ADNI1 data set to
study whether the effect of genetic variants on AD risk is modified by gender.

Following set-ups in Altmann et al. (2014), we used the data of the Caucasian subjects
in either the healthy control or MCI group, who had complete information on the envi-
ronmental factor (gender) and covariates (age, years of education, and intracranial volume
measured at baseline). For the outcome of interest, we set Y; = 1 for any subject 4 in the
MCI group, while setting Y; = 0 for the other group. For the genotype data, we ran stan-
dard quality control steps to pre-process the data. In brief, we filtered out all SNPs with a
genotyping rate < 0.95, those with a minor allele frequency < 0.05, and those failing to pass
the Hardy-Weinberg equilibrium test (p-value < 107°). Further, we imputed the missing
SNPs by a Michigan Imputation Server (Das et al., 2016) with the 1000 Genomes Phase 1
v3 European samples as the reference panel. We restricted our analysis to the HapMap3
SNP subset and pruned SNPs with a criterion of linkage disequilibrium 72 > 0.2 using a
sliding window of size 200 SNPs and a moving step of 20. According to the human genome
reference hgl9, we obtained the genomic coordinates of SNPs and genes, and assigned an
SNP to a gene if it is located within 5,000 base pairs upstream or downstream of the gene’s
coding region. We extracted candidate pathways from the KEGG database (Kanehisa et al.,
2009). As other pathway-based analyses (O’Dushlaine et al., 2015; Pan et al., 2015), we
restricted our analyses to the pathways containing between 10 and 200 genes. In total, we
analyzed 578 subjects and 96 KEGG pathways. To account for multiple testing, we applied
the Bonferroni correction and used a slightly conservative cutoff 0.05/100 = 5 x 10~%. Be-
cause other studies have reported an APOFE gene and gender interaction on AD (Altmann
et al., 2014), we tested the APOFE and gender interaction as well. For testing main genetic
effects, we applied aSPU (Pan et al., 2014) while adjusting for the same covariates as in
testing G x F interactions.

Table 4 summarizes the results of our analysis. aiSPU identified one significant pathway
“Fructose and mannose metabolism” (hsa00051, p-value = 0.0003) for G x E interaction,
while GESAT failed to identify any significant pathways, showcasing possibly improved
power of aiSPU over GESAT. Note that pathway “Fructose and mannose metabolism” con-
tained 134 SNPs and thus, relative to the sample size, can be regarded as high-dimensional.
The p-value of aiSPU was smaller than that of iSPU(1) and iSPU(2) but larger than
iSPU(c0). Interestingly, aSPU failed to reject the null hypothesis of no main effects of
the pathway (p-value = 0.54 by aSPU).

Next, we tested the APOFE and gender interaction. Note that APOFE contained 5
SNPs and can be viewed as a low dimensional situation. aSPU yielded a p-value of 0.007,
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confirming the strong association of APOFE on AD. Further, aiSPU yielded a p-value of
0.039 for the G x E interaction, suggesting a potential APOE and gender interaction.
In contrast, GESAT yielded a p-value of 0.56, failing to detect any G x E interactions.
Similarly, with a Bonferroni-adjusted p-value of 0.30, UminP also failed to detect G x E
interactions. By analyzing a large, multisite, longitudinal data from National Alzheimer’s
Coordinating Center, Altmann et al. (2014) discovered APOFE-gender interaction. They
found that healthy female APOE/ carriers had an almost 2-fold increased risk to develop
MCI or AD when compared to female noncarriers (Altmann et al., 2014). By contrast,
healthy male APOEj carriers had little increase in risk (Altmann et al., 2014). These
findings support a possible interaction between APOE and gender on AD. In summary,
our analyses have demonstrated that aiSPU is more powerful than GESAT in identifying
gene-environment interactions when analyzing the ADNI1 data set.

Table 4: P-values from the association analysis of the ADNI1 data set to detect interactions
between gender and genetic variants (in KEGG pathway hsa00051 or gene APOE).

iSPU(v) .
V1 y—2 48 4—4 =5 y—6 4o | MSPU GESAT
hsa00051 | 0.017 0.017 0.014 0.010 0.006 0.003 0.0001 | 0.0003  0.016
APOE | 0.022 0.032 0.042 0.059 0.068 0.079 0.112 | 0.039  0.56

5. Discussion

In this paper, we have proposed and studied an adaptive aiSPU test for high-dimensional
parameters in GLMs in the presence of high-dimensional nuisance parameters. Our pro-
posed aiSPU test takes advantage of both the TLP estimator (Shen et al., 2012) and data
adaptive testing ideas (Pan et al., 2014), and thus enjoys several theoretical and practical
benefits: first, the Type I error rate is well controlled; second, it maintains high statisti-
cal power under various scenarios, ranging from highly sparse to highly dense alternatives;
third, it is computationally efficient as its p-values can be calculated via its asymptotic null
distribution.

Several new methods (Ma et al., 2020; Shi et al., 2019; Sur and Candes, 2019; Fei and
Li, 2019; Zhu et al., 2019) have recently been proposed for statistical inference with high-
dimensional generalized linear models. However, they mainly focused on related but differ-
ent questions with different approaches. Specifically, Ma et al. (2020) considered a global
testing problem using a debiased Lasso based method with generalized low-dimensional
projection. Sur and Candeés (2019) quantified and corrected the bias of maximum like-
lihood estimators when the sample size and the dimensionality of parameters are in the
same order. Fei and Li (2019) proposed a multi-sample splitting and averaging method
to test a fixed subset of parameters. Shi et al. (2019) and Zhu et al. (2019) extended the
score/Wald/likelihood ratio tests to (non-convex) penalized/constrained regression to test
a subset of parameters of size much smaller than the sample size. In principle, due to its
data-adaptive feature, aiSPU (with suitable modifications) may be a powerful tool to tackle
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these related problems, though rigorous investigation is warranted. We leave it for future
research.

We conclude with several potential extensions of our approach. First, as transcriptome-
wide association studies (TWAS) (Gamazon et al., 2015; Gusev et al., 2016) that incorporate
eQTL-derived weights into a weighted Sum test (Xu et al., 2017) to both improve statis-
tical power and enhance biological interpretation, our proposed method can incorporate
eQTL-derived weights into the test statistics of iSPU(y) and aiSPU. Also, some other func-
tional weights (He et al., 2017; Ma and Wei, 2019) can be equally applied. We expect
that integrating functional genomic information will improve power and gain insights into
the mechanisms of complex traits. Second, we mainly considered interactions between a
genetic marker set and an environmental variable. We expect the same approach can be
applied to other biological problems. For example, by replacing the environmental vari-
able E with a treatment, we can test for interactions between a genetic marker set and
the treatment, which is at the core of personalized medicine. More generally, our method
can be potentially applied to other high-dimensional problems. For example, with some
technical modifications, our method may be capable of simultaneous inference on submatri-
ces of a high-dimensional precision matrix. The proposed method can also be extended to
the asymptotically independent U-statistics framework as recently introduced in He et al.
(2020). We leave these for future research.
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Appendix A. Assumptions

We further decompose #° into two parts: ¥ = (99, ...,99)" = (95,,04¢)’, where Ag = {j :

190 # 0} is the set of nonzero coefficients of 9" with size |A0] = qo, and O4¢ is a vector of 0’s.

Deﬁne 7 as the (nuisance) covariate matrix containing the variables in A, and the oracle

estimate 9 as the maximum likelihood estimate (MLE) given that Ay is known priori.
We need the following assumptions to establish the asymptotic null distribution.

C1. The eigenvalues of X are bounded, that is, B~ < Apnin(Z), Amax(X) < B for some finite
constant B, where Apin(X) and Apax(X) denote the minimum and maximum eigenvalues
of matrix 3, respectively. Moreover, the absolute value of any corresponding correlation

element is strictly smaller than 1, i.e., maxi<jzj<p |04;|/\/Tii0;; < 1 — & for some constant
&> 0.

C2. Under Hy : B = 0, we have E [Si&]} = (0 for 1 < 5 < p. There exist some constants g
and Ky > 0 such that E[exp (QS%j/O'jj)] < Kpforl1l<j<p.

C3. 7 is uniformly bounded. We further assume F(X1,|Z) # 0 only holds for j € Py C
{1,...,p} with the size of Py, denoted by po, satisfying po = O(p™) for a small positive 7.
C4. We assume % 1.2 ’E 51515155 ! = ) and 1 ZJ1§ZP0,J2€P0 ‘E [Xii, Xijo|Z] ‘ =0(1).
C5. We assume ¢ < exp (nCpin(9°)/ do) and Y / n* = o(1), where dy is some constant,
Crin(9°) = INf(9A— (94,0 40:4% A0,/ A|<qo} —108(1 — R2(94,9°) /max(|Ag \ A|,1), and h(-,-) is
the Hellinger distance. We further assume the model is sparse under the null, that is,
go = O(n?) for a small positive 7.

C6. There exist some positive constants K; and K such that K; < Ele z |Z = 2] < K3,
where eg; = Y; — pioi, 1 < i < n. We further assume liminf,, oo 2™ A\pin (Z’'WZ ) > 0, where
W = diag{E(e3,|Z), ..., E(e3,|Z)}.

C7. —log(l — h2(9,9°)) > —dylog(l — h2(¥,;+,9°)) — dzqr® for some constants dy, da,
and d3, where dy —dg > 0, 9.+ = (911(|91] > 7),...,941(|9q| > 7)) and h(J,9°) is the
Hellinger distance between the two probability distributions specified by ¢ and ¥°. For some
constant ¢y and any €/2% < t < e < 1, H(t,Ba) < co(logq)?|A|log(2¢/t), with |A| < qo,
where H (-, B4) is the bracketing Hellinger metric entropy of Ba, Ba = FaN{h(¥,9°) < 2¢}
is a local parameter space, and F4 = {gl/ 2(9,y) is a collection of square root densities with
g(¥,y) be a probability density for Y;.

C8. Under Hy : B # 0, we have E[(Su)?’] =0for1<j<p.

C9. W= {WWW = (S;;,i =1,...,n) : j > 1} is a-mixing such that o (s) < Mé&*, where
9 € (0,1) and M is some constant.

Remark S1 Assumption C1 is commonly used in the high-dimensional setting (Cai et al.,
2014; Wu et al., 2019), assuming that the underlying true covariance matriz 3 is non-
singular. Assumption C2 assumes sub-Gaussian-type tails of S1j, which is also common.
Both assumptions C1 and C2 are only used to establish the weak convergence of L(0o, o)
and not needed for L(vy, po) with a finite .

Assumption C8 assumes the underlying true model under Hy is sparse, which is often
reasonable in real data applications and penalized regression framework. Note that we as-
sume that each X 5 1s centered, which partially supports the assumption that E [XU\Z] #0
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only for j € Py with the size of Py in a small order of p, i.e., po = O(p™). For exam-
ple, in our motivating gene-environment interaction testing problems, X;; = G;; x E; and
E[Xi;|Z] # 0 holds if and only if E[Gy;|Z] # 0, where Z contains common covariates, en-
vironmental factors, and important SNPs selected by our penalized regression model. Of
note, genome-wide association studies with around a hundred thousand subjects only iden-
tified from a few hundred to a few thousand significant SNPs for each of the traits, which
were some tiny proportions of all the SNPs being tested (about 10 million) (Buniello et al.,
2018). In other words, the majority of SNPs G; are independent of common covariates.
Furthermore, because linkage disequilibrium (LD) is often local, SNP G is only correlated
with a small proportion of the SNPs being tested (see Figure S13 for an example). Then
E[XZ]|Z] # 0 only for j € Py with the size of Py, po = O(p™). One caveat is that even
though C3 usually holds for genetic and genomic data, C3 may fail in other applications,
perhaps leading to Theorem 1 invalid. We leave this interesting topic for future research.

Assumption C4 is a moment assumption and assumes a weak dependence structure.
Intuitively speaking, many random wvectors meet this moment assumption. For example,
random vectors ¢ = (C1,C,...), where ¢; only correlates a finite number of ;; then ¢
satisfies moment condition. It also includes an a-mizing type weak dependence as a special
case, which has been broadly used in time series and spatial statistics and adopted previously
in high-dimensional testing problems (Xu et al., 2016; Wu et al., 2019). To account for the
effects of nuisance parameters, we further assume conditionally moment assumption, which
is a natural extension of the moment assumption.

Assumption C5 is a relatively strong assumption needed to prove Theorem 1. It imposes
some restrictions on the growth rate of p such that p = O(n*>~") for a small positive n3.
Zhang and Cheng (2017) assumed (log(pn))7/n < Nin=™2 for some positive constants Ny
and No to establish the theory for a bias-correction based test statistic, which is weaker than
C5. A stronger condition is needed here to establish the joint asymptotic distribution of
L(v) with different ~v’s. Nevertheless, C5 allows p/n — oo. Assumption C5 imposes a weak
restriction on q, allowing exponentially many nuisance parameters ¢ = exp (nC’min(ﬁO)/do).
Shen et al. (2012) showed that this is a necessary condition for TLP to be selection con-
sistent. C5 also assumes the sparsity on the 90, which is common adopted by penalized
regression and by bias correction-based methods. For example, under the nearly optimal
condition qo = o(n/(logp)?), the debiased Lasso estimator follows a Gaussian distribution
asymptotically (Javanmard and Montanari, 2018). Also, the sparsity assumption regarding
go may be relazed. For example, the sparsity assumption is gy = o(n/logp) in a directed
graphical model with TLP constraint (Li et al., 2019). More importantly, the sparsity as-
sumption might not be essential for our proposed method. As shown in the simulation
section (Figures 4 and S9), our proposed method still worked when the sparsity assumption
was violated.

The first part of Assumption C6 is common in GLMs, for erxample, as adopted in
Fan and Song (2010); Guo and Chen (2016). By Theorem 5.39 in Vershynin (2010),
we have liminf, oo 7 Amin(Z'WZ) > 0 with high probability. To simplify the techni-
cal details in the proof of the weak convergence result in Theorem 1, here we assume
lim inf,, 00 7~ Amin (Z'WZ) > 0.

Assumption C7 is needed for feature selection consistency and optimal parameter esti-
mation by TLP for GLMs (Shen et al., 2012). However, for linear and logistic regression,

23



Wu, Xu, SHEN AND PAN

Assumption C7 can be substituted by the following C7* for verification purpose (Shen et al.,
2012).

O, Yoo M4 A g0, 4240 Amin (O 40\ 4 — O\ 4,40 O ppg\a) > do™i?, where do is
some constant independent of (n,q,qo), © is the covariance of Z with the jkth element
cov(Z;, Zy,), O 4\4 s a submalriz of © by keeping rows and columns corresponding to a
subset Ag\ A of predictors, and © 4\ 4, 4 is a submatriz of © by keeping rows corresponding
to a subset Ag \ A of predictors and columns corresponding to a subset A of predictors,
Yemin = Ymin(9°) = min{[99| : ) # O} is the resolution level of the true regression coeffi-
cients, and Amin(© 4\ 4 — ®AO\A,A® '© 4 A\ 4) > minps Ay B|<2g0 Amin (OB)-

Of note, C7 involves Hellinger distance, which is hard to verify in practice. For ver-
ification purposes, we propose a stronger than needed assumption C7*, which is sufficient
for C7. C7* imposes a lower bound for coefficient strength (like a beta-min condition),
which might be violated in practice. However, our proposed method might still work when
assumption C7* (i.e., beta-min like assumption) is violated but C7 holds. In addition, we
use this technical assumption to prove the TLP-based estimator achieves feature selection
consistency, and thus the difference between g and g can be well controlled. In prac-
tice, as long as we have a good estimate [ig, our proposed method works. For example, as
shown in simulations, our proposed method aiSPU still worked when the coefficient for Z
was non-sparse but with sparse and strong signals, which violated the assumption C7* but
not necessarily C7. To further illustrate this, we provide an example. Suppose the coeffi-
cient 9° = (1, ﬁ, ﬁ, e ﬁ)’, T = #, and di = 1. Then log(1 — h?(9,9°)) equals to
log(1—h2(9,+,9%)). This leads to the assumption C7 holds, coefficient for 7 is non-sparse,
and C7* may not hold. A similar example has been provided for TLP in the context of
constrained mazimum likelihood inference (Zhu et al., 2019). We leave the exciting topic
on further relaxing Assumption C7 for future research.

Appendix B. Calculating p-values

In this subsection, we describe how to calculate p-values by both parametric bootstrap and
asymptotics-based methods in details.

Asymptotics-based method

First, we calculate p-values for iSPU separately. We apply the Theorem 1 to ap-
proximate (7 ) w(y) and R(I") = (pst), respectively. Specifically, (1) = 0, (y) =
d:’zldn_d Zp 10 + o(pn~) if v = 2d and ¥(y) = o(pn= V) if v = 2d + 1; w?(1) =
111219,199 oij +o(pn~ 1y and

P )2
2 2 i C C C, ¥
W (7) Z DS Y 63.61.62.201“20@; oS0t + o(pn )

1#j 2c1+c3=7y
2co+c3=7y
c3>0

ify>2
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cov[L(t, o), L(S 1o)]

tls! €1 52 +C3 (t+s)/2
bt + s) Zd) Z Z 63'01'02'201+020kk 053%k;j + o(pn~ )

k#£j 281 +c3=t
2co+c3=s
c3>0

if s+t is even and cov[L(t, o), L(s, pio)] = o(pn~+9)/2) if s+t is odd; pss = 1 for s € I and
pst = cov|L(s, po), L(t, po)] /(w(s)w(t)) for s # ¢ € I'. Then by Theorem 1, the p-values for
individual iISPU() can be calculated via either a normal or an extreme value distribution.

Remark S2 In practice, 3 = (oy;) is unknown and has to be estimated, which is a chal-
lenging problem under a high-dimensional setting. We discussed two situations separately:
when X satisfies certain structures and when the structure is unknown.

When the covariance matriz 3 satisfies certain structures, we can apply some existing
methods, such as banding and thresholding techniques (Bickel and Levina, 2008; Cai and
Liu, 2011). See Fan et al. (2016) for an excellent review. For example, we can apply the
banding method of Bickel and Levina (2008) to estimate covariance matriz 3 if the follow-
ing a-mizing assumption holds: W = {W0) = (Sij,i=1,...,n) : j > 1} is a-mizing such
that ayw (s) < Myd5, where 61 € (0,1) and M is some constant. Specifically, we calculate
the sample covariance matriz S = (si;) and then calculate the bandable covariance matriz
as By, = (siI(Jk—j| < kn)). An optimal bandwidth k, has been selected by five-fold cross-
validation. For a properly chosen k, = o(n 1/2) the difference induced by estimating X is
ignorable (Xu et al., 2016; Wu et al. 2019) We further define () and w?(7) as the corre-
sponding estimated w( ) and w?(y) by replacing X with 3y, . Under the mizing assumption,
for any j, k, and € > 0, there exists some constant C' such that op; < Clk—=ile/(24e) where
d € (0,1) (Guyon, 1995). Then for k, — 0o as n — oo, the summation of terms involving
oj with |k — j| > ky in w?(y) is ignorable, i.e., n™7 D ktjilh—jl>kn CORe3305; = o(pn™7).
Furthermore, there are O(kyp) terms in w?(7y) involving oy; with |k — j| < k,. By not-
ing that sp; = ogj + Op(n™Y2), we have w?(y) — w?(y) = op(pn™7) if ky = o(n'/?).
Because w*(7y) ~ O(pn™7), we have w?(y) = (1 + o(1))w?(y). Similarly, we can derive
D(y) = (14 0(1) (7). Under our motivating gene-environmental interaction problems, the
genetic variants are weakly dependent, and the dependent structure is often local. In other
words, the a-mizing assumption holds and the banding method of Bickel and Levina (2008)
works.

On the other hand, when the structure of the covariance matriz 3 is unknown, applying
the banding method of Bickel and Levina (2008) might be problematic. As an alternative,
we propose a parametric bootstrap-based method to estimate ¥(7), w?(y) and R(I") = (pst),
which circumuvents the challenging problem of estimating the covariance matriz 3. Specif-
ically, we first fit a penalized regression model under Hg to obtain fig; and then simulate
a new set of responses Yi(b) based on fig; for b = 1,2,..., B. Second, we refit the model
with the same tum'ng parameters and calculate the corresponding score vector U®) and null
statistics L(y)® Zp_l( Yo 1U(b) . In practice, we only need to repeat the above
procedures for a relatively small B (say, 100) times. Then we estimate V(v), w(y) and
R(IY) = (p) by 0(7) = S0, L(O/B, 62(7) = SE(L)® — §(1)/(B - 1), and

R(I") = cor(L(T")®), where cor is the sample correlation estimated by cor() function in R.
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Second, we calculate the p-value for aiSPU. Because cov([L(t, uo), L(s, pio)] = o(pn~(+9)/2)
if s+t is odd (Theorem 1 part one), iISPU with even v and odd ~ are asymptotically un-
correlated. By Theorem 1 part one, iSPU with finite s converge jointly and weakly to
a multivariate normal distribution as n,p — oo, leading to iSPU with even ~ and odd
~ are asymptotically independent. Then by Theorem 1 part three, iSPU with even =,
odd v, v = oo are asymptotically independent to each other. Because for a finite -,
L(v) —¢(y)/w(7) follows a standard normal distribution, taking the minimum p-values as
test statistics equals to taking the maximum of |L(7y) — ¢ ()| /w(y) as test statistics. Then
we can analytically calculate the p-value for aiSPU by the following two steps. First, define
lo = maxodd ~verl ‘(L(V) - w(’Y)) ‘/w<7) and tp = maXeven ~yel (L(7> - ¢<7))/w(7) as the
observed test statistics from the data and calculate the p-values for tp and tg as po =
Pr[maxodd yer | (L(7) =¥ (7)) /w()| > to] and pp = Prlmaxeven ver (L(7) = ¥(7))/w(y) >
tp]. We use pmuvnorm() in R package murnorm to calculate the normal tail probabilities of
po and pg. Further, let po, denote the p-value of iSPU(oc0), which can be calculated by a
extreme value distribution (Theorem 1 part 2). Second, take the minimum p-value from the
above three categories, that is, pmin = min{po, P, P }- By the asymptotic independence,
the asymptotic p-value for the aiSPU test is paispu = 1 — (1 — Prin)>.

Parametric bootstrap-based method
We can calculate p-values by parametric bootstrap as follows: first, we fit a penalized

(b)

regression model under Hy to obtain fip; and then simulate a new set of responses Y

based on fig; for b = 1,2,..., B; second, we refit the model with the same tuning pa-
rameters and calculate the corresponding score vector U ®) and null statistics L(w)(b) =
( o 1Ub))v, third, the p-value of iSPU(y) is Pr(,y = [1 + 25—1 I(|L(7)(b)] >

\L( )\)]/(B—i—l), and the p-value for aiSPU, Pyspy = [1+ >4, I(TéfS)PU < Tuspu)|/(B+1),

with TZpy; = miner P and P =[5, I(L(1)®] > [L(7)®)])/B.

In practice, selecting a good B 1s important for saving computational sources. Here,
we start with a smaller B, say B = 1000 to scan all the tests and then repeatedly increase
B for the tests that that pass the following criterion: p-value < 5/B in the previous step
(Pan et al., 2014). Of note, the accuracy is bounded by the number of bootstraps B and
calculating a very small p-value requires a very large B. This is different from asymptotics-
based method, in which we only use a relatively small number of bootstraps (say, B = 100)
to estimate mean, variance, and covariance matrix of iSPU and calculate the p-values by
Theorem 1.

Appendix C. Proof of Theorem 1

We prove each part in Theorem 1 separately.

(i) Similar to the proof of Theorem 1 in Wu et al. (2019), we can show that if the conditional
mean of Y, pg, is known, Theorem 1 holds. Specifically, by assumption C4, the order of
double summation (across ji; and ja) of terms involving o, is O(p). Then by similar
techniques used in Wu et al. (2019), we can calculate ¥ (), w(v), and R(I') as shown in
Appendix B. We can further use Bernstein’s block idea (Ibragimov and Linnik, 1971) to
prove iSPU with finite s follows a multivariate normal distribution asymptotically. Of note,
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in our previous work (Wu et al., 2019), we derive a similar Theorem under the a-mixing
assumption, which is a special case of Theorem 1.

Then for any fixed and finite v, we prove Theorem 1 holds by showing that the difference
between L(7y, 1o) and L(7, fip) with the TLP estimates is negligible.

Note that the Hellinger distance for linear regression is

W00,9°) =1 B[ exp (- énm —z0°)P)]
and for logistic regression is
1
RA(9,0%) = SB[V 2((0°)2) = v 2W02) + (1 - v((°)2) " - (1 - v(9'2))")],

where v(s) = (1 + exp(s))~!. We decompose A = {j : 1 < j < ¢} into two parts: A =
AT U AT, where AT = {j : |0;] > 7} and AT = {j : |9;] < 7}. Further note that
Oh2(9,9° )

|%} <1/2E[|Z;|] for 1 < j < g and ¥ € R?. Then

2 0 2 0 on*(9,9°)
R2(0,0°) — h2(9,+, 0°)] gT) 3 T’ <20 3 E[Z]] < 2rqmax3;,
jeAT™ / jeAr™ ’
where ¥+ = (01 1(|01] > 7),...,041(|Y4] > 7)). Then by assumption C7*, —log(l —z) > x
for any 0 < x < 1, and the derivative of 1 — exp(—1/822) and (1 + exp(z))~/? are bounded
away from zero, the assumption C7 can be validated.

By assumption C5 and C7, through tuning, Theorem 2 in Shen et al. (2012) yields
P # 9°) < exp(—cn + 2log(q + 1) + 3), where ¢ is some positive constant. Then we
can apply Theorem 2 in Shen et al. (2012) and get the feature selection consistency for 19,
that is, E[R2(0,9°)] = E[h2(0°,9°)] = O(qo/n) — 0 as n — co. Then by the consistency
property of MLE |[0° — 9°|| = O, (gon~"/?), we have |0 — 9°|| = O,(gon~"/?).

Using Taylor expansion and the approach in Le Cessie and Van Houwelingen (1991), we
have

D = (I, — WZ{I(9)} ' Z')D + op(n~"/?),

where D = (Y - ﬂo) =5 {Yl - ﬂ01,...,Yn - ﬂon}/, D = (Y - ,UO) = {Yl — MOl;H-aYn —
ton}', I, is the n x n identity matrix, W is a diagonal matrix, which is defined as W =
diag{ E(e},|Z), ..., E(e3,|Z)}, 7 contains the variables corresponding to Ag = {; : 199 # 0},
and I(9)) is a gy X go matrix given by (1) = Z'WZ. Since the smaller order term o,(n~'/2)
can be ignored, we focus on the leading term in the subsequent analysis. For notation
simplicity, further define B = WZ{I(9)}~'Z' = (b;j)nxn. By Cauchy-Schwarz inequality,
bij = Wi Zi{1(9)} ™ Z; < Wi Z{1(0)} ' Z) V2 (Z;{1(9)} 1 Z;) V2.

By assumption C6, W is uniformly bounded and lim inf n ™! Apin (I(9)) > 0. Then by as-
sumption C3, Z is uniformly bounded, we have Z;{I(¥)} 'Z; < O(qo) X Amin(I(9))~! =
O(gon™'). This leads to b;; = O(gon ') uniformly over 4,5. By linear algebra, we have
poi — fioi = Dy bueor for 1 < i < n, where b = O(gon™'). To prove the difference be-
tween L(7y, o) and L(7, fig) can be ignored, we discuss two cases: v =1 and 1 < v < 00

separately. To simplify the notation, we denote all the constants by C' which may vary from
place to place.
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For v = 1: we decompose the statistic L(1, fip) as

n

p p
L(lvﬂO) = %Z (Y; - ﬂOi)Xij = ZZ %Slj + ZZ w T10 + T11

7j=1 =1 7j=1 =1 7j=11i=1

Under the null hypothesis and proposed assumptions, Theorem 1 in Wu et al. (2019) leads

to

Tlo/w(l)ﬂN(O,l) as n — oo and p — 0.

For Ty1, since poi — floi = Y01 bir€or, we have

p p n n -
E[(Tn)?] = % Z Z Z Z B | (noiy — fioiy) Xiyjs (Hoiy — ﬂom)Xizjg}

p P n n ~
= % D20 D B X Xan, Zﬁozbzlz ZGOlbzgl}

j1=1ja=1i1=14s=1 =1
1 P P n n a
=3 E g g g E | X1 Xigjs (€011 biviy + €0igbiyiy + E cotbiy1)
ji=1jo=lii=lip=1 Ii1,i2
X (€0; bigi, + €0inbinia + § 601@'21)}-
iy ,i2
Since 47 and 72 are symmetrical, we have
2
E[(Tu)7]
C C
2 : 2 2 :
7”7 Xi1j1 XiszEOil bi1i1 bizil] + ﬁ E[Xiljd XiQJQEOi1 bi1i1 €0i2bi2i2]
J1,32,01,82 J1,J2,%1, iz
c 2
+ n2 Z E[Xillei2j2€0i1bi1i1 Z EOZbW Z E i11 Xiajo Z EOZbillbi2l]
J1,J2,01,82 #4112 J1,J2,81,82 I#11,i2

=FE[Ti11] + E[Ti2] + E[T113] + E[Th14).
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We discuss the order of each term and show that |T11| = o0,(y/pn~'/2) and thus can be
ignored. By assumption C3, |E[X;;]Z]| # 0 only holds for j € Py, then

E[Tlll‘Z] n2 Z Z Z Z E i1]1 Z2J26011b2111 Z2Z1’Z]

J1=1j2=111=112=1

C "<& -
- ﬁ Z Z Z Z E[Xilj1Xi2j26(2)i1bi1i1bi2i1’Z]

J1€Py jog Py t1=112=1

C LI .
+ n2 Z Z Z Z E[XiljlXi2j26(2)i1bi1i1bi2i1|Z]

J1EPy j2€ Py i1=1142=1

C LI .
* n2 Z Z Z Z E[XiljlXi2j26(2)i1bi1i1bi2i1|Z]
J1€Po j2€Py i1=112=1
n

C " -
+ ﬁ Z Z Z Z E[XiljlXi2j2€(2)i1bi11'1bi2i1|Z]~

J1E€Py ja€Pyi1=112=1

For the first term, by Assumptions C3 and C4, we have

C R -
ﬁ Z Z Z Z E[XiljlXi2j2€(2)i1bi1i1bi2i1|Z]

J1€ Py jog Py i1=1142=1

n
:O(niz) Z Z Z E[Xilleiljzegil‘Z] X O(qgn72)
J1€P0 jeg Py i1=1

=0(n"?) x O(np*) x O(ggn?)
=0(pn™") x O(pggn™2) = o(pn™").

Of note, because b;; is a function of Z, it can be taken out of the expectation when condi-
tional on Z. For the second term, we have

"2 Z Z Z ZE 11 Z2j2€gi1bili1bi2i1’2]

]1€P0j2€P011 lix=1

=0(n™?) Y > > E[Xij Xt 2] x Olggn™?)

J1€Ry jog€ Py t1=1142=1
=0(n"?) x O(ppon®) x O(ggn~?) = O(ppogsn™7) = o(pn™").
By noting that pg = O(p™) for a small positive 77, and assumption C5 pgd/n? = o(1), we

can derive the last equation. Similar to the derivation of the second term, for the third

term, we have

C non ~
) DD B[ Xy Xigs €0, biria binin |Z] = o(pn ).

J1€Py j2€Py i1=112=1
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For the last term, we have

C L& -
ﬁ Z Z Z ZE[Xillei2j26(2)i1bililbi2i1|Z}

J1EPy jo€Py i1=11i2=1

=0(n™?) > Y > E[Xij Xijep|Z] x Olggn™?)

J1€Py jo€Py i1=112=1
=0(n™?) x O(pn?) x O(gin~2) = O(n2g3p3) = o(pn™").

By combining the above derivations, we have E[Ti11]Z] = o(pn~"). Importantly,

Z Z E[X 151 Z2j263i1‘Z] = O(pngZ)'

J1,J2 1,82

Next, we discuss the order of E[Ti12|Z]. By noting that F[X;jep|Z] = 0, we have

n n

C &< ~
E[T112|Z) = 3 Z Z D> E[Xivjy Xisja€0in bivis €0 biia | ]

:11z21

p n
n? Z Z Z E 21]16011 11]2‘2] X O(QO” 2)

J1=1j2=141=1
= O(n_2) X O(an) X O(qgn_2) = O(pn_lpqgn_Z) = o(pn_l).

Next, we discuss the order of E[T}13|Z)]:

. C _
E[Ti13|Z] =3 Z E[Xi1j1X¢2j260ilbz’1n Z 601%1%}

J1,2,81,82 1#11 iz
72 ad ad
=0(n~?) E[Xillez‘mfonbz‘mIZ]E[ ) eozbizl!Z]
J1,J2501,i2 l#i1,i2

:O(TL—2) Z E[Xillei2j260i1bi1i1 |Z] x 0=0.

J1,J2581,22
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Next, we discuss the order of E[T114]Z]. Similarly, we decompose E[T}j14]Z] into three
parts and bound each part separately.

. C .
E[T114‘Z] :ﬁ Z E[thlXizjz Z Eglbillbizl‘z]

J1,J2,81,%2 #1412
= O(n72) Z Z E[Xillei2j2’Z]E[ Z Gglbillbiﬂ‘z]
J1,J2 11,2 1#i1,i2
=0(n™*) > Y E[Xij XiyplZ] x O(ggn™)
J1,J2 1,82
=0(m™?) Y D E[XijXinlZ] x O(ggn™)
J1€P0,j2&Po i1yi2
+0(n7%) Y Y E[Xij Xip|Z] x Oggn)
J1€Po,j2€Po 11,52
+0(n%) Y Y E[Xij Xipl|Z] x Olggn™).

J1€Py,j2€ o 11,i2

By assumption C3, E(X1j|Z) = 0 for j € Py. Then by assumption C4, for the first part,
we have

O(n™?) > D E[Xij XuplZ] x O(ggn™)

N1¢P0,52¢Fo 11,12
n
:O(qgnis) Z Z E[XilﬁXiljz‘Z]
i1=1j1¢Po,jo¢Po
=O0(g5n~?) x O(pn)
=0(pn~'n""q5) = o(pn ™).
Similarly, we have the following for the second part:

O(n_2) Z Z E[Xillei212|2] X O(q(%n_l)

J1€Po,j2€ Py t1,t2

n
:O(qgn_g) Z Z E[Xi1j1Xi1j2 ‘Z]
J1€Po,j2€Py i1=1
=O0(g5n?) x O(popn)
=0(pn " pogdn=) = o(pn1).
Note that by assumptions C3 and C5, pg = O(p™) for a small positive n; and gy = O(n"?)
for a small positive 2. Then O(pogan~!) = O(p"n!=272) = o(1) and the above last equation

holds.
For the last part, we have

O(n72) Z Z E[XilﬁXizjz ’Z] x O(Q(Q)nil)
J1€Py,j2€ Py 11,12
ZO(n72) X O(p%nQ) X O(qgnfl) = O(q%p%nil) = o(pnfl).
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By Combining the above equations, we have E[Ti14]Z] = o(pn~"'). Importantly, we have

Z Z E[Xillei2j2|Z] = 0(pn2QQ_2)-

J1,J2 1,62
In summary, we have E[(T11)2] = E[E[T111|Z] + E[T112|Z] + E[T113|Z] + E[T113|ZH =
o(pn~1), leading to |T11| = op(n~/2,/p). Thus Ti; can be ignored and this completes the
proof for v = 1.

For 1 < v < co: we decompose the statistic L(, fi9) as

Lo =30 (2300 )x,)

= i
= i (% i ((Yi = poi) + (poi — ﬂm))Xijy
= iz
p p n n »
D SICPIENIED SN SICHIEN I E DSV
7=1 1<v<y 7j=1 =1 =1

Under the null hypothesis and proposed assumptions, we have {To—(v)}/w(¥) 4 N (0,1)
as n,p — oo. Then we discuss two cases: v = 1 and v > 1 separately for the orders of T,,,
1<v <.

When v = 1, we have

E[(Tn)?]
=l 1 =1 R -

=F |:n2 Z Z (Z 1]1> (Z ESij2> Z((MOZ - /~LOZ 1]1 Z MOZ ,U/Oz 1]2):|

Jj1 o J2 =1 i=1 i=1 i—1

C €01X1; €0t X1j; \y—1
= ﬁ Z Z E[XiljlXi2j260i3bi11'3602'4bi2i4 X ( Z - J1 + Z Tﬂl)’}’
jl,j2 11,92,13,%4 le{’il,iQ,ig,i4} lg{’il,ig,’ig,izg}
€01 X1 €01 X1jo \y—1
(Y @, e ey
lefin,i2,i3,14} 1¢{i1,92,i3,14}

By Binomial theorem, we have

Xpi e X\ y— X X y—
(Z EOlnlh)'y 1 S( Z EOanjl)v 1+C Z €ol ljl( Z €0l l]l)'y 2+”‘

n n
! 1€{i1,0via} lefiv,..ia} 1Z{i1,...ia}
€01 X1, \y—2 €01X1; €01 X1j, \y—1
+C( > ST > emHe( ) )T
le{il,...,i4} lg{il,‘..,izl} lE{i1,...,i4}
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Then
Y Y
c €01X1 _
21 0! l]1 ki1—1
BT =3 3 5> Y Bl XupXupeonbuneoubuin (Y, L)
k1=1ko=1 71,72 91,12,13,%4 1€{it,...ia}
€01 Xjy \ ko —1 €01 X1j1 \ v~k EOZlez)’Y—kz
Ay ey @S g @l
lE{il,...,i4} lg{ilvi27’£3,i4} lg{il,ig,ig,u}
2 Y
=2 2 Totkikes say.
k1=1ko=1

To prove the order of |T1| is ignorable, we discuss two situations: ki+ks < 6 and k1+k2 > 6.

First, we focus on the situation with k;+ks < 6 and discuss the order of each term separately.
For T’111, we have

Tyi11

c €01X1j -1 €01 X1 1
= L. J1\Y 72 \Y
=32 2 E[XupXapaibiienbia (>, TCETH( ST ey

J1:J2 81,8283,i4 I¢{i1i2,i3,i4} 1 {i1,i2,i3,i4}

¢ €01 X1j1 \y—1 €01 X jo N v—1
— X - eni brso€ns b J1\7Y J2\7
=22 D Bl Xageonbuiscoibiic B|( 3T ST 3T Sy

Jaz 2t i 1¢{i1,.ia} 1@ {i1,wia}
_9 (1
=0(n™*) > > E[Xijy Xisjs€0isbiris€0isbizis ] x O(n~07Y)
J1,J2 11,62,13,i4

:O(n_Q) Z Z E[Xilleizjze(Jisbi1i3€0i4bi2i4] X O(n_w_l)).

J1,J2 91,12,13,%4

Note that

> Y E[Xiy Xisja€oibivis€oisbiris| Z] x O(n=71)
J1,J2 11,12,13,14
=Y > E[Xij Xijpeoi€oilZ] x O(ggn~ )
J1,J2 11,12,13,14
= B[ X\ j, Xinjsti,| 2] x O(ggn=011)
151 i272€0i3 ‘D)
J1,J2 i1,i2,i3
+ Z Z E[Xi1j1€0i1Xi2j260i2‘Z] X O(qgn_(w_l))
J1,J2 11,52

+ Z Z E[Xi1j1€(2)i1Xi2j2|Z] X O(qgn—(v—s-l))‘

J1,J2 1,42
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We discuss each term separately. By a similar discussion of E[T114]Z], for the first term in
T,111, we have

> Y E[Xuj Xijeh,|Z] x O(ggn~0FY)
J1,J2 91,92,i3

- Z Z E[Xi,j, Xiyjn|Z) x O(qgn™")
jlvj? i17i2

zo(pn2q62) X O(qgn_w) = o(pn_7+2).

For the second term in 7111, by noting that E[X;j;eq;|Z] = 0, we have

Z Z E[XiljleoilXiszEOiQ‘Z] X O(qgn_('7+1))

J1,J2 11,42

- Z Z E[Xilleiljze(%il Ii] X O(q%n_(’Y‘Fl))
j17j2 il

:O(p2n) X O(qgn_(ﬂ'l)) = O(quZn_W) = o(pn_7+2).

For the third term in 7’111, similar to the discussion of 7711, we have

Z Z E[XilhfgilXigjg’z] X O(qgn_(’Y‘*‘l))
J1:92 91,82
:0(pn2q0_2) X O(qgn_('\/"’l)) — 0(pn_’Y+1) — 0(pn_/y+2)‘

By combing the above three equations, we have T'111 = o(pn™").

Similarly,
T 121
c €01 X1j
ZEZZ E[Xm'lszzjzfoz‘sbilz‘sﬁoubz'zu > le
J1,J2 %15-+.504 lef{it,...,ia}
€01 X151 \y—2 €01 X1jp \y—1
A D DI
l€{i1,...,i4} lg{il ..... ’i4}
C €01X1;
:EZZ E{Xz‘mXz‘zj2€0igbz‘1i3€0i4bz'zz‘4 > le}
J1,J2 1150504 lefit,....ta}
€01X1j, \y—2 €01 X 1o \y—1
cBl(( Y Wy y @iy
lg{i1,...ia} 1¢{i1,.v0a}

C —(y—
:E Z Z E[Xz'QlleiszEOilbi1i3bi2i3€3i3 +Xilleizjzbi1i3bi2i3€8i3Xi3j1] X O(n o 1))

J1,J2 1,i2,13

:O(n_W_Q) Z Z (E [Xi21j1Xi2j260i1 bilisbizi:’)e%ia] + E[XiudXizjzbilisbiziaegigXisjl])'

71,32 11,82,13
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Again, we discuss each term separately. Note that since E[e|X, Z] = 0, we have E [X%Gm‘ |Z] =
0. Thus

> > E[X7 ), Xisjr€0irbiyiabinis €0y |Z] x O(n772)
J1,J2 11,82,i3
7 —v—4
- Z Z E[Xi21j1Xi2j2€8il|Z} X O(an )
J1,J2 91,82

:O(p2n2) X O(qgn_7_4) = O(pn_qugnd) =o(pn™7).

Similarly, for the second term in 77121, we have

Z Z E[Xi1j1Xi2j2bi1i3bi2i3€gi3Xi3j1’Z] x O(n_’y_Q)

J1,J2 11,82,13

= Z Z E[Xi1j1Xi2j2|Z]E[€gz‘3Xi3j1|Z] X O(q%n_7_4)

71,72 11,82,13

= Z Z E[X¢1j1X12j2|2] X O(qgn—’y—i’))
J1,j2 1,42

=o(pn®qy?) x O(ggn™ ") = o(pn™").

Combining the above two equations, we have T2 = o(pn™7).

For T'y122, we have

T122
C €01 X1 €01X1;
_- D AP SIS 1 j2
2 Z Z E[X”hX””eomb“”eo“b”“ Z n Z n
J1,J2 11,5---504 lef{it,....ia} lef{it,....ia}
(Y @m0t
IZ{i1,...,14} 1Z{i1,...,34}
C €01 X1j €01 X1
J1 72
J15J2 115000504 le{it,...,ia} 1e{i1,... ia}
€01 X1j1 \y—2 €01 X 1jy \y—2
<E[( Y e >, —=°
2 =702 =)
I¢{i1,....,ia} 1¢{in,....ia}
C
42
=i > Y B[Xij Xijp€oisbiiscoibinias Y Xy Y. euXip) x O(n 7).
jl:j2i17~--7i4 le{il,‘..,i4} l€{’i1,...,i4}
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Note that

Z Z E[XiljlXi2j260i3bi1i360i4bi2i4 Z €01 X1, Z 601le2|2] X O(n*’YJr?)

J15J2 11 5--+504 lE{il,...,i4} l€{i1,...,’i4}
E E 2 v, . A7 2, =Y

- E 1131 Z2J2€0116012 + X@131X11]2X12]260i1’Z] X O(QO” )
]17]2 1177/2

+ Z Z E 11]16011 ’52]260126023| :| X O(qgn_’y)

J1,J2 11,12,13

. 2 L2 7 2=
+ E E zm Xiyjo€0iy Xinja €151 2] % Oggn™)
J1,J2 i1,i2,i3
E:E{ S X |7 2=
+ E[XllhX123260i3X13J1X13]2‘Z] X O(QO” )
J1,J2 i1,i2,13

+ Z Z thXzzjszhf%igXujze%u|Z} X O(qgni’y)'

J1,J2 11,02,13,i4

Then we discuss each term separately. For the first term, we have

E :E : 2 2 oy A7 2,7
E|: 7,1]1 7,2j2€0i16022 + X11j1X11]2X7/2]260’L'1‘Z X O(qon )
J1,J2 1,82

=0(p°n®) x O(qgn™") = o(pn~"*1).

For the second term, by noting that E [X €0i|Z] = 0, we have

2
Z Z 11]16011 %21260’26013|Z} x O(qon 7)

J1,J2 11,82,13
=Y > B[X2 0 X c0nlZ] x Ble,|Z] x O(gin™)
J1,J2 1,i2,13

= Z Z E 11]16011 11]2’Z] X E[6013|~] X O(qgn_’y)

J1,J2 11,83

=0(p’n) x O(n) x O(ggn™") = o(pn 7).

For the third term, we have

2 2 |7 2, —
Z Z 11]1 le2€0i1Xi2j2€0’i3’Z:| X O(qon ’Y)

J1,J2 11,82,13

= Z Z E 11]1 11j2€%i1Xi2j2|Z] X ZE[Egzg‘Z] X O(qgn_v)

J1,J2 11,22 3
§ 2 2 17 2, —v+1
- E 11]1 11]260z’1X22]2|Z] X O(QO” )
J1,J2 i1,i2
Z Z 2 T 2 —~y+1 ZZ 2 > 2 —vy+1
- E 11]1 11]260i1X12]2|Z] X O(QO” ) + E[ 21]1X21j2€0i1|Z] X O(QO” )
J1,J2 11742 J1,j2 i1
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We discuss each term separately as follows. First,

Z Z 2131 le2€(2)i1Xi2j2‘Z} X O(qgn_”“)
J1,J2 11702
- Z Z E[X121J1Xi1j26(%i1|2] X E[Xi2j2|Z} X O(qgn_w'l)

1712 1€ Po,j2¢Po

+ Z Z E[X121J1Xi1j2€(%i1|Z] X E[Xi2j2|Z} X O(qgn_w'l)
i17#12 j1¢Po,j2€Po

+ Z Z E[X121J1Xi1j2€(2)z‘1|Z] X E[Xi2j2|Z} X O(qgn_w'l)
i17#12 j1E€Py,j2€FPo

+ Z Z E[XiJ1Xi1j2€(2)z‘1|Z] X E[Xi2j2|Z} X O(qgn_w'l)
i1742 j1€P0,j2€P)

By noting that E[X,,,|Z] = 0, we have

Z Z E l1]1 11]26011 ’LQ]Q‘Z] X O(q n ’Y+1)

J1,J2 i17#42
- Z Z E[X121]1Xi1j268i1‘z] X E[Xing‘Z] X O(an”“)
i1#i2 j1€Po,j2€ Py
+ Z Z E[Xl21]1Xi1j2€gi1‘Z] X E[X’Léjg‘Z] X O(q%n”“)
11742 j1€P0,j2€Po
= [O(nQppo) + O(n2pg)] X O(qgn_'YH)
=0(pn~ ") x [O(Poqgnfl) + O(p%pilqgnfl)]
=o(pn 7).
According to assumptions C3 and C4, py = O(p™) for a small positive 1, and gy = O(n"?)
for a small positive 12. Then 171/2*773/2(137(1 = o(n~1) and we can derive the last equation

accordingly.
Second, by the discussion of 7111, we have

ZZE (AW} 113260Z1|Z] XO( n 7—H)

Ji,J2 4

=0(p*n) x O(gin ™) = O(pn~"**) x O(pggn~2) = o(pn ™).
For the fourth term, similar to the derivation of E[T}14]Z], we have
Yo D ElXigiXiajs iy Xiajs Xigja| Z] x O(afn ™)

J1,J2 11,i2,13

= Z Z E[Xiljl Xi2j2|Z]E[€gi3Xisj1Xi3j2|Z] X O(qgn_’y)
J1,J2 11,02,13

= Z Z E[Xilj1X12j2|Z] X O(n) X O(qgn_v)
J1,J2 11,82

=o(pn?qy?) x O(ggn~ ") = o(pn™ 7).
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For the last term, by the derivation of E[T114]Z], we have
Z Z E |:Xi1j1Xi2j2Xi3jl E%igXi4j2€%i4|z} x O(qgn_’y)
J1,J2 11,92,i3,04
=Y Y E[Xi, X, |Z] x O(n®) x O(ggn™")
J1,J2 91,02
— .. 7 — 2 —2 2 —y+2\ _ —y+4
=Y E[Xiyj Xin|Z) = o(pn®qy®) x O(ggn™72) = o(pn 7).
J1,92 91,92
Combining the above equations, we have T,122 = o(pn~7).
Then we discuss the order of 7’131, we have

C €01X1jy \2
Tasi = 5 > E|:Xi1j1Xi2j2€0i3bili3€0i4bi2i4( ) n )

J1,J2 11,000y04 1€{it,enyia}
€01 X151 \y—3 €01 X 1jp \y—1
(Y @y s @iy
1¢{in,....ia} 1g{i1,...,ia}
_ €01X1j, \ 2
=0 %)) Y E[Xm'lXz‘zszOigbz'ligeoubz’zu( > le) ]
J1,J2 U1 5--0504 lef{it,...,ia}
€01 X151 \y—3 €01 X 1jp \y—1
xEB[( Y Mmooy Sy
1¢{in,....ia} 1g{in,....ia}
— -2 X o eni B e B 6Olejl 2 —7+2
_O(n )Z Z E XlljlX2232€013b1113607,4b1214( Z T) XO(TL )
J1:J2 8150514 le{it,...,ia}

(Ele{il,...,i4} 6Olejl/")2 and (Zle{il,...,u} o1 X1j, /1) X (216{11,...,1'4} €01 X1j, /n) have the same
effect to the order. Similar to the discussion of T’,122, we have T,131 = o(pn~"). Next, we
discuss the order of T’,132:

TH132

C Xi; Xy
:ﬁ Z Z E[Xi1j1Xi2j260i3bi1i360i4bi2i4( Z M)Z Z L

J1,J2 t15--+5%4 16{11,...,14} lE{Z1,...,l4}

€01X1j, \y—3 €01X 1o\ y—2
(Y, =)0 Y. )
it i it ]

—~—3 2
=0(n""777) Z Z E{XilleiszGOigbilig50@’461'21'4( § o Xij,) Z GOZlez]-
J15J2 11500504 le{il,...,i4} le{il,...,i4}
For a fixed j; and js,
2
Z Z E[X1 1 Xis j €0is biv i €0 Diia ( Z 605le1) Z 601le2]
J15J2 11 5--+524 le{il,..‘,igl} lE{il,...,i4}

contains 5 ey and Eleg;|X,Z] = 0. Then it at most contains n? terms with non-zero
expectation. Since b;; = O(gon '), we have

Tyi32 = O(n™77?) x O(p*n’gfn?) = O(p*ggn ") = O(pn™") x O(pggn™") = o(pn™7).
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Similarly, we can prove Ty141 = o(pn™"). For T133, we have

T133

c Xy X
:ﬁz Z E[Xillez‘mfoZ‘gbz‘ligfoubz‘m( Z ew%)z( Z 601%)2
J15J2 1154504 le{il,...,i4} le{il,.“,i4}
€ le' -3 € le' -3
><( Z 0n31)'y ( Z Onn)v }
1@{i1,...,ia} 1g{i1,...,ia}
=0(n > Y E[Xz'llemg€0igbz'1z'360i4bz‘zz‘4( > conX1j,) " > 601le2)2}-

J15J2 11500504 le{il,...,i4} l€{i1,...,’i4}

Since Zi1,...,i4 E[Xilleigj2€0i36i1i3€0i4bi2i4 (Zle{il,.,.,i4} 60lej1)2(Zle{i1,...,i4} EOlejQ)Q] con-
tains 6 ep; and Ele;|X,Z] = 0, for a fixed j; and jo, it at most contains n® terms with
non-zero expectation. Thus

Tyi33 = O(n™77?) x O(p*n’gfn=?) = O(qip®n ") = O(pn™") x O(pggn™?) = o(pn™7).

Similarly, we can prove Tyix,x, = o(pn~") for ki 4+ ko = 6.
For ki + ko > 7, we have

C X5 _
ﬁz > E[Xz‘ljlXz‘zjzﬁmgbz‘ligfoubizu (> M)kl '

J1,J2 115--+584 lefit,...ia} "
€01X1jo \ ka—1 €01 X1, \y—k €01X1jo \v—Fk
><( Z n]z)z ( Z n]l)’y 1( Z sz)’y 2}
1e{i,...,ia} 1¢{i1,....ia} Ig{i,...ia}
Xi; _ X _
:O(niz)z Z E[Xi1j1Xi2j260i3bi1i360i4bi2i4( Z 601%)]@1 1( Z 6&%)]@ 1}
J1,J2 11,-4y%4 1e{i1,...,5a} lef{it,....,ia}
xE[( Z GOIifljl)'yflﬂ( Z ﬁozfzh)wkz}
lg{’i1,...,i4} l%{i1,.--,i4}
X; _ X _
=0(n > > E[Xm'lXz'mﬁo@'sbilz‘geoubim( > em%)kl Y 60[#)]@ 1}
J15J2 11 5--+504 1e{it,...,ia} le{it,...,ia}

X o(n*vﬂ(kwkz)/%)
:O(n*2)0(p2 wx nt x 9(2)”72 % n*(k1+k272)) % O(nwﬂ(kﬁl@)/zj)
By noting that pg2 = o(n?) and for k1 + ko > 7, — (k1 + ka2 — 2) + | (k1 + k2)/2] > 2, we can

derive the last equation. In summary, we have |Ty;| = o,(n~7/ /D).

Next, we discuss 1 < v < 7.
By Minkowski’s inequality, we have

Bl = €3 (335 ) (3 2 )
Jj=1 i=1 i=1

v

]
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Then by Cauchy-Schwarz inequality,

n

oY 201/
E||T] <OZE[nZSu>2” 1[G Dot o X)™]
j=1 i=1 i=1
< OG0 S B3 o — o) %)
]:l =1

Next, we derive the order of T, ; = (% > it (poi — ﬂOi)Xij)Qv for any positive integer v.
For j € Py, we have

1

E[Ty;|Z) = o] Y " B[Xiyjbising 1 €0ins1 XiniDining 12€0inpsr X+ X Xig, jbininy €04, | Z]
217i27---7i4v
Cq ~
§ 2 2 2
— n4v E[X'll]X'LQ] X X Xinj X €0i21,+160i2v+2 X X 607:31,‘2]
11,02,...,930
27) —v
= O(q5"n™").

Note that for j & Py, F[X;j|Z] = 0. Then for For j & R,

- 1 -
Bl 2] = 5 > " E[Xiybiying 1 0in i1 Xingining c00ings X+ X Xigyjbisiag €0isy | Z]

11,82,50++5840
Cq ~
2 2 2 2 2
S b D BIXRXE < x XX € €y X X €y |2
11,82,..,120
2v 722)
=0(q ).

In summary, E[Th, ;] = O(¢3'n™?) if j € Py and E[Tb, ;] = O(¢3*n"2") if j & Py. Then we
have >0 E[(230 (o — /lOi)Xij)Qv]l/z = O(pogin ="' + pgin~"). This leads to

E[|Ty]] < O(n=07/2) x O(pogin™"2 + pgin™")
= O(pogin~ v/2 +/pn~ 7/2\[n v/2 @)

Note that by assumption C5, pgs = o(n?), v > 2, and by assumption C4, py = O(p™),
qo = O(n™) for some small positive 71 and 72, we have E[|T,,|] = o(,/pn~"/?), leading to

|T'yv| = Op(\/ﬁni’yﬂ)-

In summary, we have proved for any finite -,

{L (3, f10) = (M} wMher = {L( 10) = o (N} w(N]yer + 0p(1)-

(ii) Asymptotic null distribution for iSPU(cc). Define
Vij = (Yi — fui) X/ /T35, I<i<n,1<j<p.

Let W; = 1", Vij//n. We discuss two cases: j € Py and j & Py.
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For case j € Py: we define € is a small constant. Note that

Pr(gréz}%W > elogp)

r(max W] > e(logp)1/2)

<P7"<max = 1 Y Hoi 1 Joi — 'aOi)XU > (6 1ng)1/2>
o JEPy N
<PT<II1&X i= 1 Y NO@)Xz > (elogp)l/Q)
B J€P ojin 2
AR
jEP NG 2 '

For the first term, we have

Pr<max St (Vi — o) Xig | (elogp)m) SPOPTOZZ 1 Sij (dogp)m).
jEPy /T 2 jjn 2

Note that S;; follows a sub-Gaussian distribution (C2) and S;,; and S;,; are independent
for iy # 4. Suppose Sij, ..., Sy be n independent random variables such that S;; follows
sub-Gaussian distribution subG(0,02). Then for any a € R", using a Chernoff bound, we
have Pr (|31 a;Sij| > t) < 2exp (—t?/(20?|[al3)). Similarly, we have

Pr(max Yo (Vi — poi) Xij (€ 108;]0)1/2)
j€Py NI 2

1 4
<pg X 2exp ( _ £08P/* 0g2p/ ) = 2pop—6/8 = o(1).

By noting that pg = p, where 7; is a small constant, we have the last equation.

For the second term, we have

Pr(max o (poi — fioi) Xij S (elogp)1/2>
jeP NG 2
<y (max D ivin Xirj€0inbiris N (elogp)m)
=" en Jin 2

n
Z‘ X b elo 1/2 Z C
SPT(I'%%X} ZEOiQ( - Ul-l-jn“m” - ( g2p) ‘ma 8 J“Jn“” < a~-n)
e VY 2 VYii V9ij
+Pr<max > iy Xingbisis . C )
12 VTN T
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We discuss these two terms separately. For the first term, we have

- Xiyjbiyi 1 1/2 X b c
(max‘ Z 5022 Z“ 1 112)' > (6 ng) ’ Zzl 11510 < )

max
JEP - 1/Jjjn 2 12 ,/Ujjn ,/ajjn

- i Xiijbigi 1/2 X b
§poPr(\Zc‘Oi2(Z“ = 12)\>(€10gp) ‘ 2 Xusbiy _C )

max

izl \/Ojimn 2 72 AL TLL \/OjiMn
n X b 1/2 X b 5
<poE [PT(’ Z 60@'2(2“ i1] Z112)‘ > (510g2p) ‘max Zzl ujtuiz C X, Z)}
22 VAL VO35

ig—1 AL

By noting that ¢p; follows a sub-Gaussian distribution, we have

-  Xingbini logp)'/?  Xiyjbigi -
Pr(max| Z €0is 72“ Sl )| > (elogp) ‘max Ly Xirsbisia < ¢ ., X Z)
JjEPR) - 1/O’jjn 2 12 ,/ajjn 1/O’jj?’L

elogp/4
<po X 2exp ( - 2%2/) = 2pop~ /B = o(1).

For the second term, we have

X b
Pr(max Z” nie ¢ ) <nE {Pr
2 \/Ojin /035N

By central limit theorem and the Gaussian tail inequality, we have

(=05 > crmfz)]

Zz’l Xiljbiliz > C ) <nx 2€XP(—(C7L1/2/Q0)2/2)‘

Pr ( max C’nl/z/qo

ia V035N T /05N
By noting that go = n"? for a small positive 7y, we have

 Xingbini
PT(maX 2oiy Xiibini > ¢ ) < OnMPm s exp(—ntT212 /2) = o(1).
i2 NG NGITD

In summary, as n,p — oo, Pr(maxjepo Wf > elogp) = 0(1). Then we focus on the
second situation. Define Vi; = (Y;—p0:) Xij/\ /0555 Vij =Vi;I(|Vij| < 7) fori=1,...,nand

j=1,...,p, where 7, = 27%°/log(p + n). Further define W; = >, (Y; — i) Xij / /07
and W; = Y7, Vij/+/n. Then we have

)

NOZ ,U/Oz ij
< mnpmax Pr(|V1;| > T +Pr(max > )
D ieby (’ 1]’ n g Py ‘ Z ‘ Ing

Pr(max |W; — W;| >
(j€P0| / ]’_logp

From the proof of Lemma 1, the first term is O(1/p 4+ 1/n) and thus we only need discuss
the second term. By the Markov inequality and the Jensen’s inequality,
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“~ (poi — floi) Xij 1
Pr(max ‘ Z J ‘ > )
L /TN log p
n
o) X 1
< Pr(max (Z (IU‘OZ MOZ) Z])32 > )
i=1

¢Fo NG (log p)32
n A~
poi — floi) Xij\ 32 1
<ppr(( YRRy s )
— D ogp
n N
(poi — froi) Xij 32
< plogpE[ (35 08 )iy o
(3 gy

(2
< plogp x O(n™"%¢°) = o(1).
Thus, we have Pr(max;<;<p W, — W] > 1/logp) = o(1) as n,p — oo. Further note that

|rré%xW —né%xW|<2max|W]max|W W]—I—max|W W;|2.
J J

The above two inequalities indicate that when n,p — oo, | max;¢p, VV2 max;¢ p, W | — 0.
By Cai et al. (2014), we have

Pr (I%%XW —2logp + loglogp < ) — exp{—7" /2 exp(—x/2)}.
J¢Po

Note that

max Wf — max (max W] max W2) — max W]2
1<5<p Jj€P J€Po J€Po

Thus,

Pr(fil?é(pw —2logp + loglogp < :U) — exp{—7" exp(—a:/Q)}.

Note that 6;; = (14 o(1))o;; and by Slutsky’s theorem, we have

”(TILZ? 1 Uij )2

. —2logp + loglogp < x) — exp{—m" /2 exp(—2/2)}.
0354

Pr( max
1<j<p

(iii) By proof in (i) and (ii), we have
{L(y, o) = N} w)]yer = Ly, to) = ¥ ()} w(y)]er + 0p(1)

and L(00, fig) = L(00, o) + 0p(1). By Lemma. 1, [{L(7, 1) — (1) }/w(7)], - is asymptoti-
cally independent with L(oco, 119). Note that o,(1) is asymptotic independent with L(oo, f10)

and [{L(7, po) — (N} /w(N)],err, thus [{L(y, fio) — ¥ (1)} /w()], e is asymptotically in-
dependent with L(oo, fig). This completes the proof. |
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Appendix D. Details of asymptotic power analysis

To derive some propositions, we define some additional notation. Under an alternative Hpy -
B # 0, we denote the mean and variance of L(~, ug) with v < 0o by 1¥4(v) = P —1 d}g)('y)

with w ( ) = E[LU)(~, ,uo)|HA] for 1 < j < p, and by w?(v) = var[L(y, u0)|HA] respec-
tively. Define SZJ =(Y; — MOZ)X” for1<i<nand1l<j<pandd = COV[Slk,SU] for
1<k j<p.

Next, we introduce Propositions 1 and 2 to calculate the 1 4(y) and w?(7y), respectively.
PRrROPOSITION 1. Under assumptions C8—C9 and Hx : 8 # 0, we have

09 () ~ $9(3) Z() (—o)

where ~ stands for the two sides are in the same order, ) (1) = 0, P () = %!n_dﬁd- +
o(n=%) if v = 2d, and P9 (y) = o(n= V) if v = 2d + 1. In particular, uil)(l) =Aj and
pa(l) = Z?:l Aj.

Proof of Proposition 1. Under the H4, the true conditional mean of Y; is ,ug‘l-. Then
similarly to Theorem 1, we can calculate 1) (v) accordingly.

Under the alternative H 4, it is trivial to find pa(1) = >°F_ A; since ¥(1) = 0. Next,
we focus on 7y > 2. The mean function of LU)(y) under H,4 equals

BILO ()] =E[(E Y 0]
=1

1 1<
:E[(g > (Vi — i) Xij + - > (g — uoon-j)”]
=1 =1
n

n
o 1 1 _
= % (2)E[G o0 - mib ) B[ D - o X) ]
0<a<y i=1 i=1
Note that under the local alternative considered here, A; = O(n~/2(log p)*) with x > 0

for 1 < 5 < p. Then EH(,uS‘Z- — NUi)leH < C]Aj| for any positive integer v, where C' is
some constant. Thus E[(2 37 | (udh — p0i) Xi5)?] = A%(1+o0(1/n)). Then we have

@ (y) = PU) +Z< )Acw — o)[L + o(1/n)).

Then Proposition 1 follows directly from the above equation. [

PROPOSITION 2. Under assumptions C8-C9 and Hx : 8 # 0, we have

A ~ a2 -3 () +ZZ§( )(7) akalngt — -

j=1 k#j h=0 I=



A REGULARIZATION-BASED ADAPTIVE TEST FOR HIGH-DIMENSIONAL GLMSs

where
h!l! ~c1 ~ ; _ .
nc 22C1+03 =h cslerlegl261 e O—kko_ Uk' + ( ) 7/f h + | = 20,
2co+c3=l
_ >0
Tkj(hv l) = 1 s I3 c
~Cl ~C2 ~C, c+1 ; _
WZQ ier:?L WO’kkdﬂkamka b+0( —( )) th+l—2c+ 1,
c1+c3=h—

262+C3:lfb
with Mya ;= E[((" - M&)Xm)a((yl — M0A1)X1j)b] :

Proof of Proposition 2. Under the local alternative,

wi(y) =E [{ zp: (% zn:(Yi - MOi)Xij)’Y}Q} - F [Zp: (% Zn:(yi B “Oi)Xijy]

2

7j=1 =1 J=1 =1
=pa(2y) = S (VP - PP ()
i=1 k+£j
+ E[Z (% (Y; — NOi)Xik)y(% > (Y. - ,U«Oi)Xij)v]
k#j i=1 i=1

_Z[i<7> e (k) ( —c)(1+01/n i@) AU (y = e)(1+ o(1/n))

Py ¢ =0
EEEQ( o

By the derivation of Proposition 3 in Wu et al. (2019), the last two terms in the above
equation can be simplified as

S35 (7) (1) atat (B[ 807 328 - S w0 -0)

k+j h=0 (=0
=353 () () k-,
k#j h=0 =0
This completes the proof. |

Proof of iSPU(1) is more powerful when A; is fixed at the same level. We further
assume A; equals to A for j € S, under the alternative. Note that the asymptotic power
of iSPU() goes to 1 if (MA(V) — Mo(’y))rﬂpp_l/2 — 00, which implies that for any finite ~,
a sufficient condition for the asymptotic power of iSPU(+y) goes to 1 is

A
n—1/2p@n—1)](27)

— 00, as p,n — oo.
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This sufficient condition comes from the fact that A = O(n='/?(logp)*) and pa(y) —
po(y) ~ P S ACO(n0m9/2) ~ pTMAY. Since 0 < np < 1/2, pP1D/(20) 5 0 as
p — oo. Thus, to compare the asymptotic powers of different iISPU(~), we focus on the
local alternative such that n*/2A — 0, as p,n — co. Equivalently, we write A = n~Y/2p1/2,
where r — 0 as p,n — oo.

Then we calculate 14 (y) — (7). When  is odd, by Proposition 1,

baly ZZ( ) FO(y - &)1+ o(1/n))

j=1 c=1
~ VZAMU)(V -
1) —1)/2
PR EY ’Y! —~/2.1/2
’ A((v —pyze et
’Y! r1/2plfr]n7'y/2.

T (v —1)/2)120-D/2

Similarly, when ~ is even

P
Ya(y) = Py ~vZA P9 (y (;)ZA?W)
j=1
Npl n 1/27*1/20(71 '7/2) + prO(n~012/2)
-~ o(r1/2p1_"n_7/2).

Further, under this local alternative, wa(vy) ~ @(vy) ~ 07p1/2n*7/2, where ¢, is some con-
stant and can be calculated by Proposition 2. Next, we study {¢4(y) —¥(v)}/wa(7y), which
determines the power. As n,p — oo,

Yaly) = 9(v) 5! ) |
wa) (v = 1)/2)20 ke rl/2pt/2n, ~ is odd,
W ~o(1) x 2!, v is odd.

The above results show that the asymptotic power of iISPU(7y) does not converge to 1 if
r1/2pt/2=1 < 0. Thus we focus on the local alternative when 7 — 0 and r/2p!/2-1 — .
Then the asymptotic power of iSPU with odd ~ goes to 1 while iSPU with even + does
not, that is, under the considered alternative, iSPU with odd -y is more powerful than iSPU
with even . Therefore, we only need to focus on odd +’s and compare their power. To
find which odd v yields an asymptotically more powerful test, we only need to find which
v maximizes y!/(((y — 1)/ 2)120=1)/ %¢,). To simplify our discussion, we first consider the
situation where ¢;; = 0 for 7 # j. In this case

7! 7!

(v =1)/2)20 D, (v - 1)/2)26-D72 /29 (1127) = D2/ ([(7/2)P2)

46



A REGULARIZATION-BASED ADAPTIVE TEST FOR HIGH-DIMENSIONAL GLMSs

which has maximum value 1.66 at v = 1. More generally, under the situation where ¢;; > 0,
a similar calculation gives that iISPU(1) is asymptotically more powerful than iSPU test with
other . This completes the proof. |

Proof of iSPU(2) is more powerful when the absolute values of A; are the
same but half being positive while the other half being negative. We assume |Aj|
equals to A for j € S, under the alternative. Like previous subsection, we consider the
local alternative with A = n=1/2r/2 where r — 0 as p,n — oo. Similarly, we calculate
Ya(vy) — () for both odd and even 7.

For v = 1, we have

Pa(1) — (1) ~ ZA]' ~ 0.
j=1

When v = 3, by noting that 1/;(j)(1) =0 for 1 < j < p, we have

"
M@

$a(3) - Z ( )Acw — &)1+ o(1/n))

c=1

.
Il
-

(A7 + 4,09 (2))

2
© 1M

For odd v > 3, we have

M=

ba(y) —d(y) =

~ p M x o(n”01/2)

~ o(rp'~Mn~0F/2),

>3 (1) 4599 - 1+ ot/

1c=1

)iAiw

Jj=1

.
Il

N 2

Similarly, for even v > 2, we have

va -y (”) )1+ o(1/m)
j=1c=1
v p
: <2> > a0
7(7 1 1*’7A2 (v —2)! n—(—2)/2
(v —2)/2)1200-2)/2
: 1=y =7/2,

T (-2t
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Again, under this local alternative, wa(y) ~ @(v) ~ ¢,p'/?n=7/2, where c, is some constant.
Next, we study {pa(y) — po(v)}/oa(7y), which determines the power. As n,p — oo,

Ya(y) — ¥ (v) -~ o(rpl/Q_"n_l/Q)

wa(v) v is odd,
ba(y) =) 5! o |
wal) (-2’ " v is even.

These results show that if rp!/2=7 < oo, the asymptotic power of iSPU(~) does not converge
to 1. Thus we discuss the local alternative when r — 0 and rp'/2~" — oo. Then the
asymptotic power of iSPU with even v goes to 1 while iSPU with odd ~ does not. In other
words, under the considered alternative here, iSPU with even + is more powerful than iSPU
with odd . Therefore, we only need to focus on iSPU with even s and compare their
power. To find which even ~ yields an asymptotically more powerful test, we need to find
which vy maximizes v!/(cy((v — 2)/ 2)127/ %). We first consider the situation where &;; = 0
for ¢ # j. In this case
~! 7!

(v =2)/227 (v = 2)/2)'2/2/ ()1 (1127) = N2/ ([(v/2)227)

which has maximum value v/2 at v = 2. More generally, under the situation where gij > 0,
a similar calculation yields that iSPU(2) is asymptotically more powerful than iSPU test
with other . This completes the proof. |
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Appendix E. Supplementary Tables and Figures

Table S1: Empirical Type I error rates of various tests under G x E interaction simulations
n, p, q1, and ¢o stand for the

with n = 2000, p = 200 and various q; = g¢o.

sample size, number of coefficients in G x F interaction effects, number of positive
coefficients in main genetics effects, and number of negative coefficients in main

genetics effects, respectively. * Conservative Type I error rates.

Q= q 2 5 7 10 20 30
GESAT 0.098 0.105 0.108 0.094 0.095 0.095
aiSPU(Oracle) 0.060 0.053 0.067 0.056 0.052 0.055
aiSPU(Lasso)  0.054 0.045 0.056 0.046 0.031 0.030*
aiSPU(Ridge) 0.052 0.044 0.058 0.044 0.037 0.029*
aiSPU(TLP) 0.058 0.056 0.067 0.059 0.056 0.064
aiSPU(Full) 0.085 0.104 0.107 0.097 0.084 0.093

Table S2: Empirical Type I error rates of various tests in rare variants simulations with
n = 2000, g1 = 2, ¢ = 0, and various p. n, p, q1, and g2 stand for the sample
size, number of terms in G X E interaction, number of the positive genetic main
effects, and number of the negative genetic main effects, respectively. * Inflated
Type I error rates.

P 25 50 70 100 200 300 400 500
iSKAT 0.050 0.077 0.079 0.114* 0.229* 0.560* 0.909* 0.999*
MiSTi 0.051 0.060 0.085 0.088 0.201* 0.514* 0.881* 0.995*
Full 0.043 0.054 0.080 0.089  0.197* 0.557* 0.953* 1.000*
aiSPU(Oracle) 0.037 0.041 0.066 0.066 0.048 0.060 0.060 0.049
aiSPU(TLP) 0.043 0.039 0.060 0.064 0.043 0.053 0.058 0.049
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Table S3: Empirical Type I error rates (in percentage) of various tests in rare variants

simulations with n = 2000, p = 300 and various q; = g¢».

n, p, q1, and q2

stand for the sample size, number of terms in G X E interaction, number of the
positive genetic main effects, and number of the negative genetic main effects,
respectively. * Inflated Type I error rates.

= g 2 5 7 10 20 30 50
iSKAT 0.535% 0.534% 0.53* 0.545% 0.550% 0.573% 0.573*
MiSTi 0.508* 0.504* 0.502% 0.508* 0.509% 0.503% 0.536*
Full 0.538* 0.539* 0.535% 0.555*% 0.550% 0.573% 0.602*
aiSPU(Oracle) 0.046  0.041  0.052 0.051 0.061 0.071  0.070
aiSPU(TLP)  0.047 0.042 0.054 0.047 0.058 0.071  0.061

Table S4: Empirical Type I errors and power (in percentage) of various tests under G x E
interactions with p = 1000 and n = 200. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The sparsity level was s = 0.001,
leading to 1 non-zero elements in 5. The results outside and inside parenthe-
ses were calculated from parametric bootstrap- and asymptotics-based methods,

respectively.

c 0 1 2 3 4 5
iSPU(1) 4.9 (4.7) 5.7 (5.5) 4.5 (4.5) 4.9 (4.6) 6.2 (5.7) 5.9 (5.8)
iSPU(2) 2.7(54) 23 (5.8) 6.3 (9.9) 11.6 (16.8) 20.6 (25.9) 26.9 (31.9)
iSPU(3) 5.8 (5.6) 6.8(6.4) 15.6 (14.9) 31.7 (31.1) 42.7 (42.4) 52.4 (52.5)
iSPU(4) 3.1 (4.1) 59(7.1) 234 (24.4) 42.6 (43.7) 54.4 (55.3) 61.4 (62.9)
iSPU(5) 5.8 (4.9) 9.1(8.2) 29 (28.1) 47.6 (46.5) 59.8 (58.5) 67.6 (67)
iSPU(6) 3.8 (3.5) 8.9 (8) 30.8 (28.9) 51 (49.7) 60.1 (59.4)  69.7 (69)
iSPU(c0) 9 (7.6) 15.1 (13.1) 43.6 (40.8) 63.2 (61.8) 70.1 (69.3) 76.6 (75.9)
aiSPU 5.8 (6.3) 10 (10.6) 37.5 (38.6) 58.5 (58.3) 67.6 (68.1) 74.6 (74.8)
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Table S5:

REGULARIZATION-BASED ADAPTIVE TEST FOR HIGH-DIMENSIONAL GLMS

Empirical Type I errors and power (in percentage) of various tests under G x E
interactions with p = 1000 and n = 200. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The sparsity level was s = 0.01,
leading to 10 non-zero elements in 3. The results outside and inside parenthe-
ses were calculated from parametric bootstrap- and asymptotics-based methods,
respectively.

c 0 1 2 3 5
iSPU(1) 4.8 (4.7) 4.1(3.9) 5.1 (4.9) 5 (4.9) (5 4) 5.7 (5.7)
iSPU(2) 2.6 (5.3) 11.7 (17.7) 40.9 (44.3) 62.7 (65.3) 73 1(73.9) 78.5(78.5)
iSPU(3) 5.9 (5.7) 9.2 (8.5) 28.8 (28) 44.9 (43)  50.3 (49.5) 55 (53.3)
iSPU(4) 3(4) 25.4 (26.7) 82.5(82.9) 95.1(95.6) 98.2(98.2) 99.1 (99.2)
iSPU(5) 5.9 (5) 19 (18.1) 64.2 (62) 79.3 (78.2) 84.6 (83.9) 86.9 (86.2)
iSPU(6) 3.7 (3.3) 30.1(27.7) 89.3 (87.9) 97.5(97.3) 98.9 (98.9) 99.6 (99.3)
iSPU(c0) 9 (7.5) 32.4(28.7) 91.7 (89.1) 98.7 (98.3) 99.5(99.5) 99.9 (99.9)
aiSPU 5.8 (6.2) 27.2(29.7) 89.3 (89.4) 98.1 (98.3) 99.4 (99.4) 99.8 (99.8)
Table S6: Empirical Type I errors and power (in percentage) of various tests under G x E

interactions with p = 1000 and n = 200. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The sparsity level was s = 0.05,
leading to 50 non-zero elements in B. The results outside and inside parenthe-
ses were calculated from parametric bootstrap- and asymptotics-based methods,
respectively.

c 0 1 2 3 4 5
iSPU(1) 58 (55) 48 (55) 62 (5.4) 6.1 (6) 73(6.9) 6.9 (7.3)
iSPU(2) 2.3 (5.4) 45.3 (48.7) 75.4 (76.6) 84.8 (83.6) 86.2 (85.6) 86.9 (86.1)
iSPU(3) 5.4 (5.2) 11.4(11.6) 17.8 (15.8) 19.8 (18.7) 20.3 (19.2) 21.8 (19.4)
iSPU(4) 2.7 (4.1) 56.7 (55.9) 88.5 (86.8) 93.7 (91.8) 95 (93.8) 95.4 (94.8)
iSPU(5) 6.1 (5)  25(22.4)  37(345) 40.6 (37.4) 43.6 (40.8) 45.5 (41.8)
iSPU(6) 4.1 (3.9) 53.7 (48.6) 83.7 (79.8) 90.8 (88.2) 91.5 (88.6) 92.3 (90.6)
iSPU(c0) 8.5 (7.3) 342 (27.5) 61.7 (52.1) 69.3 (59) 75 (63.4) 75.4 (64.1)
aiSPU 5.7 (6.5) 46.4 (46.9) 78.5 (78.9) 86.7 (86.2) 89.2 (88.2) 90.2 (89.8)
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Empirical Type I errors and power (in percentage) of various tests under high-
dimensional linear models simulations. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. Zero signal strength ¢ = 0 rep-
resents Type I errors, while ¢ # 0 represents powers. The sparsity level was
s = 0.2, leading to 200 non-zero elements in 5. The results outside and inside
parentheses were calculated from parametric bootstrap- and asymptotics-based
methods, respectively.

c 0 0.5 1 1.5 2

iSPU(1) 5.8 (5.5) 5.9 (5.1) 6 (5.5) 6.5 (6.1) 5.7 (5.9)

iSPU(2) 2.3 (5.4) 47.6 (51.6) 76 5(75.5) 83 (81.1) 85.4 (85.3)
iSPU(3) 54 (5.2) 10.2 (9.1) 11.5(10.5) 13.2 (11.5) 12.7 (10.8)
iSPU(4) 2.7 (4.1) 43.1(42) 709 (67.2) 78.6 (71.7) 81 (77.1)

iSPU(5) 6.1 (5) 12.5 (11)  16.3 (14.4) 18.1 (15.7) 18.4 (16.5)
iSPU(6) 4.1 (3.9) 30.8 (25.2) 52.8 (43.1) 59.4 (52.6) 62.3 (53.8)
iSPU(Inf) 8.5 (7.4) 16.6 (11.7) 23.3 (15.5) 26.5(19.4) 27.1 (19.4)
aiSPU 5.7 (6.5) 32.9(34.4) 61.2 (58.6) 68.5(65) 73.3(71.4)

Table S8: Empirical Type I errors and power (in percentage) of various tests under G x E

interactions with p = 1000 and n = 200. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The sparsity level was s = 0.2, lead-
ing to 200 non-zero elements in 5. The informative variables in 8 was generated
from a uniform distribution U(0,¢). The results outside and inside parenthe-
ses were calculated from parametric bootstrap- and asymptotics-based methods,
respectively.

c 0 0.01 0.05 0.1 0.3 0.5
iSPU(1) 538 (5.5) 5.8 (5.7) 19 9 (19.2) 54.9 (53.1) 98.3 (98.4) 100 (99.9)
iSPU(2) 23 (5.4) 21 (5.8) 23(7.6) 7.1 (12.7) 47.8 (52.8) 67.8 (70.2)
iSPU(3) 5.4 (5.2) 48 (5.1) 7.5(7.9) 253 (23.8) 87.8(86.2) 97.1 (96.5)
iSPU(4) 2.7 (4.2) 24 (3.1) 3.1 (4.3) (7.5)  41.8 (39.1) 62.5 (56.3)
iSPU(5) 6.1 (5) 6.5 (5.4) 6.3 (5.4) 0(8.9) 52.6 (48.3) 74.3 (70.1)
iSPU(6) 4.2 (4) 45 (4.1) 4.1 (3.6) (5.2) 27.2(22.2) 38.8 (32.4)
iSPU(co) 8.5 (7.4) 9.2 (7.7) 10 5(9.2)  10.2 (82) 21.2(15.1) 21.9 (15.1)
aiSPU 5.7 (6.6) 6.2 (6.9) 13.8 (11.8) 34.3 (31.5) 96.3 (93.9) 99.3 (98.5)
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Table S9: Empirical Type I errors and power (in percentage) of various tests under G x E
interactions with p = 1000 and n = 200. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The informative variables in 3 was
selected to be those with main effects and generated from a uniform distribu-
tion U(—c,c). The results outside and inside parentheses were calculated from
parametric bootstrap- and asymptotics-based methods, respectively.

c 1 2 3 4
iSPU(1) 4.9 (4 8) 56 (5.2) 6.4 (6) 6.1 (5.9) 6 (5.3) 6.1 (5.7)

iSPU(2)  2.7(5.3) 6.9 (10.3) 19.4 (24.8) 37 (42)  51.2 (53.4) 58.5 (62)

iSPU(3) 5 9 (5 6) 6.3(6.1) 27.3(26.6) 50.4(50.1) 62.3 (61.5) 69.7 (68.2)
iSPU(4) 1(4) 124 (14.3) 581 (59.3) 85 (85.8) 94.5 (93.9) 97.2 (97.2)
iSPU(5) 9(5) 13.6 (12.5) 58.7 (57.1) 80.7 (79.7) 88.6 (87.1) 92.6 (92.3)
iSPU(6) 3 8 (3.3) 18 (16.6) 70.6 (68.5) 91.8 (91.5) 96.9 (96.3) 98.6 (98.2)
iSPU(Inf) 9 (7.6) 24.1 (21.5) 82.6 (80.5) 96.5 (95.5) 98.7 (98.4) 99.7 (99.4)
aiSPU 5.8 (6.3) 17.3 (19.7) 76.2 (77.1) 94.5 (94.7) 98.4 (98)  99.1 (99.3)

Table S10: Empirical Type I errors and power (in percentage) of various tests under high-
dimensional linear models simulations. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The sparsity level was s = 0.001,
leading to 1 non-zero element in 3. The results outside and inside parentheses
were calculated from parametric bootstrap- and asymptotics-based methods,

respectively.

& 0 0.3 0.5 0.7 1
iSPU(1) 5.6 (5.4) 6.7 (6.1) 6 (6.3) 5 (7.2) 9 (8.6)
iSPU(2) 3.6 (3.3) 4.2 (5.7) ( 2) 15 3 (18.9) 32 2 (38.7)
iSPU(3) 5 (4.8) 6.4 (5.6) 14 6 (13.5) 41.7 (40.1) 64.2 (63.1)
iSPU(4) 3.8 (1.8) 9.1 (7.5) 29.5(26.4) 54.6 (52.1) 71.3 (71.1)
iSPU(5) 5.5 (3.5) 16.5(12.8) 36.1 (32.7) 57.7 (54.5) 72.1 (70.6)
iSPU(6) 4.9 (2.2) 18.2(13.3) 38.8 (33.8) 61.9 (58.2) 73.7(71.9)
iSPU(c0) 3.5 (4.6) 16.1 (18.3) 36.5(38.7) 61.4 (61.9) 74.1 (74.5)
aiSPU 5.3 (4.1) 16.6 (16.5) 38.5(38.3) 61.4 (60.1) 73.7 (73.7)
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Table S11: Empirical Type I errors and power (in percentage) of various tests under high-
dimensional linear models simulations. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The sparsity level was s = 0.01,
leading to 10 non-zero elements in 5. The results outside and inside parentheses
were calculated from parametric bootstrap- and asymptotics-based methods,
respectively.
c 0 0.1 0.2 0.3 0.4 0.5
iSPU(1) 5.2(5.5) 7.1(6) 6 (5.3) 7 (8.4) 9 (8.4) 7(7.3)
iSPU(2) 4.1 (4.3) 4(6.2) 104 (13.3) 24 4(29.8) 42.6 (49.4) 52.9 (64.7)
iSPU(3) 5.1 (4.6) 5.7 (4.5) 10.2 (9) 21.2 (18.5) 35.7 (33.6) 47.3 (44)
iSPU(4) 5.6 (2.1) 5.9(3.9) 19.5(16.2) 55.3 (52.4) 84.4 (83.2) 95.3 (95.8)
iSPU(5) 5.2 (3.3) 5.6 (4) 18.3 (13)  40.8 (36.8) 68.4 (64.1) 81.4 (79.8)
iSPU(6) 5.9 (2.3) 6.6 (3.4) 24.7 (16.5) 67.9 (60.5) 93.9 (90) 98.8 (98.1)
iSPU(c0) 3.5 (4.6) 4.5 (5.2) 12.7 (16.2) 48.5 (52.8) 81.1(83.6) 94.1 (96)
aiSPU 5.2 (4.5) 6.6 (5.4) 17.7(16.9) 58.3 (55.7) 88.1 (86.7) 96.2 (96.5)
Table S12: Empirical Type I errors and power (in percentage) of various tests under high-
dimensional linear models simulations. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The sparsity level was s = 0.2,
leading to 200 non-zero elements in 3. The results outside and inside parentheses
were calculated from parametric bootstrap- and asymptotics-based methods,
respectively.
c 0 0.05 0.07 0.1 0.2 0.3
iSPU(1) 6.3 (6) 5.5 (6.1) 7.4 (5.7) 3.4 (4) 5.3 (4.3) 4 (6.4)
iSPU(2) 2.8 (3.5) 13.9 (18.6) 23 3 (29.5) 42 7 (51.7) 85 (87.9) 95 7 (96.4)
iSPU(3) 5.4 (54) 6.1 (4.9) 7(6.2) 4 (7.2) 12.1(10.1) 15.7 (13.6)
iSPU4) 3.7 (1.7) 12.4 (9.1) 22 8 (19.3) 41 7 (40.2) 84.5 (82.1) 95 (92.9)
iSPU(5) 6.1 (3.9) 7(4) 7 (3.5) 747 23.2(16.4) 27.1 (18.6)
iSPU(6) 4.7 (2) 9 (4.6) 14 9(9.2) 33 (23.4) 778 (67.1) 85.7 (77.1)
iSPU(c0) 2.8 (4.3) 6 (5.5) 5.2 (6.4) 9(7.8) 18.8(20.8) 29.3 (27.9)
aiSPU 4.7 (3.7) 9(89) 153 (15.3) 27.7(33) 73.9(79.2) 87.1(89.3)
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Table S13: Empirical Type I errors and power (in percentage) of various tests under high-
dimensional linear models simulations. Zero signal strength ¢ = 0 represents
Type I errors, while ¢ # 0 represents powers. The sparsity level was s = 0.2,
leading to 200 non-zero elements in 3. We generated informative variables in
from a uniform distribution U(0, ¢). The results outside and inside parentheses
were calculated from parametric bootstrap- and asymptotics-based methods,
respectively.
c 0 0.01 0.02 0.03 0.04 0.05
iSPU(1) 6.2 (6.1) 24.6 (24) 59.6 (58.2) 86.2 (85.9) 96.1 (95.8) 98.7 (98.7)
iSPU(2) (3 3) 4.5 (6.8) 18 (21.5) 40.6 (47)  65.8 (74.7) 82.2 (88.1)
iSPU(3) 2 (5.2) 19.3 (16.7) 51.7 (48.8) 80.4 (78.8) 93.8 (92.6) 98.7 (98)
iSPU(4) (1 5)  5.6(3.2) 16.6 (11.3) 38.2 (33.9) 59.8 (58.9) 78.2(78.9)
iSPU(5) 5(3.4) 12.1(7.3) 32.1(22.8) 60.1(50.9) 80.4 (74.7) 92.4 (86.8)
iSPU(6) 4 (1.8) 7 (2.6) 13.3 (7.7) 26 7 (18.2) 46.7 (32.1) 63 (50.5)
iSPU(c0) 2 (4.1) 4.5 (6) 5.2 (7) 6 (8.8) 9 (11) 10.2 (13.9)
aiSPU 1(3.9) 13.4(11.4) 46.3 (41.8) 80 9 (77.4) 93.8 (92.9) 97.7 (97)
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Figure S1: Power comparison for different methods under G x E interaction simulations
with n = 2000, p = 300, and ¢1 = g2 = 20. n, p, q1, and ¢2 stand for the sample
size, number of terms in G x F interaction, number of the positive genetic main
effects, and number of the negative genetic main effects, respectively. All tests
were based on TLP. We varied the sparsity level s.
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Figure S2: Power comparison for different methods under G x E interaction simulations

with n = 2000, p = 300, and ¢; = g2 = 20. n, p, q1, and g2 stand for the sample
size, number of terms in G x E interaction, number of the positive genetic main
effects, and number of the negative genetic main effects, respectively. The SNPs
were correlated (p = 0.3). We varied the sparsity level s.
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Figure S3: Power comparison for different methods under G x F interaction simulation with

n = 2000, p = 300, and ¢ = g2 = 50. n, p, q1, and g9 stand for the sample
size, number of terms in G X F interaction, number of the positive genetic main
effects, and number of the negative genetic main effects, respectively. The SNPs
were correlated (p = 0.3). We varied the sparsity level s.
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Figure S4: Power comparison for different methods under G x E interaction simulations
with n = 2000, g1 =2, g2 =0, and p = 25. n, p, ¢q1, and ¢o stand for the sample
size, number of coefficients in G x E interaction effects, number of positive
coefficients in main genetics effects, and number of negative coefficients in main
genetics effects, respectively. We varied the sparsity level s.
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Figure S5: Power comparison for different methods under G x E interaction simulations

with n = 2000, g1 =2, g2 = 0, and p = 50. n, p, ¢q1, and g2 stand for the sample
size, number of coefficients in G x E interaction effects, number of positive
coefficients in main genetics effects, and number of negative coefficients in main
genetics effects, respectively. We varied the sparsity level s.
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Figure S6: Power comparison for different methods under G x FE interaction simulations
with n = 2000, g1 =2, ¢o = 0, and p = 75. n, p, g1, and ¢ stand for the sample
size, number of coefficients in G x E interaction effects, number of positive
coefficients in main genetics effects, and number of negative coefficients in main
genetics effects, respectively. GESAT2 stands for the GESAT with much a larger
searching region (from 1 x 107¢ to 44.7 (i.e. \/n)) for tuning parameter A\. We

varied the sparsity level s.
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Figure S7: Power comparison for different methods in rare variants simulations with n =
2000, ¢1 = 2, g2 = 0, and p = 25. n, p, q1, and g2 stand for the sample size,
number of terms in G x E interaction, number of the positive genetic main
effects, and number of the negative genetic main effects, respectively. SNPs
were generated with MAFs ranging from 0.005 to 0.05. We varied the sparsity
level s.
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Figure S8: Empirical power of aiSPU with different I' sets for G x E interactions with
n = 200, p = 1000. aiSPU_1, aiSPU_2, aiSPU_3, aiSPU_4 represent aiSPU
with T'y = {1,2,3,4; 00}, Ty = {1,2,...,6,00}, I's = {1,...,8,00}, and Ty =
{1,2,...,10,00}, respectively. We varied the sparsity level s.
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Figure S9: Empirical power of aiSPU under G x E interaction with n = 200, p = 1000,
and sparsity level s = 0.2. We randomly selected 100 variables in Z and set the
effect size followed a uniform distribution. -boot and -asy stand for the results
based on bootstrap and asymptotics, respectively.
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Figure S10: Empirical power of aiSPU with different non-convex penalities under G x FE
interaction with n = 200, p = 1000, and varied sparsity level s. For a fair
comparison, all the results were based on the parametric bootstrap.
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Figure S11: Empirical power of aiSPU with different non-convex penalities under high-
dimensional linear models with n = 200, p = 1000, and sparsity level s = 0.01.
For a fair comparison, all the aiSPU results were based on the parametric
bootstrap.
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Figure S12: Computational time comparison under both G x E interaction models (left
panel) and linear models (right panel) with n = 200, sparsity level s = 0. In
Zhang and Cheng (2017), ST and NST have been calculated simultaneously;
ST/NST stands for the runtime for ST plus NST. We varied the number of
variables being tested, p.
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Figure S13: The correlation heatmap for SNPs used in pathway hsa00051. Pathway
hsa00051 is the significant pathway identified by aiSPU.
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