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FUNDAMENTAL GAPS OF
THE FRACTIONAL SCHRÖDINGER OPERATOR∗

WEIZHU BAO† , XINRAN RUAN‡ , JIE SHEN§ , AND CHANGTAO SHENG¶

Abstract. We study asymptotically and numerically the fundamental gap – the difference between
the first two smallest (and distinct) eigenvalues – of the fractional Schrödinger operator (FSO) and for-
mulate a gap conjecture on the fundamental gap of the FSO. We begin with an introduction of the FSO
on bounded domains with homogeneous Dirichlet boundary conditions, while the fractional Laplacian
operator defined either via the local fractional Laplacian (i.e. via the eigenfunction decomposition of the
Laplacian operator) or via the classical fractional Laplacian (i.e. zero extension of the eigenfunctions
outside the bounded domains and then via the Fourier transform). For the FSO on bounded domains
with either the local fractional Laplacian or the classical fractional Laplacian, we obtain the fundamen-
tal gap of the FSO analytically on simple geometry without potential and numerically on complicated
geometries and/or with different convex potentials. Based on the asymptotic and extensive numerical
results, a gap conjecture on the fundamental gap of the FSO is formulated. Surprisingly, for two and
higher dimensions, the lower bound of the fundamental gap depends not only on the diameter of the
domain, but also the diameter of the largest inscribed ball of the domain, which is completely different
from the case of the Schrödinger operator. Extensions of these results for the FSO in the whole space
and on bounded domains with periodic boundary conditions are presented.

Keywords. Fractional Schrödinger operator; fundamental gap; gap conjecture; local fractional
Laplacian; classical fractional Laplacian; homogeneous Dirichlet boundary condition; periodic boundary
condition.
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1. Introduction
Consider the fractional Schrödinger operator (FSO) in n-dimensions (n =

1, 2, 3)

LFSO u(x) :=
[

(−∆)
α
2 + V (x)

]

u(x), x ∈ R
n, (1.1)

where α ∈ (0, 2], V (x) is a given real-valued function and the fractional Laplacian
operator (−∆)

α
2 is defined via the Fourier transform (see [15,23] and references therein)

as

(−∆)
α
2 u(x) = F−1(|k|α(Fu)(k)), x,k ∈ R

n, (1.2)

with F and F−1 the Fourier transform and inverse Fourier transform, respectively.
Obviously when α = 2, (1.1) becomes the (classical) Schrödinger operator. When n = 2
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and α = 1, it is related to the square-root Laplacian operator which is used for the
Coulumb interaction and dipole-dipole interaction in two dimensions (2D) [7, 9, 18]. In
fact, the Schrödinger equation governed by the Schrödinger operator can be interpreted
via the Feynman path integral approach over Brownian-like quantum paths [25, 26].
When the method is generalized to be over the Lévy-like quantum mechanic path, Nick
Laskin derived the fractional Schrödinger equation, where the Schrödinger operator is
replaced by the fractional one [34–36], i.e. LFSO. And the new model derived lays the
foundation of the fractional quantum mechanics.

It can be shown that, with Definition (1.2), limα→2−(−∆)α/2u = −∆u and
limα→0+(−∆)α/2u = u [23, 38, 41, 48]. The above definition is easy to understand and
useful for problems defined in the whole space. However, it is hard to get local estimates
from (1.2). An alternative way to define (−∆)

α
2 is through the principal value integral

(see [15–17,42] and references therein) as

(−∆)
α
2 u(x) = Cn,α

∫

Rn

u(x)− u(y)

|x− y|n+α
dy, x ∈ R

n, (1.3)

where Cn,α is a constant whose value can be computed explicitly as

Cn,α =
2αΓ(n/2 + α/2)

πn/2|Γ(−α/2)| =
αΓ(n/2 + α/2)

21−απn/2Γ(1− α/2)
. (1.4)

It is easy to verify that Cn,α ≈ αΓ(n/2)
2πn/2 as α → 0+ and Cn,α ≈ nΓ(n/2)

πn/2 (2−α) as α → 2−.
The Definition (1.3) is most useful to study local properties and it is equivalent to the
Definition (1.2) if u(x) is smooth enough [15, 23].

In this paper, we are interested in the eigenvalues of the FSO, i.e. find E ∈ R and
a complex-valued function φ := φ(x) such that

LFSO φ(x) =
[

(−∆)
α
2 + V (x)

]

φ(x) = E φ(x), x ∈ R
n, (1.5)

especially the difference between the first two smallest eigenvalues – the fundamental
gap. For simplicity of notations and without loss of generality, we assume that V (x)
is non-negative and is taken such that the first two smallest eigenvalues of (1.5) are
distinct, i.e. the eigenvalues of (1.5) satisfy 0 < E1 := E1(α) < E2 := E2(α) <

· · · . Assume that φ
(α)
1 and φ

(α)
2 are the corresponding eigenfunctions of E1 and E2,

respectively, then the first two smallest eigenvalues can be computed via the Rayleigh
quotients as

E1(α) = min
u6=0

E(α)(u)

‖u‖2 , E2(α) = min
u6=0,(u,φ

(α)
1 )=0

E(α)(u)

‖u‖2 , (1.6)

where

‖u‖2 :=
∫

Rn

|u(x)|2 dx, (u, v) :=

∫

Rn

u(x)∗v(x) dx,

E(α)(u) :=

∫

Rn

[

u(x)∗(−∆)α/2u(x) + V (x)|u(x)|2
]

dx

=

∫

Rn

|k|α |(Fu)(k)|2 dk+

∫

Rn

V (x)|u(x)|2 dx, (1.7)

with f∗ denoting the complex conjugate of f . Since we are mainly interested in the
first two eigenvalues and their difference, without loss generality and for simplicity of
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notations, we will take φ
(α)
1 and φ

(α)
2 as real-valued functions satisfying that φ

(α)
1 is

non-negative and both are normalized to 1, i.e. ‖φ(α)
1 ‖ = ‖φ(α)

2 ‖ = 1. Then the first
two eigenvalues can also be computed as

E1(α) = E(α)(φ
(α)
1 ) E2(α) = E(α)(φ

(α)
2 ). (1.8)

The fundamental gap of the FSO (1.1) is defined as

δ(α) := E2(α) − E1(α) = E(α)(φ
(α)
2 )− E(α)(φ

(α)
1 ) > 0, 0 < α ≤ 2. (1.9)

Let Ω ⊂ R
n be a bounded and open domain. When α = 2 and V

Ω
(x) := V (x)|Ω ∈

L2(Ω) and V (x) = +∞ for x ∈ Ωc := R
n\Ω, the time-independent Schrödinger Equa-

tion (1.5) is reduced to

[−∆+ V
Ω
(x)]φ(x) = λφ(x), x ∈ Ω,

φ(x) = 0, x ∈ Γ := ∂Ω.
(1.10)

When V
Ω
(x) ≥ 0 for x ∈ Ω, all eigenvalues of the eigenvalue problem (1.10) are distinct

and positive and their corresponding eigenfunctions are orthogonal and they form a
complete basis of L2(Ω). In this case, based on analytical results for simple geometry and
numerical results, a Gap Conjecture on the fundamental gap of (1.10) was formulated
as [3, 4, 47]: For any convex domain Ω and convex potential V

Ω
(x), one has

δ := δ(2) ≥ 3π2

D2
, (1.11)

where D and d are the diameter of Ω and the diameter of the largest inscribed ball of
Ω, respectively, defined as (see Figure 1.1)

D := max
x,y∈Ω

|x− y|, d := sup
x∈Ω

sup
{

r > 0 | Br(x) := {y | |x− y| < r} ⊂ Ω
}

. (1.12)

D=d
d

D

Figure 1.1. Illustration of diameters d and D in 1D (left) and 2D (right).

This gap conjecture was rigorously proved by Andrews and Clutterbuck [2]. The
lower bound of the fundamental gaps depends only on the diameter of the domains
and is independent of the external potential V (x) and the different shapes of Ω. It
is noted that the gap conjecture links the algebraic property (i.e. the difference of
the first two eigenvalues of the Schrödinger operator) with the geometric property of
the bounded domain Ω (i.e. its diameter). Extension of the gap conjecture to the
Schrödinger operator in the whole space with a harmonic-type potential, i.e. (1.1) with
α = 2, was also given in [2]. Recently, we generalized the gap conjecture to the Gross-
Pitaevskii equation (GPE) (or the nonlinear Schrödinger equation with cubic repulsive
interaction) [11].
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The Definition (1.2) (or (1.3)) is usually called as the (classical) fractional Laplacian
(see, for instance, [15–17,23,42] and references therein). In the literature [12,14,19,49]
and references therein, there is another way – local fractional Laplacian denoted as
A(α/2) – to define the fractional Laplacian via the spectral decomposition of Laplacian
[12,14,49]. To be more specific, for a bounded domain Ω ⊂ R

n, let λm and um (m ∈ N
d)

be the eigenvalues and corresponding eigenfunctions of the Laplacian operator −∆ on Ω
with the homogeneous Dirichlet boundary condition, i.e. (1.10) with V

Ω
(x) ≡ 0. Then

for any α ∈ (0, 2) and φ(x) ∈ H1
0 (Ω) with

φ(x) =
∑

m∈Nd

am um(x), x ∈ Ω, (1.13)

we define the operator A(α/2) in the following way

A(α/2)φ(x) =
∑

m∈Nd

am λα/2
m

um(x), x ∈ Ω. (1.14)

Comparison between the local fractional Laplacian operator A(α/2) via (1.14) and the
classical fractional Laplacian operator (−∆)

α
2 via (1.2) (or (1.3)) with zero extension

on Ωc can be found in [42]. When α = 2, both definitions are the same. However, when
0 < α < 2, they are quite different. One main difference is that the eigenfunctions
of A(α/2) are smooth inside Ω while the eigenfunctions of (−∆)

α
2 are C0,s for some

s ∈ (0, 1). And this Hölder regularity is optimal [42]. Then on the bounded domain
Ω, for φ ∈ H1

0 (Ω), one can define the local fractional Schrödinger operator (local
FSO) via the local fractional Laplacian as

Lloc φ(x) :=
[

A(α/2) + V
Ω
(x)

]

φ(x), x ∈ Ω. (1.15)

Similarly, the fundamental gap of the local FSO (1.15) is denoted as

δloc(α) := λ2(α) − λ1(α) > 0, 0 < α ≤ 2. (1.16)

where 0 < λ1(α) < λ2(α) are the first two smallest eigenvalues of the local FSO (1.15).

Due to the nonlocal property of the FSO, it is very challenging to study mathe-
matically and numerically the eigenvalue problem (1.5) [30]. In one dimension (1D),
some estimates and asymptotic approximations of eigenvalues of the FSO without po-
tential (i.e. V (x) ≡ 0) have been derived (see [6, 20, 22, 32, 33] and references therein).
In particular, a lower bound is proved for the fundamental gap of the Dirichlet frac-
tional Laplacian on an arbitrary bounded open set [32]. It is noteworthy that Duo and
Zhang [24] introduced a finite difference scheme to solve the eigenvalue problems related
to FSO in 1D. Nevertheless, to the best of our knowledge, not much is available about
the numerical method for (1.5) in multi-dimensions. The main purpose of this paper
is to study asymptotically and numerically the fundamental gap δ(α) of the FSO (1.5)
on bounded domains Ω, i.e. the potential V (x) = +∞ for x ∈ Ωc, and δloc(α) of the
local FSO (1.15). Based on our asymptotic results and extensive numerical results, we
propose the following:

Gap Conjecture I (Fundamental gaps of FSO on bounded domain with homoge-
neous Dirichlet boundary conditions) Suppose Ω is a bounded convex domain and VΩ(x)
is convex and non-negative.
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(i) For the fundamental gap of the local FSO (1.15), we have

δloc(α) ≥
{

(2α−1)πα

Dα , n = 1,
3απα

2(n+3)1−α/2
d2−α

D2 , n = 2, 3,
0 < α ≤ 2. (1.17)

(ii) For the fundamental gap of the (classical) FSO (1.1), we have

δ(α) ≥ 3απα

2(n+ 3)1−α/2

d2−α

D2
, 0 < α ≤ 2, n = 1, 2, 3. (1.18)

In addition, we also propose a gap conjecture for the FSO (1.1) in the whole space.
The paper is organized as follows. In Section 2, we study asymptotically and numer-

ically the fundamental gaps of the local FSO (1.15) and formulate the gap conjecture
(1.17). Similar results for the (classical) FSO (1.1) on bounded domains with homo-
geneous Dirichlet boundary conditions are presented in Section 3. In Section 4, we
study asymptotically and numerically the fundamental gaps of the FSO (1.1) in the
whole space and formulate a gap conjecture. Again, similar results for the FSO (1.1) on
bounded domains with periodic boundary conditions are presented in Section 5. Finally,
some conclusions are drawn in Section 6.

2. The fundamental gaps of the local FSO (1.15)
Consider the eigenvalue problem generated by the local FSO (1.15)

Lloc φ(x) :=
[

A(α/2) + V
Ω
(x)

]

φ(x) = λφ(x), x ∈ Ω,

φ(x) = 0, x ∈ Γ := ∂Ω.
(2.1)

We will investigate asymptotically and numerically the first two smallest eigenvalues
and their corresponding eigenfunctions of (2.1) and then formulate the gap conjecture
(1.17).

2.1. Scaling property. Introduce

x̃ =
x

D
, Ω̃ = {x̃ | x = D x̃ ∈ Ω}, Ṽ

Ω̃
(x̃) = DαVΩ(x) = DαVΩ(Dx̃), x ∈ Ω, (2.2)

and consider the re-scaled eigenvalue problem

L̃loc φ̃(x̃) :=
[

Ã(α/2) + Ṽ
Ω̃
(x̃)

]

φ̃(x̃) = λ̃ φ̃(x̃), x̃ ∈ Ω̃,

φ̃(x̃) = 0, x̃ ∈ Γ̃ := ∂Ω̃,
(2.3)

where Ã(α/2) is defined as (1.14) with Ω replaced by Ω̃, then we have

Lemma 2.1. Let λ be an eigenvalue of (2.1) and φ := φ(x) is the corresponding
eigenfunction, then λ̃ = Dαλ is an eigenvalue of (2.3) and φ̃ := φ̃(x̃) = φ(Dx̃) = φ(x)
is the corresponding eigenfunction, which immediately imply the scaling property on the
fundamental gap δloc(α) of (2.1) as

δloc(α) =
δ̃loc(α)

Dα
, 0 < α ≤ 2, (2.4)

where δ̃loc(α) is the fundamental gap of (2.3) with the diameter of Ω̃ as 1.
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Proof. Assume λm be an eigenvalue of (1.10) with VΩ(x) ≡ 0 and um(x) be the
corresponding eigenfunction, i.e. um(x) ∈ H1

0 (Ω) satisfies

−∆um(x) = λmum(x), x ∈ Ω. (2.5)

It is easy to see that

−∆ũm(x̃) = D2λmũm(x̃) = λ̃mũm(x̃), x̃ ∈ Ω̃, (2.6)

where λ̃m = D2λm. Then for any φ̃(x̃) ∈ H1
0 (Ω̃), recalling the definition of the local

fractional Laplacian (1.14), we get

A(α/2)φ(x) =
∑

m∈Nd

am λα/2
m

um(x) = D−α
∑

m∈Nd

am (D2λm)α/2 um(x)

= D−α
∑

m∈Nd

am (λ̃m)α/2 ũm(x̃) = D−αÃ(α/2)φ̃(x̃), x ∈ Ω. (2.7)

Plugging (2.7) into (2.1), noticing (2.3), we get

λ φ̃(x̃) = λφ(x) =
[

A(α/2) + VΩ(x)
]

φ(x) =
[

D−αÃ(α/2) + VΩ(Dx̃)
]

φ̃(x̃)

= D−α
[

Ã(α/2) +DαV
Ω
(Dx̃)

]

φ̃(x̃) = D−α
[

Ã(α/2) + Ṽ
Ω̃
(x̃)

]

φ̃(x̃), (2.8)

where x ∈ Ω and x̃ ∈ Ω̃, which immediately implies that φ̃(x̃) is an eigenfunction of the
operator Ã(α/2) + Ṽ

Ω̃
(x̃) with the eigenvalue λ̃ = Dαλ.

From this scaling property, in our asymptotic analysis and numerical simulation,
we need only consider Ω whose diameter is 1 in (2.1).

2.2. Asymptotic results for simple geometry. Take Ω =
∏n

j=1(0, Lj) and
V

Ω
(x) ≡ 0 in (2.1). Without loss of generality, we assume L1 ≥ L2 ≥ . . . ≥ Ln > 0.

In this case, the first two smallest eigenvalues and their corresponding eigenfunctions of
−∆ can be chosen explicitly as [8, 10]

λ1 =

n
∑

j=1

π2

L2
j

, φ1(x) = 2n/2
n
∏

j=1

sin

(

πxj

Lj

)

, x ∈ Ω,

λ2 =
4π2

L2
1

+

n
∑

j=2

π2

L2
j

, φ2(x) = 2n/2 sin

(

2πx1

L1

) n
∏

j=2

sin

(

πxj

Lj

)

.

(2.9)

By using the definition of the local FSO, we can obtain the first two smallest eigenvalues
and the fundamental gap in this case as

λ1(α) =





n
∑

j=1

π2

L2
j





α/2

, λ2(α) =





4π2

L2
1

+

n
∑

j=2

π2

L2
j





α/2

,

δloc(α) = λ2(α)− λ1(α), 0 < α ≤ 2.

(2.10)

Formally, when n = 2, 3, let L2, . . . , Ln → 0+ in (2.10), we have the diameter

D → L1 and ν :=
(

∑n
j=2

π2

L2
j

)1/2

→ +∞. When α = 2,

δloc(2) =
3π2

L2
1

≥ 3π2

D2
> 0, (2.11)
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i.e. the fundamental gap is independent of the shape of the geometry and it only depends
on the diameter D of Ω. On the contrary, when 0 < α < 2,

δloc(α) =

(

ν2 +
4π2

L2
1

)α/2

−
(

ν2 +
π2

L2
1

)α/2

= να

[

(

1 +
4π2

ν2L2
1

)α/2

−
(

1 +
π2

ν2L2
1

)α/2
]

=
ανα

2

1

(1 + ξ)1−α/2

3π2

ν2L2
1

≤ 3απ2

L2
1 ν

2−α
→ 0+, 0 < α < 2, (2.12)

where 0 < ξ ∈ [π2/(ν2L2
1), 4π

2/(ν2L2
1)]. In this case, the lower bound of the fundamental

gap depends not only on the diameter D of Ω but also on another geometry quantity.
By looking carefully at (2.12), we find that the diameter of the largest inscribed ball of
Ω, i.e. d, seems to be a good choice since its ratio with the diameter D can be used
to measure whether the domain degenerates from n dimensions to lower dimensions.
Based on these observations, we have the following lemma.

Lemma 2.2. For Ω =
∏n

j=1(0, Lj) satisfying L1 ≥ L2 ≥ . . . ≥ Ln > 0 and V
Ω
(x) ≡ 0

in (2.1), we have the following lower bound of the fundamental gaps of the local FSO in
(2.1)

δloc(α) ≥
{

(2α−1)πα

Dα , n = 1,
3απα

2(n+3)1−α/2
d2−α

D2 , n = 2, 3,
0 < α ≤ 2, (2.13)

where D =
√

∑n
j=1 L

2
j is the diameter of Ω and d = Ln is the diameter of the largest

inscribed ball in Ω.

Proof. When n = 1, noticing D = L1 and (2.10) with n = 1, we have

δloc(α) = λ2(α)− λ1(α) =

(

4π2

L2
1

)α/2

−
(

π2

L2
1

)α/2

=
(2α − 1)πα

Lα
1

=
(2α − 1)πα

Dα
, 0 < α ≤ 2. (2.14)

Thus (2.13) is proved when n = 1.

When n = 2, 3, noticing (2.10), we have

δloc(α) =





4π2

L2
1

+

n
∑

j=2

π2

L2
j





α/2

−





π2

L2
1

+

n
∑

j=2

π2

L2
j





α/2

, 0 < α ≤ 2. (2.15)

We will first prove that

δloc(α) ≥
(

4π2

D2
+

(n− 1)π2

d2

)α/2

−
(

π2

D2
+

(n− 1)π2

d2

)α/2

, 0 < α ≤ 2. (2.16)
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In order to do so, we consider two functions

f(x;C) =

(

4π2

x2
+ C2

)α/2

−
(

π2

x2
+ C2

)α/2

, x > 0,

g(x;A,B) = (x+A+B)
α/2 − (x+A)

α/2
,

(2.17)

where 0 < α ≤ 2, C ∈ R and A,B ≥ 0. A direct computation shows that d
dxf(x;C) ≤ 0

and d
dxg(x;A,B) ≤ 0 for x > 0, which means that f(x;C) and g(x;A,B) are monoton-

ically decreasing functions. When n = 2, it is easy to check that d = L2 and D ≥ L1.
Noticing f(D;π/d) ≤ f(L1;π/d), we immediately obtain (2.16) when n = 2. When
n = 3, noting d = L3 ≤ L2 ≤ L1 and D ≥ L1 ≥ L2 ≥ L3, we get

δloc(α) =

(

π2

L2
2

+
π2

L2
1

+
π2

L2
3

+
3π2

L2
1

)α/2

−
(

π2

L2
2

+
π2

L2
1

+
π2

L2
3

)α/2

= g

(

π2

L2
2

;
π2

L2
1

+
π2

L2
3

,
3π2

L2
1

)

≥ g

(

π2

d2
;
π2

L2
1

+
π2

L2
3

,
3π2

L2
1

)

=

(

4π2

L2
1

+
2π2

d2

)α/2

−
(

π2

L2
1

+
2π2

d2

)α/2

= f

(

L1;

√
2π

d

)

≥ f

(

D;

√
2π

d

)

=

(

4π2

D2
+

2π2

d2

)α/2

−
(

π2

D2
+

2π2

d2

)α/2

, 0 < α ≤ 2, (2.18)

which proves (2.16) when n = 3.
When n = 2, 3, noting (2.16), we get

δloc(α) ≥
(

4π2

D2
+

(n− 1)π2

d2

)α/2

−
(

π2

D2
+

(n− 1)π2

d2

)α/2

=

(

(n− 1)π2

d2

)α/2




(

1 +
4

n− 1

(

d

D

)2
)α/2

−
(

1 +
1

n− 1

(

d

D

)2
)α/2





=

(

(n− 1)π2

d2

)α/2
3α

2(n− 1)

1

(1 + ξ)1−α/2

(

d

D

)2

, 0 < α ≤ 2, (2.19)

where the last equation is due to the mean value theorem with ξ ∈ [ 1
n−1

(

d
D

)2
, 4
n−1

(

d
D

)2
]

⊂ [0, 4
n−1 ]. Noting that 1

(1+ξ)1−α/2 is a decreasing function when ξ ≥ 0 and taking

ξ = 4
n−1 in (2.19), we obtain the result (2.13) for n = 2, 3.

Remark 2.1. When n = 1, noting d = D = L1, we have

δloc(α) ≥
(2α − 1)πα

Dα
≥ 3απα

23−α

d2−α

D2
, 0 < α ≤ 2. (2.20)

Combining (2.20) and (2.13) with n = 2, 3, we have a unified local bound of the funda-
mental gap of the local FSO as

δloc(α) ≥
3απα

2(n+ 3)1−α/2

d2−α

D2
, 0 < α ≤ 2, 1 ≤ n ≤ 3. (2.21)

Of course, the lower bound is not sharp when n = 1.
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2.3. Numerical results for complicated geometry and/or general poten-
tials. When Ω is a complicated domain and/or VΩ(x) 6= 0 in (2.1), it is not generally
possible to find the first two smallest eigenvalues explicitly. However, we can always
compute numerically the first two smallest eigenvalues and their gap of (2.1) under a
given bounded convex domain Ω and a convex real-valued function VΩ(x). Some numer-
ical methods for local fractional Laplacian have been proposed in the literature, e.g., a
matrix representation of local fractional Laplacian operator based on a finite difference
method is presented in [28, 29]; Fourier spectral methods for solving local fractional
Laplacian can be found in e.g., [1, 13]. Recently, Sheng et al. [45] proposed a Fourier-
ization (see also [43, 44]) of Legendre-Galerkin method for PDEs with local fractional
Laplacian. The method retains the simplicity of Fourier method but is applicable to
problems with non-periodic boundary conditions. In this paper, we adopt this method
to numerically compute the first two smallest eigenvalues of (2.1).
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Figure 2.1. Comparison of the lower bound in (2.13) (solid line) and numerical results (dashed
lines) for the fundamental gap δloc(α) of the local FSO (2.1) with n = 1, Ω = (0, 1) and VΩ (x) = x2/2
(left) or other different convex potentials (right).
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Figure 2.2. Comparison of the lower bound in (2.13) (solid line) and numerical results (dashed
lines) for the fundamental gap δloc(α) of the local FSO (2.1) with n = 2, VΩ (x, y) = (x2+y2)/2 and Ω =
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√
1− d2) under different 0 < d < 1 (left); and VΩ (x, y) ≡ 0 and Ω = {(x, y) | x2+y2/d2 < 1}

with different 0 < d ≤ 1 (right).

Figure 2.1 shows the numerical results on the fundamental gap δloc(α) of (2.1)
when n = 1, Ω = (0, 1) and different external potentials V

Ω
(x). Figure 2.2 shows similar

results when n = 2, V
Ω
(x, y) = (x2 + y2)/2 and Ω = (0, d)× (0,

√
1− d2) with different

0 < d < 1; and V
Ω
(x, y) ≡ 0 and Ω = {(x, y) | x2 + y2/d2 < 1} with different 0 < d ≤ 1.
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Based on our asymptotic results in the previous subsection and numerical results
in Figures 2.1 & 2.2 as well as extensive more numerical results which draw a similar
conclusion and thus are not shown here for brevity, we are confident to formulate the
gap conjecture (1.17) for the local FSO (1.15).

3. The fundamental gaps of the FSO (1.1) on bounded domains
Consider the eigenvalue problem generated by the FSO (1.1)

LFSO φ(x) :=
[

(−∆)
α
2 + V

Ω
(x)

]

φ(x) = E φ(x), x ∈ Ω,

φ(x) = 0, x ∈ Ωc.
(3.1)

In fact, if φ(x) is an eigenfunction normalized as

‖φ‖2 :=

∫

Rn

|φ(x)|2 dx =

∫

Ω

|φ(x)|2 dx = 1, (3.2)

then the corresponding eigenvalue E > 0 can also be computed as

E : = E(α)(φ) =

∫

Ω

[

φ(x)∗(−∆)α/2φ(x) + V
Ω
(x)|φ(x)|2

]

dx

=

∫

Rn

|k|α|φ̂(k)|2 dk+

∫

Ω

V
Ω
(x)|φ(x)|2 dx, (3.3)

where φ̂ := φ̂(k) is the Fourier transform of φ := φ(x). We will investigate asymp-
totically and numerically the first two smallest eigenvalues and their corresponding
eigenfunctions of (3.1) and then formulate the gap conjecture (1.18).

3.1. Scaling property. Under the transformation (2.2), consider the re-scaled
eigenvalue problem

L̃FSO φ̃(x̃) :=
[

(−∆)
α
2 + Ṽ

Ω̃
(x̃)

]

φ̃(x̃) = Ẽ φ̃(x̃), x̃ ∈ Ω̃,

φ̃(x̃) = 0, x̃ ∈ Ω̃c.
(3.4)

Then we have
Lemma 3.1. Let E be an eigenvalue of (3.1) and φ := φ(x) is the corresponding
eigenfunction, then Ẽ = DαE is an eigenvalue of (3.4) and φ̃ := φ̃(x̃) = φ(Dx̃) = φ(x)
is the corresponding eigenfunction, which immediately imply the scaling property on the
fundamental gap δ(α) of (3.1) as

δ(α) =
δ̃(α)

Dα
, 0 < α ≤ 2, (3.5)

where δ̃(α) is the fundamental gap of (3.4) with the diameter of Ω̃ as 1.

Proof. From (1.3), a direct computation implies the scaling property of the
fractional Laplacian operator

(−∆)α/2φ(x) = Cn,α

∫

Rn

φ(x) − φ(y)

|x− y|n+α
dy = Cn,α

∫

Rn

φ(Dx̃)− φ(Dỹ)

|Dx̃−Dỹ|n+α
Dn dỹ

= D−αCn,α

∫

Rn

φ̃(x̃)− φ̃(ỹ)

|x̃− ỹ|n+α
dỹ = D−α (−∆)α/2φ̃(x̃), x ∈ Ω, x̃ ∈ Ω̃.

(3.6)
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Noticing

φ(x) = 0, x ∈ Ωc ⇐⇒ φ̃(x̃) = 0, x̃ ∈ Ω̃c. (3.7)

Substituting (3.6) into (3.1), noting (3.4), we get

E φ̃(x̃) = E φ(x) =
[

(−∆)
α
2 + V

Ω
(x)

]

φ(x) =
[

D−α (−∆)
α
2 + V

Ω
(Dx̃)

]

φ̃(x̃)

= D−α
[

(−∆)
α
2 +DαV

Ω
(Dx̃)

]

φ̃(x̃) = D−α
[

(−∆)
α
2 + Ṽ

Ω̃
(x̃)

]

φ̃(x̃), (3.8)

where x ∈ Ω and x̃ ∈ Ω̃, which immediately implies that φ̃(x̃) is an eigenfunction of the
operator (−∆)

α
2 + Ṽ

Ω̃
(x̃) with the eigenvalue Ẽ = DαE.

3.2. Asymptotic results when 0 ≤ 2−α ≪ 1. For the fundamental gap δ(α)
of the FSO (1.1) in 1D with box potential, we have

Lemma 3.2. Taken n = 1, Ω = (0, 1) and V
Ω
(x) ≡ 0 for x ∈ Ω in (3.1), when

0 ≤ ε := 2− α ≪ 1, we have

δ(α) ≈− 2π2

Γ(4− α)
sec(απ/2)

[

4 1F2(2; 2− α/2, 5/2− α/2;−π2)

+ 1F2(2; 2− α/2, 5/2− α/2;−π2/4)
]

,

=3π2 + C1(2− α) +O((2 − α)2) = 3π2 + C1ε+O(ε2), (3.9)

where C1 = π2[−3 + 3γE + 4 1F
(0,{1,0},0)
2 (2; 1, 3/2;−π2) + 4 1F

(0,{0,1},0)
2 (2; 1, 3/2;−π2)

+ 1F
(0,{1,0},0)
2 (2; 1, 3/2;−π2/4) + 1F

(0,{0,1},0)
2 (2; 1, 3/2;−π2/4)] with γ

E
= 0.577 . . . the

Euler-Mascheroni constant, pFq(a1, . . . , ap; b1, . . . , bq; z) is the generalized hypergeomet-
ric function defined as [5,21]

pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞
∑

k=0

(a1)k . . . (ap)k
(b1)k . . . (bq)k

zk

k!
, (3.10)

with (a)0 = 1 and (a)k = a(a + 1) . . . (a + k − 1), and 1F
(0,{1,0},0)
2 (a1; b1, b2; z) and

1F
(0,{0,1},0)
2 (a1; b1, b2; z) are the derivatives with respect to b1 and b2, respectively.

Proof. For n = 1, Ω = (0, 1) and VΩ(x) ≡ 0 in (3.1), when α = 2, the first two
smallest eigenvalues and their corresponding normalized eigenfunctions can be given
as [8, 10]

El(2) = l2π2, φl(x) =

{ √
2 sin(lπx), if x ∈ (0, 1)

0, otherwise,
l = 1, 2. (3.11)

The Fourier transform of φl(x) (l = 1, 2) can be computed as

φ̂l(k) =

√
2lπ((−1)le−ik − 1)

k2 − l2π2
, k ∈ R. (3.12)

It is worth noticing that k = ±lπ are not singular points of φ̂l(k). In fact, we have that

limk→lπ φ̂l(k) = −i/2 and limk→−lπ φ̂l(k) = i/2. When α satisfies 0 ≤ 2 − α ≪ 1, the

two normalized eigenfunctions φ
(α)
l (x) (l = 1, 2) corresponding to the first two smallest

eigenvalues of (3.1) can be well approximated by φl(x) (l = 1, 2), respectively, i.e.

φ
(α)
1 (x) ≈ φ1(x), φ

(α)
2 (x) ≈ φ2(x), x ∈ R. (3.13)
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Substituting (3.13) into (3.3), noting (3.12), we can obtain the approximations of the
first two smallest eigenvalues El(α) (l = 1, 2) as

El(α) = E(α)(φ
(α)
l ) ≈ E(α)(φl) =

∫ 1

0

φl(x) (−∆)α/2φl(x) dx

=
1

2π

∫

R

|k|α|φ̂l(k)|2 dk = 2l2π

∫

R

1− (−1)l cos(k)

(k2 − l2π2)2
|k|α dk, l = 1, 2. (3.14)

Combining (3.10) and (3.14), we obtain

E1(α) ≈
2α−2π

5
2 sec(απ/2)

Γ
(

2− α
2

)

Γ
(

5−α
2

) 1F2(2; 2− α/2, 5/2− α/2;−π2/4),

E2(α) ≈ − 2απ
5
2 sec(απ/2)

Γ
(

2− α
2

)

Γ
(

5−α
2

) 1F2(2; 2− α/2, 5/2− α/2;−π2).

(3.15)

Plugging (3.15) into (1.9) and noticing 0 ≤ ε = 2− α ≪ 1 and the fact that

Γ
(

2− α

2

)

Γ

(

2− α

2
+

1

2

)

= 2α−3
√
πΓ(4− α) (3.16)

due to the Legendre duplication formula, we obtain the first approximation in (3.9).
Furthermore, using Taylor’s expansion at ε = 0 (or α = 2), we obtain the second
asymptotic expansion in terms of ε = 2− α in (3.9).

Similarly, taken n = 2, Ω = (0, 1)× (0, L) with 0 < L ≤ 1 and V
Ω
(x) ≡ 0 for x ∈ Ω

in (3.1), when 0 < ε := 2− α ≪ 1, we have

E1(α) ≈
π2

L3

∫∫

R2

(k21 + k22)
α/2 2 + 2 cos(k1)

(k21 − π2)2
2 + 2 cos(k2L)

(k22 − π2/L2)2
dk1dk2,

E2(α) ≈
4π2

L3

∫∫

R2

(k21 + k22)
α/2 2− 2 cos(k1)

(k21 − 4π2)2
2 + 2 cos(k2L)

(k22 − π2/L2)2
dk1dk2,

δ(α) = E2(α)− E1(α).

(3.17)

Then one can obtain an asymptotic approximation of δ(α) = E2(α) − E1(α) when
0 < 2 − α ≪ 1. Extension to (3.1) with n = 3, Ω = (0, 1) × (0, L1) × (0, L2) with
0 < L2 ≤ L1 ≤ 1 and V (x) ≡ 0 for x ∈ Ω can be done in a similar way. The details are
omitted here for brevity.

Unlike the case for the local FSO, for the FSO (3.1), it is difficult to get a concise
lower bound of δ(α) based on the asymptotic result (3.9) in 1D and (3.17) in 2D. Since
our aim is not to get an optimal lower bound of δ(α), one idea is to check whether the
lower bound for the local FSO obtained in the previous section remains valid for the
FSO. In order to do so, Figure 3.1 compares the fundamental gaps of (3.1) obtained
numerically, the asymptotic approximations given in (3.9) for 1D, and the lower bounds
of δloc(α) given in (2.13) (or (1.17)) and (2.21) for n = 1 and 0 ≤ 2− α ≪ 1.

From Figure 3.1, we can see that: (i) our asymptotic results agree with the numerical
results very well when 0 ≤ 2 − α ≪ 1; (ii) the lower bound of δloc(α) given in (2.21) is
still a lower bound of δ(α); and (iii) when n = 1, the lower bound of δloc(α) given in
(1.17) is not a lower bound of δ(α). With these observations, we will test numerically
whether the lower bound of δloc(α) given in (2.21) is still a lower bound of δ(α) for
general geometry and general potential in the next subsection.
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Figure 3.1. Comparison of the lower bound in (2.21) (solid line) and in (2.13) (dotted line),
numerical results (dashed line) and asymptotic results in (3.9) (dash-dotted line) for the fundamental
gap δ(α) of the FSO (3.1) with n = 1, Ω = (0, 1) and VΩ (x) ≡ 0 for x ∈ Ω.
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Figure 3.2. Comparison of the lower bound in (2.21) (solid line) and numerical results (dashed
lines) for the fundamental gap δ(α) of the FSO (3.1) with n = 1, Ω = (0, 1) and VΩ (x) ≡ 0 (left) or
different convex potentials VΩ (x) (right).

3.3. Numerical results for general potentials. Numerical solution of the
eigenvalue problem (3.1) is very challenging due to the non-local boundary condition in
an unbounded domain. There exist some numerical methods for PDEs with fractional
Laplacian in unbounded domains based on finite-difference methods (cf. [24,27,50] and
spectral methods (cf. [31, 37]). In [46], we developed a promising method using the
mapped Chebyshev functions for solving PDEs with fractional Laplacian in unbounded
domain. We adopt this method to solve (3.1) numerically. Thanks to the scaling
property shown in Lemma 3.1, the diameter of the domain Ω is always taken as D = 1.

Figure 3.2 shows the numerical results on the fundamental gap δ(α) of (3.1) when
n = 1, Ω = (0, 1) with different external potentials V

Ω
(x). Figure 3.3 shows similar

results with n = 2, different Ω and different external potentials V
Ω
(x, y).

Again, based on our asymptotic results in the previous subsection and numerical
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Figure 3.3. Comparison of the lower bound in (2.21) (solid line) and numerical results (dashed
lines) for the fundamental gap δ(α) of the FSO (3.1) with n = 2 and a rectangular type domain
Ω = (0, d)×(0,

√
1− d2) with different 0 < d < 1(left); and an elliptic domain Ω = {(x, y) |x2+y2/d2 ≤

1} with different 0 < d ≤ 1 (right). The external potential is chosen as VΩ (x, y) ≡ 0 (top) or
VΩ (x, y) = (x2 + y2)/2 (bottom) in Ω.

results in Figures 3.2 & 3.3 as well as extensive numerical results which draw a similar
conclusion and thus are not shown here for brevity, we are confident to formulate the
gap conjecture (1.18) for the FSO (3.1).

4. The fundamental gaps of the FSO (1.1) in the whole space
In this section, we will study asymptotically and numerically the first two smallest

eigenvalues and their corresponding eigenfunctions of the eigenvalue problem (1.5) gen-
erated by the FSO (1.1) in the whole space and then formulate a gap conjecture. Here
we assume V (x) ∈ L∞

loc(R
n).

In many applications [8], the following harmonic potential is widely used

V (x) =

n
∑

j=1

γ2
j x

2
j , x = (x1, . . . , xn)

T ∈ R
n, (4.1)

where γ1 > 0, . . ., γn > 0 are given positive constants. Without loss of generality, we
assume that 0 < γ1 ≤ . . . ≤ γn. Denote γ := γ1 and ηj :=

γj

γ1
≥ 1 (j = 1, . . . , n) and

η = max1≤j≤n ηj = ηn = γn

γ1
≥ 1, then the harmonic potential (4.2) can be re-written

as

V (x) = γ2
n
∑

j=1

η2jx
2
j = γ2



x2
1 +

n
∑

j=2

η2jx
2
j



 , x = (x1, . . . , xn)
T ∈ R

n. (4.2)
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4.1. Scaling property. Introduce

D := γ− 2
2+α , x̃ =

x

D
, Ṽ (x̃) = x̃2

1 +
n
∑

j=2

η2j x̃
2
j , φ̃(x̃) = φ(x), x, x̃ ∈ R

n, (4.3)

and consider the re-scaled eigenvalue problem

L̃FSO φ̃(x̃) :=
[

(−∆)
α
2 + Ṽ (x̃)

]

φ̃(x̃) = Ẽ φ̃(x̃), x̃ ∈ R
n, (4.4)

then we have

Lemma 4.1. Let E be an eigenvalue of (1.5) with (4.2) and φ := φ(x) is the corre-

sponding eigenfunction, then Ẽ = γ− 2α
2+αE is an eigenvalue of (4.4) and φ̃ := φ̃(x̃) =

φ(Dx̃) = φ(x) is the corresponding eigenfunction, which immediately imply the scaling
property on the fundamental gap δ(α) of (1.5) with (4.2) as

δ(α) = γ
2α

2+α δ̃(α), 0 < α ≤ 2, (4.5)

where δ̃(α) is the fundamental gap of (4.4).

Proof. From (4.3), similar to (3.6), we have

(−∆)α/2φ(x) = D−α (−∆)α/2φ̃(x̃), x, x̃ ∈ R
n. (4.6)

Substituting (4.6) into (1.5) with (4.2), noting (4.2)-(4.4), we get

E φ̃(x̃) = E φ(x) =
[

(−∆)
α
2 + V (x)

]

φ(x) =
[

D−α (−∆)
α
2 + V (Dx̃)

]

φ̃(x̃)

= D−α
[

(−∆)
α
2 +D2+αγ2Ṽ (x̃)

]

φ̃(x̃) = γ
2α

2+α

[

(−∆)
α
2 + Ṽ (x̃)

]

φ̃(x̃), (4.7)

where x, x̃ ∈ R
n and D = γ−2/(2+α), which immediately implies that φ̃(x̃) is an eigen-

function of the operator (−∆)
α
2 + Ṽ (x̃) with the eigenvalue Ẽ = γ− 2α

2+αE.

4.2. Asymptotic results for harmonic potential when 0 ≤ 2 − α ≪ 1.
Consider a harmonic potential in (1.5) as (4.1) (or (4.2)). By using the Fourier transform
over R

n, the eigenvalue problem (1.5) can be reformulated as a standard eigenvalue
problem in the phase (or Fourier) space as, i.e. without the fractional Laplacian operator



−
n
∑

j=1

γ2
j

∂2

∂k2j
+ |k|α



 φ̂(k) = E φ̂(k), k = (k1, . . . , kn)
T ∈ R

n, (4.8)

where φ̂(k) is the Fourier transform of φ(x) over the whole space R
n. Introduce

k̃j =
kj
γj

, j = 1, . . . , n, φ̃(k̃) = φ(k) = φ(γ1k̃1, . . . , γnk̃n), k, k̃ ∈ R
n, (4.9)

then the eigenvalue problem (4.8) can be reformulated as an eigenvalue with the Lapla-
cian






−∆+





n
∑

j=1

γ2
j |k̃j |2





α/2





φ̃(k̃) = E φ̃(k̃), k̃ = (k̃1, . . . , k̃n)

T ∈ R
n, (4.10)
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In fact, if φ(x) 6= 0 is an eigenfunction of (1.5) corresponding to the eigenvalue E,

then φ̂(k) 6= 0 is an eigenfunction of (4.8) corresponding to the same eigenvalue E,
and φ̃(k̃) 6= 0 is an eigenfunction of (4.10) corresponding to the same eigenvalue E. In
addition, we have

E =
1

∫

Rn |φ̂(k)|2 dk

∫

Rn





n
∑

j=1

γ2
j

∣

∣

∣

∣

∣

∂φ̂(k)

∂kj

∣

∣

∣

∣

∣

2

+ |k|α
∣

∣

∣φ̂(k)
∣

∣

∣

2



 dk

=
1

∫

Rn |φ̃(k̃)|2 dk̃

∫

Rn






|∇φ̃(k̃)|2 +





n
∑

j=1

γ2
j |k̃j |2





α/2
∣

∣

∣φ̃(k̃)
∣

∣

∣

2






dk̃. (4.11)

Lemma 4.2. Taken n = 1 and a harmonic potential V (x) as (4.2) in (1.5), when
0 ≤ ε := 2− α ≪ 1, we have

δ(α) ≈ γ +
αγα/2

√
π

Γ

(

1 + α

2

)

= 2γ + C2ε+O(ε2), (4.12)

where C2 = − 1
2

(

γ + γ ln(γ) + γΨ
(

3
2

))

with Ψ(z) = Γ′(z)/Γ(z) the logarithmic deriva-
tive of the gamma function.

Proof. When n = 1 and α = 2, the first two smallest eigenvalues and their
corresponding eigenfunctions of the eigenvalue problem (1.5) with (4.2) can be given
as [8, 10]

E1(2) = γ, φ1(x) =
(γ

π

)1/4

e−γx2/2, x ∈ R,

E2(2) = 3γ, φ2(x) =
√

2γx
(γ

π

)1/4

e−γx2/2.

(4.13)

The Fourier transform of φl(x) (l = 1, 2) can be computed as

φ̂1(k) =

√
2π1/4

γ1/4
e−

k2

2γ , φ̂2(k) =
−2iπ1/4

γ3/4
ke−

k2

2γ , k ∈ R. (4.14)

When α satisfies 0 ≤ 2 − α ≪ 1, the two normalized eigenfunctions φ
(α)
l (x) (l = 1, 2)

corresponding to the first two smallest eigenvalues of (1.5) can be well approximated
by φl(x) (l = 1, 2), respectively, i.e.

φ
(α)
1 (x) ≈ φ1(x), φ

(α)
2 (x) ≈ φ2(x), x ∈ R. (4.15)

Substituting (4.15) and (4.14) into (4.11), we can obtain the approximations of the first
two smallest eigenvalues El(α) (l = 1, 2) as

E1(α) = E(α)(φ
(α)
1 ) ≈ E(α)(φ1) =

γ

2
+

γα/2

√
π
Γ

(

1 + α

2

)

,

E2(α) = E(α)(φ
(α)
2 ) ≈ E(α)(φ2) =

3γ

2
+

2γα/2

√
π

Γ

(

3 + α

2

)

.

(4.16)

Subtracting the first equation from the second equation in (4.16), we get

δ(α) = E2(α)− E1(α) ≈ γ +
2γα/2

√
π

Γ

(

1 +
1 + α

2

)

− γα/2

√
π
Γ

(

1 + α

2

)
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= γ +
(1 + α)γα/2

√
π

Γ

(

1 + α

2

)

− γα/2

√
π
Γ

(

1 + α

2

)

= γ +
αγα/2

√
π

Γ

(

1 + α

2

)

.

(4.17)

The proof of the first approximation in (4.12) is then completed by substituting ε = 2−α.
Then the second approximation in (4.12) can be obtained by using Taylor’s expansion
at ε = 0 (or α = 2).

Similarly, taken n = 2 and 1 = γ ≤ η2 = η in (1.5) and (4.2), when 0 ≤ ε :=
2− α ≪ 1, we get (with details omitted here for brevity)

δ(α) ≈1− 1

π
√
η

∫∫

(2k21 + 1)(k21 + k22)
αe−(k2

1+k2
2/η) dk1dk2

=1− Γ(−(1 + α)/2)Γ(1 + α/2)√
πηΓ(−α/2)

[−2F1(1/2, 1 + α/2; (3 + α)/2; 1/η)

+(2 + α) 2F1(1/2, 2 + α/2; (3 + α)/2; 1/η)]

+
α
√
πηα/2

η − 1
[−η 2F1(−1/2,−α/2; (1− α)/2; 1/η)/Γ((1− α)/2)

+(η − 1) 2F1(1/2,−α/2; (1− α)/2; 1/η)/Γ((1− α)/2) sec(απ)] . (4.18)

In order to verify the asymptotic results (4.12) in 1D and (4.18) in 2D when 0 ≤ 2−
α ≪ 1, Figure 4.1 plots the asymptotic results and numerical results of the fundamental
gap δ(α) of the FSO (1.5) when 0 ≤ 2−α ≪ 1. The results indicate that our asymptotic
results are quite accurate in the regime 0 ≤ 2− α ≪ 1 (cf. Figure 4.1). In addition, we
cannot get a lower bound of the fundamental gap δ(α) from the asymptotic results!

α
1.8 1.85 1.9 1.95 2

δ(
α

)

7

7.2

7.4

7.6

7.8

8

8.2

numerical result

asymptotic result in (4.10)

α
1.8 1.85 1.9 1.95 2

δ(
α

)

1.8

1.85

1.9

1.95

2

asymptotic result in (4.16)

numerical result

Figure 4.1. Comparison of the asymptotic results in (4.12) or (4.18) (solid line) and numerical
results (dashed lines) for the fundamental gap δ(α) of the FSO (1.5) with n = 1 and V (x) = 16x2

(left) and with n = 2 and V (x, y) = x2 + 16y2 (right).

4.3. A formal lower bound on the fundamental gap in 2D. In order to
get a lower bound of the fundamental gap δ(α) of the FSO (1.5), we take n = 2 and
V (x, y) = x2 + η2y2 with η ≥ 1 in (1.5) and consider the following eigenvalue problem

[

(−∆)
α
2 + (x2 + η2y2)

]

φ(x) = E φ(x), x = (x, y)T ∈ R
2. (4.19)
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When α = 2, the first two smallest eigenvalues of (4.19) are [8, 10]

E1 := E1(2) = 1 + η, E2 := E2(2) = 3 + η, η ≥ 1. (4.20)

Motivated by the methods and results in the previous two sections, we assume
that the lower bound of the fundamental gap might depend on the parameter η – the
anisotropy of the harmonic potential. Similar to the case of the local FSO, i.e. finding

the lower bound of the fundamental gap by estimating λ
α/2
2 − λ

α/2
1 with λ1 and λ2

being the first two smallest eigenvalues of the corresponding operator when α = 2, we
formally assume that the fundamental gap δ̃(α) of (4.19) has a similar estimate as

δ̃(α) ≥ Eβ
2 − Eβ

1 = (3 + η)β − (1 + η)β , (4.21)

where 0 < β ≤ 1 is to be determined in an asymptotic way by considering η → +∞.
When η ≫ 1, the eigenfunction of (4.19) varies extremely slowly in the x-direction. As
a result, the problem (4.19) can be formally well approximated by

[

(−∂yy)
α
2 + η2y2

]

u(y) = E u(y), y ∈ R, (4.22)

The scaling property in Lemma 4.1 implies that E ∼ O(η2α/(2+α)), which indicates that
one reasonable choice of β is

β =
2α

2 + α
. (4.23)

1.8 1.85 1.9 1.95 2
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Figure 4.2. Comparison of the asymptotic results in (4.18) (left) and the lower bound in (4.25)
(right) for the fundamental gap δ̃(α) of the FSO (4.19) for different α and η ≥ 1.

When η ≥ 1, we have

δ̃(α) ≥ ηβ

[

(

1 +
3

η

)β

−
(

1 +
1

η

)β
]

= ηβ β
1

(1 + ξ)1−β

2

η
=

2βηβ−1

(1 + ξ)1−β
,

where ξ ∈ [1/η, 3/η] ⊂ (0, 3]. Noting that 1
(1+ξ)1−β is a decreasing function when ξ ≥ 0

and taking ξ = 3, we get

δ̃(α) ≥ 2βηβ−1 1

41−β
=

4ββ

2
ηβ−1. (4.24)
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Plugging (4.23) into (4.24), we obtain a lower bound

δ̃(α) ≥ 2
4α

2+α
α

2 + α

1

η
2−α
2+α

. (4.25)

To compare the asymptotic results (4.18) in 2D and the formal lower bound in
(4.25) for the fundamental gap δ̃(α) of the FSO (4.19), Figure 4.2 shows the contour
plot of (4.18) and the lower bound in (4.25) for different η ≥ 1 and α. It shows that
(i) the asymptotic results in (4.18) degenerate to 0 when either α → 0+ or η → +∞
(cf. Figure 4.2 (left)), and (ii) the lower bound in (4.25) does show the effect of the
parameter η ≥ 1 properly since the contour line is almost vertical when η ≫ 1.

4.4. Numerical results for general potentials. Combining (4.25) and the
scaling property in Lemma 4.1, noting (4.8) and (1.5) with (4.2), we can formally obtain
a lower bound of the fundamental gap δ(α) of the FSO (1.5) with (4.2)

δ(α) = γ
2α

2+α δ̃(α) ≥ 2
4α

2+α
α

2 + α

γ
2α

2+α

η
2−α
2+α

. (4.26)

To verify numerically the lower bound in (4.26), Figure 4.3 shows numerical results of
the fundamental gap δ(α) of (1.5) with (4.2).

α
0 0.5 1 1.5 2

δ
(α

)η
(2
−
α
)/
(2
+
α
) /
γ
2α

/(
2+

α
)

0

0.5

1

1.5

2

2.5
η = 1
η = 2
η = 3
η = 4
lower bound in (4.26)

Figure 4.3. Comparison of the lower bound in (4.26) (solid line) and numerical results (dashed
lines) for the fundamental gap δ(α) of the FSO (1.5) with V (x, y) = γ2(x2 + η2y2) for different η ≥ 1
and γ > 0.

Furthermore, to check numerically whether the lower bound in (4.26) is still valid
for (1.5) with general convex harmonic-type potentials, Figure 4.4 shows numerical
results of the fundamental gap δ(α) of (1.5) with different potentials taken as Case I:
V (x, y) = 2x2 + 20y2 + cos(x) + 2 sin(2y) with γ =

√
6/2 and η = 4; and Case II:

V (x, y) = x2 + 100y2 + cos(x) + 10 sin(2y) with γ =
√
2/2 and η = 4

√
15.

Based on the asymptotic results and numerical results in this section, as well as
extensive numerical results which draw a similar conclusion and thus are not shown
here for brevity, we can formulate the following:
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α
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γ
2α
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2+

α
)

0
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1.5
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V = 2x2 + 20y2 + cos(x) + 2 sin(2y)

V = x2 + 100y2 + cos(x) + 10 sin(2y)

lower bound in (4.26)

Figure 4.4. Comparison of the lower bound in (4.26) (solid line) and numerical results (dashed
lines) for the fundamental gap δ(α) of the FSO (1.5) with different potentials V (x).

Gap Conjecture II (For the FSO (1.5) in the whole space). Assume the potential
V (x) ∈ C2(Rn) in (1.5) satisfies

γ2
1In ≤ 1

2
D2V (x) ≤ γ2

2In, x ∈ R
n, (4.27)

where 0 < γ1 ≤ γ2 are two positive constants and In is the n×n identity matrix. Denote
γ = γ1 and set η = γ2/γ1 ≥ 1, then the fundamental gap δ(α) of the FSO (1.5) can be
bounded below by

δ(α) ≥ 2
4α

2+α
α

2 + α

γ
2α

2+α

η
2−α
2+α

= 2
4α

2+α
α

2 + α

γ1

γ
2−α
2+α

2

, 0 < α ≤ 2. (4.28)

4.5. Numerical results for well potential. Consider a well potential in (1.5)

V (x) =

{

0, for x ∈ Ω,

V0, for x ∈ Ωc,
(4.29)

for some V0 > 0. We solve (1.5) with (4.29) numerically and compare the solutions
with those in (3.1) and/or (2.1) by letting V0 → +∞. Denote 0 < EV0

1 < EV0
2 < . . .

as the eigenvalues of (1.5) with (4.29) and φV0
1 (x), φV0

2 (x), . . . be the corresponding
eigenfunctions. Similarly, denote 0 < λ1 < λ2 < . . . as the eigenvalues of (3.1) and
φ1(x), φ2(x), . . . be the corresponding eigenfunctions; and denote 0 < λ̃1 < λ̃2 < . . . as
the eigenvalues of (2.1) and φ̃1(x), φ̃2(x), . . . be the corresponding eigenfunctions. All
the solutions are obtained numerically.

Figure 4.5 shows |EV0
1 − λ1| and |EV0

1 − λ̃1| for different 0 < α ≤ 2 and V0 > 0.
Similarly, Figure 4.6 shows |φV0

1 (x) − φ1(x)| and |φV0
1 (x) − φ̃1(x)| for α = 1.5 and

different V0 > 0. Numerical comparisons were also performed for other eigenvalues and
their corresponding eigenfunctions, which draw a similar conclusion and thus are not
shown here for brevity.
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Figure 4.5. Comparison of eigenvalues of (1.5) with a box potential (4.29) and those of (3.1)
and/or (2.1) for different α and V0.
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Figure 4.6. Comparison of eigenfunctions of (1.5) with a box potential (4.29) and those of (3.1)
and/or (2.1) for α = 1.5 and different V0.

From Figures 4.5 & 4.6 and additional numerical results which draw a similar con-
clusion and thus are not shown here for brevity, when α = 2, the eigenvalues and their
corresponding eigenfunctions of (1.5) with (4.29) converge to those of (3.1) and (2.1)
when V0 → +∞. However, when 0 < α < 2, the eigenvalues and their corresponding
eigenfunctions of (1.5) with (4.29) converge to those of (3.1) when V0 → +∞, and they
don’t converge to those of (2.1)!

5. The fundamental gaps of the FSO (1.1) on bounded domains with
periodic boundary conditions

Take Ω =
∏n

j=1(0, Lj) and V (x) be a periodic function with respect to Ω in (1.5).
Without loss of generality, we assume L1 ≥ L2 ≥ . . . ≥ Ln > 0 and VΩ(x) := V (x)|Ω ≥
0. In this case, (1.5) can be reduced to

LPer φ(x) :=
[

(−∆)
α
2 + V

Ω
(x)

]

φ(x) = λφ(x), x ∈ Ω,

φ(x)|∂Ω is periodic.
(5.1)

In this case, the two definitions of the fractional Laplacian operator (1.3) and (1.14) are
equivalent for 0 < α ≤ 2 [39, 40]. Let 0 < λ1 := λ1(α) < λ2 := λ2(α) be the first two
smallest positive eigenvalues of (5.1), then the fundamental gap of (5.1) is denoted as:

δper(α) := λ2(α)− λ1(α), 0 < α ≤ 2. (5.2)
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Similar to proof of Lemmas 2.1 & 3.1, we can obtain the following scaling property
(the proof is omitted here for brevity).

Lemma 5.1. Let λ be an eigenvalue of (5.1) and φ := φ(x) is the corresponding eigen-
function, under the transformation (2.2), then λ̃ = Dαλ and φ̃ := φ̃(x̃) = φ(Dx̃) are
the eigenvalue and the corresponding eigenfunction of the following eigenvalue problem

L̃Per φ̃(x̃) :=
[

(−∆)
α
2 + Ṽ

Ω̃
(x̃)

]

φ̃(x̃) = λ̃ φ̃(x̃), x̃ ∈ Ω̃,

φ̃(x̃)
∣

∣

∣

∂Ω̃
is periodic

(5.3)

which immediately imply the scaling property on the fundamental gap δper(α) of (5.1)
as

δper(α) =
δ̃per(α)

Dα
, 0 < α ≤ 2, (5.4)

where δ̃per(α) is the fundamental gap of (5.3) with the diameter of Ω̃ as 1.

Lemma 5.2. Take n = 1 and V
Ω
(x) ≡ 0 in (5.1), then we have

δper(α) =
(2π)α(2α − 1)

Lα
1

, 0 < α ≤ 2. (5.5)
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φ
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φ
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0

L
2

δper(α) if L1 = L2

δper(α)

δper(α)

Figure 5.1. Phase diagram of the first several eigenvalues and their corresponding eigenfunctions
of (5.1) with n = 2, α = 1.5 and VΩ (x) ≡ 0 for different L1/L2. Obviously, for different ratios L1/L2,

the choice of the second excited state φ
(α)
2 is different. The green part denotes the fundamental gap

δper(α) for L1 > l2.

Proof. When n = 1 and V
Ω
(x) ≡ 0 in (5.1), we know that the first three eigenvalues

and their corresponding eigenfunctions can be taken as [8, 10]

E0 := E0(α) = 0, φ
(α)
0 (x) ≡ 1√

L1

,

E1 := E1(α) =

(

2π

L1

)α

, φ
(α)
1 (x) =

√

2

L1
sin

(

2πx

L1

)

, 0 ≤ x ≤ L1,

E2 := E2(α) =

(

4π

L1

)α

, φ
(α)
2 (x) =

√

2

L1
sin

(

4πx

L1

)

.

(5.6)
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Plugging (5.6) into (5.2), we obtain (5.5) immediately.

Lemma 5.3. Take n = 2 and V
Ω
(x) ≡ 0 in (5.1), then we have

δper(α) =















(2π)α(2α/2−1)
Lα

1
, if L1 = L2,

(2π)α

Lα
2

− (2π)α

Lα
1

, if L2 < L1 ≤ 2L2,
(2π)α(2α−1)

Lα
1

, if L1 ≥ 2L2.

(5.7)

Proof. When n = 2 and V
Ω
(x) ≡ 0 in (5.1), when L1 = L2, we know that the first

three eigenvalues and their corresponding eigenfunctions can be taken as [8, 10]

E0 := E0(α) = 0, φ
(α)
0 (x) ≡ A0 :=

1
√

∏2
j=1 Lj

,

E1 := E1(α) =

(

2π

L1

)α

, φ
(α)
1 (x) =

√
2A0 sin

(

2πx

L1

)

, x = (x, y)T ∈ Ω,

E2 := E2(α) = E2(α) =

(

2
√
2π

L1

)α

, φ
(α)
2 (x) = 2A0 sin

(

2πx

L1

)

sin

(

2πy

L2

)

.

(5.8)

Plugging (5.8) into (5.2), we obtain (5.7) when L1 = L2 immediately. Similarly, when
L1 > L2, we get

E0(α) = 0, φ
(α)
0 (x) ≡ A0 :=

1
√

∏2
j=1 Lj

,

E1(α) =

(

2π

L1

)α

, φ
(α)
1 (x) =

√
2A0 sin

(

2πx

L1

)

, x = (x, y)T ∈ Ω,

E2(α) =







(

4π
L1

)α

,
(

2π
L2

)α

,
φ
(α)
2 (x) =







√
2A0 sin

(

4πx
L1

)

, if L1 ≥ 2L2,
√
2A0 sin

(

2πy
L2

)

, if L2 < L1 ≤ 2L2.

(5.9)

Plugging (5.9) into (5.2), we obtain (5.7) when L1 = L2 immediately.

For the convenience of readers, Figure 5.1 shows the phase diagram of the first
several eigenvalues and their corresponding eigenfunctions of (5.1) with respect to L1/L2

when n = 2.

6. Conclusion
By using asymptotic and numerical methods, we obtain the fundamental gaps of

the fractional Schrödinger operator (FSO) in different cases including the local FSO
on bounded domains, the FSO on bounded domains with zero extension outside the
domains, the FSO in the whole space, and the FSO on bounded domains with periodic
boundary conditions. Based on our asymptotic and numerical results, we formulate
gap conjectures of the fundamental gap of the FSO in different cases. The gap conjec-
tures link the algebraic property – difference of the first two smallest eigenvalues of the
eigenvalue problem – and the geometric property – diameters of the bounded domains.
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