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COMPUTING IN SCIENCE & ENGINEERING (CISE)

Computing in Science & Engineering

Teaching Professional Morality & Ethics to
Undergraduate Computer Science Students
through Cognitive Apprenticeships & Case
Studies: Experiences in CS-HU 130
‘Foundational Values’

Don Winiecki and Noah Salzman

Abstract—This article describes and details experience in guiding undergraduate computer science students to identify and
address issues related to inclusion, diversity and social justice as they occur in computer science education, computer science
professions, and in the products of computer science work. Specific details reported here arise from experience teaching a one-
credit undergraduate course at Boise State University (CS-HU 130, Foundational Values).

Index Terms— Diversity, Ethics, Inclusion, Professional Morality, Social Justice

1 INTRODUCTION

VEN with only occasional attention in the popular

press and academic research, one encounters a steady
stream of stories describing how members of underrepre-
sented groups in engineering and computer science have
encountered personal and systemic instances of bias. These
experiences are sometimes subtle, sometimes overt, and
come from both individuals and from the very systems in
which people learn, work and interact with technologies
[11-[8].

This set of evidence makes one thing clear — attitudes
that underpin actions that result in preference for some
people and which discount or exclude others (i.e., bias) is
a fact in the social world. Since computer science is part of
the social world, its occurrence in CS is itself unsurprising
(though at one time there was belief that CS would be free
of this phenomenon [9].) It is also apparent that accounts
of the effect of such bias are often dismissed and rational-
ized by the meritocratic fallacy in computer science and
other fields. The “meritocratic fallacy’ is a set of beliefs that
lead to the claim that raw technical and intellectual skill
(i-e., ‘merit’) is all that is required to achieve success and
status in computer science and related fields, and the re-
sulting “intuitive’ conclusion that underrepresentation of
particular groups of individuals in computer science and
related fields reflects the lack of technical and intellectual
skill among those individuals. From this, those who sub-
scribe to the meritocratic fallacy allow themselves to con-
clude that “‘underrepresented groups’ are simply not qual-
ified or even capable of meeting the demands of the field.
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With that in mind, the Computer Science department at
Boise State University and its industry partners have com-
mitted to addressing systemic bias in the field, across the
undergraduate curriculum and into student internships in
local industries. This effort has been substantively sup-
ported through an NSF RED grant (Revolutionizing Engi-
neering & Computer Science Departments) that supports
what we call the ‘Computer Science Professional’s Hatch-
ery’ (aka CSP-Hatchery).

This commitment to transformation is manifested
through an innovative curricular framework of one-credit
courses that enables the BSU computer science department
to rapidly develop and roll-out special-topics courses that
address specific needs identified by local industry, and in-
clude curricular and project-level requirements addressing
documented sources of bias as occur within the scope of
that topic. Every undergraduate student is now required
to take at least five of these one-credit courses as part of the
student's degree, and in so doing become competent in
technical and professional skills needed by their eventual
employers, and sensitive and able to respond to socio-tech-
nical factors that could lead to biases. Targeted and sys-
temic incentives are being used to facilitate faculty partici-
pation in this project.

The fact these one-credit courses are designed around
technical topics of critical strategic importance for industry
means that they also provide a powerful opportunity for
introducing aspects of ethics and professional morality as
they relate to those topics. In other words, by coupling
technical and ethics-related issues in the framework of a
nominally “technical’ course we are able to provide demon-
stration that ethics are neither separate from nor irrelevant
to technical aspects of computer science. This itself is an
important part of the environment provided by the CSP-
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Hatchery in support of our interests in promoting inclu-
sion, diversity, and social justice. Mixing technical and eth-
ics topics within courses helps us avoid the usual separa-
tion of societal concerns from technical concerns that oc-
curs when a curriculum just includes a dedicated course
on ethics and related topics that may be offered by another
department on campus (e.g., philosophy, sociology, etc.).
In such a curriculum, students are allowed to see ethical
concerns as separate from what they believe to be the tech-
nical core of their studies because the curriculum itself has
separated them.

The first of these one-credit courses (and the first Com-
puter Science course required of all students) is CS-HU 130
‘Foundational Values’. CS-HU 130 exposes students to case
studies that document breaches in inclusion, diversity and
social justice in computer science education and profes-
sional practice, and in the products of computer science
work [2], [5], [10]-[12]. In addition to a nominal exposure
to these moral and ethical breaches in the context of real
world CS activity, students are provided with a problem-
solving rubric and cognitive apprenticeship-type support
in using that rubric to systematically analyze the prob-
lem(s) and offer systemic solutions to them [13], [14]. More
detail on this process is provided below.

In the first case introduced to students, the experiences
of Susan Fowler in her role as a ‘Site Reliability Engineer’
at Uber [5] highlights how one can assign responsibility for
harassing behavior to individuals (i.e., those doing the har-
assing), but also to systemic failures in responsibility and
accountability in the surrounding organization. In analysis
of the case, students find that acting to punish or remove
the individual harasser would not remedy the systemic
problems that led the HR department at Uber to attempt
covering for and protecting him because he was a ‘high
contributor’ to the organization’s cash flow, and upper
management’s pattern of diminishing the contributions of
women in the workplace when awarding incentives. Ad-
dressing the issues that affected Fowler and others at Uber
would instead require systemic responses that influence
personnel, and several layers of management at the same
time. While the type of issues at play in this case are not
consistent with a narrowly-defined commonsense under-
standing of an engineering problem, engineers acting as re-
sponsible agents in the social system of an organization can
use the tools provided to engineer sustainable solutions to
such problems and in turn facilitate higher performance by
engineers doing engineering work. In CS-HU 130 students
do just that.

Similarly, the failure of due diligence and responsibility
over time and across societal institutions and subsets of
computer science (e.g., machine learning) allowed for the
longstanding existence of racial bias in society (i.e., the way
racism figured into assumptions and ideology of validity
in ‘big data” and social media) to be reified and literally
built into computing applications in the use of the COM-
PAS software program intended to assign risk of recidi-
vism among individuals accused of crimes in the State of
Florida [10].

In analyzing this case students identify that bias was lit-
erally built into the data that was used, and process and
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products of machine learning, as reflected in COMPAS.
They also identify that this is enabled by an incorrect defi-
nition of the problem to be addressed with machine learn-
ing, a priori biased assumptions, and unreliable and biased
data (all enabled by insensitivity to bias and lack of aware-
ness of basic social science facts and research).

When case data are made available and students are
provided with detailed support in identifying and sorting
through the historical creation of bias in criminal justice, to
bias in the data that was created for use by COMPAS, to
bias in the way these data are processed, our entry-level
computer science students are able to produce an engineer-
ing analysis of the problem and to prototype a path to sus-
tainable solutions that go beyond a narrow definition of
computer science. Perhaps more importantly, through this
process students identify that they as aspiring computer sci-
entists can have a central part of addressing associated so-
cietal problems. In other words, our students begin to see
the power of science taken broadly as a thoroughgoing fo-
cus on validity and reliability of data, data processing, and
data interpretation in order to advance the creation and
maintenance of social goods.

In accomplishing their analysis of these and other cases,
students follow a rubric based on Rawls’ theory of justice
[13], and models of organizational performance improve-
ment [14], to propose systemic and sustainable changes in
organizations that will help to reduce and remove influ-
ences that result in these breaches of ethical conduct and
responsible computer science in educational settings, pro-
fessional settings, and the effects of computer science work
on societal factors. More details are provided on this the-
ory and rubric below.

In addition, other courses in the curriculum are being
developed and updated to include modules which connect
what has historically been considered to be “purely tech-
nical” content with social science content supporting inclu-
sion, diversity and justice. This aims to gradually build a
curriculum that operates against the usual situation in
which an explicit effort to separate societal factors from
technical factors actually facilitates an environment where
individuals who claim to be unbiased are able to introduce
their implicit assumptions about social matters but claim
not to be doing so. In other words, by allowing a claimed
separation of technical and societal, we allow individuals
claiming to be “purely technical” to smuggle their implicit
assumptions into the environment as a ‘natural part’ of the
‘purely technical” or objective features of the environment.

In combination, these innovations aim to produce a
learning ecosystem in which technical and societal factors
are always included in computer science learning and
working communities. Through this process we aim to
help produce a ‘new generation’ of computer scientists
who understand the value in collaborating with social sci-
ence experts and in this process becoming knowledgeable
about the micro- and macro-societal effects of their actions
in computing. In turn, we aim to provide to current and
emerging industries entry-level professionals who are flu-
ent in necessary technical skills and equipped with the
moral sensitivity to identify and mitigate known and
emerging risks and biases, all for the betterment of their
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organizations, society and its members.

2 DiscussIioN

The core of CS-HU 130 ‘Foundational Values” modules that
focus on inclusion, diversity and social justice into courses
throughout the computer science curriculum is a frame-
work for systematically analyzing case study material doc-
umenting and detailing violations of inclusion, diversity
and social justice in computer science learning and work-
ing environments and the effects of computing products
when deployed in society, and then using a rubric based
on Rawls’ theory of justice [13] and principles of organiza-
tional performance improvement [14] to propose interven-
tions that focus on systemic (i.e.., individual and organiza-
tional) forces that are root causes of identified problems.

This rubric is presented as a worksheet used by students
to systematically analyze the problems and identify their
sub-components, and then synthesize a system of rules, in-
centives, and disincentives with added information to ad-
dress the identified problems in a way that may produce a
more inclusive, diverse and just organizational whole.
Note that we do not expect students to demonstrably solve
such problems in CS-HU 130, but rather to develop analyt-
ical skills and habits of mind that can be put to use in im-
proving their learning and working environments as they
grow.

The rubric contains four components: (a) identify empir-
ical aspects of the situation in which the problem occurs,
(b) identify rights and duties that should exist and which
apply to each status group involved in the problem situa-
tion, (c) identify/ propose objective rules, and material in-
centives and disincentives that can be put in place system-
ically in order to pull or push stakeholders to fulfill their
rights and duties, and (d) provide a brief narrative or bul-
let-list type description of how incentives and disincen-
tives will help to support and protect the rights and duties
of stakeholders across the system, and thus systemically
solve the problem.

Items “(a)” and “(b)” come directly from Rawls’ ‘theory of
justice’ [13], and are consistent with what Vallor [16] refer-
ences as ‘right thinking” and ‘right behavior” in her analysis
of what she calls techno-moral virtue, and how it can be
accomplished. Rawls” theory of justice [13] is an analytic
framework that attempts to synthesize and synchronize
principal variants of ethical theory (e.g., consequentialism,
deontology /rights, social contract/common good, justice,
and virtue) in a way that would make them all mutually
reinforcing and practicable in a diverse and socially liberal
capitalist society. While there are principled disagree-
ments with Rawls’ formulation (some saying he ‘goes too
far’ others that he “doesn’t go far enough’ in regulating par-
ticular angles of each embedded framework, and some
claiming he is simply misinterpreting ethical theory in or-
der to produce his formulation) it remains a very influen-
tial framework that converges wide variations in ethical
theory in a way that fits into current Western variants of
liberal capitalist society without also requiring highly de-
tailed and nuanced knowledge of philosophical, social,
and economic theory. This last point is a primary warrant

for using it as a basis of our developments in CS-HU 130,
where individuals are more than likely to be incoming
first-year students in computer science without such de-
tailed knowledge.

Rawls himself uses the social contract perspective as a
sort of wrapper for other ethical frameworks with the idea
that any group of individuals working toward similar ends
will require a more or less agreed-upon set of expectations
or tacit rules for what is allowable and what is not allowa-
ble. If these individuals can be seen to be somehow coop-
erating (if not collaborating) then it is also relevant to as-
sume that each member of the group will have more or less
definable rights and duties that must be fulfilled in order
to realize individual and group goals. Fundamental as-
sumptions of capitalism (which leans into the consequen-
tialist ethical perspective) hold that in order for individuals
to do anything with reliability, there must be some mate-
rial rewards or threats to rewards that pulls those individ-
uals into a regular pattern of action. This focus on what is
allowable or not allowable, rights and duties, and promise
of rewards for fulfilling expectations (or disincentives for
failing to fulfill those expectations) is a foundation for the
CS-HU 130 curriculum.

Rawls also acknowledges that modern liberal capitalist
societies are built upon an expectation that innovation, and
thus ongoing changes in the details of everyday action, will
be a constant. With this in mind there is no realistic possi-
bility of providing a highly-detailed and rigid set of rules,
rights and duties, or incentives and disincentives. How-
ever, there is also a recognition that actors will orient to the
effects of their actions and their innovations and seek to
refine them so that benefits are available to all members of
the system. In other words, while Rawls admits that indi-
viduals must have the ability to innovate in processes to
realize shared goals as innovations changes the means and
details of ends for those goals, those actors will not simply
produce work or innovations without also refining them
for the benefit of all. This requires what Rawls called the
‘wide reflective equilibrium’ — a habit of mind that re-
quires an individual to consider (a) the varying values and
interests of different members in the system along with (b)
innovations in processes even while (c) keeping top-most
goals constant, and then to refine innovations so they re-
store and/or maintain equilibrium even within the
changes of a constantly evolving modern society.

However, the kernel of the focus in CS-HU 130 is built
upon what Rawls calls the “veil of ignorance’. For Rawls,
when one is under the veil of ignorance, that individual is
unaware of one’s status in a system (gendered, racial or
ethnic, socio-economic, aged, etc.) even while one is aware
of prevailing norms, assumptions, and ways — including
embedded biases — in the system.

With the veil of ignorance, Rawls believes that an indi-
vidual is less likely to accept or ignore implicit assump-
tions that benefit only certain classes or groups of individ-
uals in a society and that (because each individual is una-
ware of one’s own membership in a particular class or
group) could put oneself at a disadvantage in a competi-
tive liberal system. Thus, with the veil of ignorance one is
more likely to consider adopting a position relative to
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rules, rights, duties, and incentives and disincentives that
would protect oneself regardless of one’s own status in the
system. Because adoption of such positions may or may
not actually benefit one’s own situation it is parallel to (but
not the same as) a virtue ethics principle in which one does
things for their overall ‘rightness” rather than for explicit
personal benefit, and a utilitarian ethics principle underly-
ing the protection of an individual’s stake in the system.

Item “(c)” in the rubric (identify objective rules, and ma-
terial incentives and disincentives that can be put in place
systemically in order to pull or push stakeholders to fulfill
their rights and duties) reflects elements of consequential-
ist ethics content incorporated into Rawls theory, but is pri-
marily derived from proven techniques for effecting sys-
temic behavior and process changes in organizational per-
formance [14]. These techniques are based on established
principles of behavioral psychology and rational-choice
theory in sociology [17] in which widespread (although
not universal) and sustainable systemic change can be ac-
complished by synchronizing two things:

e Knowledge and understanding of rules and their
consequences.

e Knowledge and understanding of the bene-
fits/costs of material incentives or disincentives
that come from fulfillment/violation of the rules.

Importantly, these two elements occur mostly in the en-
vironment of an organization and do not require a high de-
gree of personalization or customization in order to appeal
to specific individuals. This is consistent with the principle
in behavioral psychology and rational-choice theory that
systemic change is prompted by stimuli (i.e., information,
rules/duties, policies, etc.) in the performance environ-
ment, that are reinforced and made sustainable by con-
sistent provision of incentives for fulfillment of the
rules/duties, or disincentives that come when the
rules/duties are not fulfilled.

As a result of being part of the performance environment
and not as highly flexible variable that require constant
customization for each individual in an organization, the
system is more easily implemented and sustained within
typical organizational structures. This is consistent with
Rawls’ overall interest in a system of ethics that protects
common good/social contract, justice, rights, and utility,
and gestures to principles of the virtue ethics perspective
so that everyone can realize some aspects of their own per-
sonal ethical orientation.

Identifying problems associated with inclusion, diver-
sity, and social justice, identifying rights and duties, and
proposing solutions is not difficult following a careful
reading of the case with issues of ethics and justice in mind.
However, it is also not something that appears to be com-
monplace in the current ecology of technology work [1]-
[12] (or, perhaps any kind of work!). As a result, it is critical
to provide students with concrete experiences and coach-
ing in how to accomplish it in the course of activities in CS-
HU 130 ‘Foundational Values'. It is perhaps even more im-
portant to effect changes across the entire environment of
computer science education and professional work — an
issue that we will return to in the conclusion below.

COMPUTING IN SCIENCE & ENGINEERING (CISE)

In CS-HU 130 ‘Foundational Values,” this is accom-
plished through a variant of the ‘cognitive apprenticeship’
process [18]. In this process the instructor leads a struc-
tured analysis and discussion of the case using the frame-
work students are expected to use as modeled by Schon
[19].

The following section of this paper contains a descrip-
tion of the lessons that constitute the main elements of CS-
HU 130. This description follows a publicly-available les-
son plan and demonstration/prototype we have devel-
oped that fulfills the theory and ideas included above. The
description below is built around an example case and a
worked-out example of the rubric described above
<http:/ /tinyurl.com/yxqc95uf>). Please refer to that doc-
ument as you proceed with this article.

3 DETAILS OF THE LESSON

The demonstration/prototype available at the URL in-
cluded above contains the following elements:

e Page 1 contains the instructional objectives/out-
comes for the lesson. Students do not have access to
this information.

e Pages1-6includes a narrative description of the les-
son and included activities. This provides an orien-
tation to some of the nuances the instructor will in-
clude during performance of the lesson. Students
do not have access to this information.

e Page7 (Appendix A) is a blank rubric students will
complete during the lesson. Students have access to
this as a Google Doc, and should have it open on
their computers so they can add details through the
lesson. The instructor also has this rubric displayed
on the classroom projection system.

e DPages 8-10 contains the case example students
should have read before this lesson. This is availa-
ble online for students and they should have it open
on their computers so they can reference it through
the lesson. Footnotes embedded in the case provide
references to relevant related concepts from social
science and ethics.

e Pages11-13 includes an example worked-out rubric
for the instructor’s reference.

Referring to the lesson plan at the URL indicated above,
part 1 of the lesson (page 2) sets the stage for analysis by
helping students identify primary characters and actions
reflected in the case. Part 2 of the lesson (page 3) includes
a recursive analysis of the case in which ‘problems’ are
identified. The case is written so that “problems’ are iden-
tifiable as impediments to learning in a computer science
class, which reflect stereotypical bias against a female com-
puter science student (i.e., loss of inclusion and social jus-
tice in the learning environment, including failure to use
diversity as a positive contributor to learning). Following
identification of problems, in part 3 of the lesson (page 3-
4) students are guided to identify rights and duties that
should be assigned and accepted by individuals in the
story in order to fulfill their learning goals. Rights and du-
ties are symmetrical in the sense that if one can claim cer-
tain rights for oneself, then there are also duties to protect
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and ensure others have the same rights. In part 4 of the les-
son (page 4-5) the instructor guides students to identify in-
centives and disincentives that will provide material rein-
forcement for accomplishing rights and duties. Part 5 con-
stitutes creation of a brief description of how and why all
of the preceding parts will work to contribute to solutions
of the identified problems.

While the lesson plan reflects a serial process, it is not
uncommon for students to start thinking ahead and actu-
ally make observations and suggestions that could be in-
cluded in subsequent parts of the rubric. The instructor ac-
tively enters details into each section of the rubric as rele-
vant to accomplishment of lesson objectives.

Turning to the actual case example (page 8-10), we read
a case where a new female computer science student (Ja-
mie) is confronted with gender-bias in a course team pro-
ject. This is the case even though she demonstrates
knowledge and capacity to perform equal to or better than
teammates. The bias is explicitly directed from one indi-
vidual (Andy, the nominal ‘team leader’), but lack of pub-
lic response and push-back from other team members pro-
vides a tacit ratification for this bias across the team. This
makes is relevant to point out that not addressing obvious
bias will actually make someone a passive participant in
propagating the bias (i.e., even if one claims to be ‘not bi-
ased,” if one also does not act to defuse bias, one becomes
an agent in ensuring the bias persists).

Jamie responds in a manner that may suggest stereotype
threat in response to the micro- and not-so-micro aggres-
sions and she shys from seeking more participation in the
team project. After one of the other team members (Roy)
reaches out to Jamie and asks to work together with her
without the knowledge of the others he discovers that Ja-
mie has much more knowledge and skill in computer sci-
ence that contributes to the overall goal of learning, and
which explicitly help Roy. This points up the idea that act-
ing to commit stereotyped bias not only hurts the victim in
a personal way, but also hurts everyone in the situation in
systemic ways.

When Roy and Jamie return to the group to report their
gains, Andy confronts them and amplifies and diversifies
his gender-bias, all the while he and the remaining team
member (Vince) have not made accountable progress in
the project. This reinforces the backsplash effect of biased
behavior.

In the case we see that Andy appears not to be interested
in the authentic shared goal — learning, and subsequent
improvements in computer science skill and knowledge. In
his biased reactions he is not only hurting Jamie but actu-
ally working against the explicit goal of the course and the
team project and in turn producing a situation where a
very capable student (Jamie) is no longer able to help he
and others accomplish the actual goals of the class.

We also see a situation where there does not appear to
be any explicit expectations in the class for conduct condu-
cive of inclusion of members underrepresented groups. In
the context of this lack of explicit expectations, prevailing
social biases and coping strategies held by any of the actors
are allowed to enter the situation, along with other micro-

cultural norms that typify the historical lack of inclusive-
ness in computer science and other technical disciplines
3], [4], (8], [9].

Faced with this case, students are asked to put on a “veil
of ignorance’ to identify problems that could very well af-
fect themselves in similar situations (if they turn out not to
be a member of one of the ‘normal” groups), then identify
rights and duties that members of the classroom should
have, and rules, incentives and disincentives that could be
put in place to help prevent the problems from occurring
in the future. This requires the use of a ‘wide reflective
equilibrium” [13] in order to satisfy the (usually diverse)
values and assumptions of actual students in CS-HU 130
without explicitly dis-including anyone, but while still
protecting what should be the principal rights and duties
of each member toward realizing the overall goals of the
system (in this case, learning and skill development).

In practice this often requires creativity and caution on
the part of the instructor to ensure that all students can
contribute to the discussion and completion of the rubric.
Even students who hold assumptions that work against
the goals of inclusion, diversity and justice have to be
heard. This is the case because their views and assump-
tions are part of the authentic environment of computer
science and everyone has to acquire knowledge, skills, and
strategies that account for even contrary ideas.

For example, it is not uncommon for someone in the
class to note that Andy is himself disadvantaged by Roy’s
and Jamie’s private work on the project. This observation
is usually stated something like this: “If only Jamie and
Roy had told Andy that they were going to work on some
things independently, and then bring their discoveries
back to Andy and Vince, then Andy may have been more
amenable to their activity.”

Given this, the instructor can help students identify a
rule/duty specifying that independent experiments on the
project (sometimes called the ‘divide and conquer’ ap-
proach) should be made public so that every stakeholder
is aware of more contingencies in the case. We have never
heard any student disagree with this proposed rule/duty
because it does in fact provide potential benefits to every-
one on the team.

In this way, even students with nominally contrary
views and who defend actions by apparent perpetrators of
problems are included in the discussion. When these indi-
viduals learn that their statements are not simply ‘shut
down’ they often become more willing participants in the
class.

In identifying of incentives and disincentives it is com-
mon for students to focus on disincentives that would act
to punish perpetrators of identified “problems.” This is the
perfect place to introduce students to behavioral psychol-
ogy research showing that provision of incentives for ful-
filling rights/ duties, and withholding those incentives for
non-fulfillment, is actually more effective than overt pun-
ishment.

In creation of the brief description (part 4 of the rubric)
students construct what in business circles is commonly re-
ferred to as ‘the pitch’ or ‘elevator speech.” While for our
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purposes this provides evidence that a student under-
stands the system of problem solving and its value, we also
point out to students that in professional practice the ele-
vator speech is seen as a means for an individual to pro-
vide succinct and convincing evidence that demonstrates
to successively higher levels of management that a prob-
lem and its factors and variables are understood. Not only
that, but also that through this understanding one has in-
duced reputable means for addressing the problem.

This also provides an opportunity to tell students that
this also demonstrates how individuals in an organization
can effectively “manage up’ by proactively providing solu-
tions to one’s team leader or manager. ‘Managing up’ both
takes problems off the backs of management, and helps to
address problems before they threaten wellbeing of others
or the organization (as happened in the case of Susan
Fowler at Uber when the problem was apparently not
widely identified, understood, or addressed). As such, it
provides a means through which a relatively lower-level
employee can communicate to management that one is
ready and able to take on some of the inevitable issues that
face management regardless the industry. Because it is
common for some class members to also have internships
or full-time jobs in software development, it is also com-
mon for those students to reinforce this statement and the
value of being a problem-solver who “‘manages up.” This
provides a direct connection to real-world professional
practice for students in what is otherwise an entry-level
course in their degree program.

Students accomplish this activity four times in CS-HU
130. In the first instance, the instructor leads students
through the entire framework in one 75-minute class ses-
sion, using Socratic questioning that points students back
to guided (re)reading of the case, and introducing new ma-
terial related to organizational performance improvement
[14] in the process of coaching students in the perspectives
and process to be used. On the second, third, and fourth
instances, the instructor begins this process but requires
students to complete successively more of the framework
in teams of four to five students. As in any laboratory class,
the instructor consults with each student team, asking
questions about their analyses, perspectives and processes,
and guiding them to a coherent system of interventions in-
volving facts from the case, social science information, eth-
ical frameworks and rules derived from them, and incen-
tives and disincentives. The instructor intentionally ques-
tions groups about unstated assumptions behind their
analysis and their interventions, in order to bring into ex-
plicit focus the basis of their lines of reasoning.

With the description above, and more detail provided
in the lesson plan at the URL indicated above, it is possible
to see that this reflects the general process of ‘cognitive ap-
prenticeship [18]:

e Modeling: Demonstrate the desired activity and

process

e Coaching: Provide dynamic feedback/evaluation

& feedforward/coaching/prompting to focus stu-
dents on important elements as they practice

e Scaffolding: Start simple and build complexity as

students gain relevant knowledge, comprehension,
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and fluency

e Articulation: Describe what you're doing when
demonstrating, coaching, and scaffolding so stu-
dents can ‘see’ your intellectual process and trans-
late it into their own activity

e Reflection: Think back through your process as you
go, in order to abstract it into functional units

e Exploration: Consider embedded cases, side cases,
and thought experiments to exercise the process

More, and more elaborate, examples of how the cognitive
apprenticeship process can be incorporated into instruc-
tion in technical problem domains are provided by Schon
[19]. Similarly, Vallor provides substantive intellectual
grounding and examples for teaching what she calls
“techno-moral’ ethics in [16].

As suggested above, while the process of cognitive ap-
prenticeship is listed as a taxonomy, it is actually imple-
mented in a rhizomatic fashion in which each element can
lead-into and arise-from other elements [19], [20].

Across the four semesters this course has been offered,
instructional process has been dynamically adjusted. One
of these adjustments has produced a notable pattern of im-
provements in knowledge, comprehension, application,
analysis and culminating synthesis of course content [20].
This improvement occurs parallel with a straightforward
application of the instructional process of ‘fading’ - the
gradual decrease of support offered to students as they
demonstrate greater familiarity and fluency with the sub-
ject matter and its application in successively more com-
plex problem sets. Through each class, student teams
demonstrate development of ability to identify (know), de-
scribe (understand), and apply the resulting knowledge
and understanding of bias and loss of social justice as prob-
lems associated with how social structures have been informally
developed and stabilized - thus as engineering problems.
Once the problems have been so defined and understood,
they are then able to develop approaches to solving the
problems from the standpoint of human performance en-
gineering [14].

Notably, reconfiguring of issues from the standpoint of
societal problems of subjective bias to engineering prob-
lems (albeit still from Rawls’ perspective) has also afforded
a switch that appears to allow students skeptical of “lib-
eral” (scare quotes are intentional) conceptions of ‘social
justice’ to participate and contribute in ways that suggest
an important turn in both personal and professional re-
sponsibility.

Importantly, the topics addressed in case studies in CS-
HU 130 do not all conform to the sort of interpersonal bi-
ases described in the case above. We also include case stud-
ies of commercial software that reflects algorithmic bias re-
ifying long standing biases in criminal justice and racial
and gender bias in facial recognition technologies. Cases
highlighting the problems associated with panoptic obser-
vation/surveillance and use of ‘big data’ in ubiquitous ma-
chine learning required for smart city technologies are un-
der development.

The goal in this range of case examples is to provide stu-
dents with tools and experiences that permit them to see
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that computer science is not immune from the sort of social
problems that fill our news feeds daily, and in fact that
those problems occur and are in some cases reinforced by
the very technologies they aspire to develop.

However, the goal is not to take a determinist perspec-
tive asserting that technology is bad. Instead, it is our goal
to help students develop perspectives and skills in the use
of tools and those perspectives that allow them to design
and implement processes and technologies that fight
against social problems.

Across all of the above, in CS-HU 130 it is not uncom-
mon for students to rapidly ‘get the pattern” and to pro-
duce very good outputs for individuals in their first year
of undergraduate computer science study. This provides
evidence of ‘near transfer’ that allows us to say that our
approach is not only practicable in class situations but also
affects students in their day-to-day lived experiences. An-
ecdotally, some of these affected students are those who
initially expressed resistance to a class that explicitly incor-
porates an orientation to inclusion, diversity, and social jus-
tice in the catalog course description. In discussions with
these individuals, they confirm that the approach to cogni-
tive apprenticeship - and explicitly our focus on the
(Rawlsian) notion that justice is itself a social good that
both includes them and does not require them to behave
like (Whatever is their image of) the “social justice warrior”
(scare quotes are intentional) - helps to break down their
initial resistance to the content.

Focusing on the the outputs of this process in this way
has proven to be a useful ‘selling point” for the class to
some students. In response to the requirement of describ-
ing how incentives and disincentives can help to support
the rights and duties of stakeholders in the case analyses,
one student wrote in the end-of-course feedback survey “I
don’t always agree that [these cases identify] problems or
even problems for computer science, but if they are prob-
lems that management wants to solve,  now know how to
do that and how to improve my promotion potential in the
process.” This demonstrates how our focus on issues of in-
clusion, diversity and justice as organizational problems
(in addition to foundational social problems) makes the
course, its content, and its takeaways valuable for more in-
dividuals than just those who have a reason to consider
problems of bias as fundamental social problems. This is
consistent with the approach sometimes called “social jus-
tice lite’ [15] in which the realization of social justice is a
side effect of more corporate and consequentialist goals ra-
ther than a primary focus on realizing social justice.

Thus, we know our curriculum and curricular methods
work within the bounds of the course itself. However, this is
still (just) a one-credit course taken early in their student careers.
In order to assess the extent to which the outcomes of this
course transfer to their lives after CS-HU 130, we are con-
ducting an ongoing set of interviews with students who
have completed CS-HU 130 through their career at Boise
State University. In these interviews we ask about their ex-
periences in class and university life and about their per-
ceptions and actions with respect to topics introduced in
CS-HU 130.

In the four semesters that CS-HU 130 has been offered,

over 500 students have taken the course. We have com-
pleted 96 interviews with 52 students (including up to four
interviews per student. The majority of our interviewees
identify as white (40), and include Asian (6), Latinx (1) and
individuals who identify as multiracial (5).

In our interviews we find that students mostly retain an
ability to identify social problems in newspaper type ac-
counts that explicitly focus on loss of social justice in either
technology work, or in the design, deployment and use of
technology products. However, we find that transfer of
this sensitivity to ‘the wild” of their everyday lives in class
and university life to be less common than we would hope.

Specifically, while students demonstrate the ability to
analyze and propose systemic solutions to ‘prepared’ case
examples similar to those used in class, it is not as common
for students to be able to identify episodes of bias in their
daily lives. We do not see this as a problem with our cur-
riculum in CS-HU 130, but rather as a feature of very du-
rable habits of mind that they have developed and which
have been reinforced by a social world and disciplines
(e.g., computer science) that has historically been insensi-
tive to bias affecting underrepresented groups [3], [4], [8],
[9].

The obvious next step is to embed course assignments
similar to those described above into other one-credit
courses offered in our ‘Hatchery’. This has been partially
realized, though evaluation of its effects has not been com-
pleted.

In addition to this we are initiating efforts to filter simi-
lar and new activities into the more conventional three-
credit courses that make up the bulk of our computer sci-
ence curriculum so that students are exposed to a broader
diversity of cases and more practice through the overall
undergraduate curriculum.

Parallel with our developments we are encouraged to
see that many incoming faculty members have begun to
incorporate  social-justice-oriented innovations into
courses. Regular conversations with faculty members al-
lows us to learn more about their approaches and share
them with students in CS-HU 130 with the message that
this is an authentic concern of computer science. Some of
our CS-HU 130 students have followed up with those fac-
ulty members and even been added to their research teams
with the stated aim of becoming part of that ‘new genera-
tion” of computer science.

3 CONCLUSION

Above we have described curricular innovations that are
aimed at systemically addressing both conventional tech-
nical content and societal concerns about loss of inclusion,
diversity, and social justice in computer science education,
professional practice, and in the effects of CS on society.
We have described our curriculum and provided a link
and detailed description of detailed lesson plan for com-
pleting one element of the curriculum in CS-HU 130 ‘Foun-
dational Values.” CS-HU 130 is the first course undergrad-
uate computer science students are required to take to-
ward their degree at Boise State University. As such it is
intended to set the scene for students and in particular to



oNOYTULT D WN =

Computing in Science & Engineering

set expectations and provide tools and practice at identify-
ing and proposing solutions to social problems in com-
puter science education and professions.

In the context of CS-HU 130 we have provided evidence
to indicate that our students can successfully accomplish
these goals. However, additional research underway also
shows that transfer outside of this class has not been wide-
spread. We offer suggestions for addressing this and will
report on our own experiences with these efforts in the fu-
ture.
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