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Abstract

We introduce and investigate certain N player dynamic games on the line and in the
plane that admit Coulomb gas dynamics as a Nash equilibrium. Most significantly, we find
that the universal local limit of the equilibrium is sensitive to the chosen model of player
information in one dimension but not in two dimensions. We also find that players can achieve
game theoretic symmetry through selfish behavior despite non-exchangeability of states, which
allows us to establish strong localized convergence of the N–Nash systems to the expected mean
field equations against locally optimal player ensembles, i.e., those exhibiting the same local
limit as the Nash–optimal ensemble. In one dimension, this convergence notably features a
nonlocal–to–local transition in the population dependence of the N–Nash system.
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1 Introduction

In the random matrix theory (RMT) community, there is a well known study [41] by physicists
Krbálek and Šeba arguing that the spacing and arrival statistics of buses on a route in Cuernavaca,
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Mexico are well-described by the local statistics of eigenvalues of a random matrix belonging to the
Gaussian unitary ensemble (GUE), which have a repulsive density on RN , N ≥ 2, proportional to

∏
1≤k<`<N

|x` − xk|β · exp

{
−N − 1

2

N∑
i=1

(xi)2

}
, β = 2. (1.1)

Although the repulsion parameter choice β = 2 is related to the very special algebraic structure of
determinantal correlations and to “symmetry class” (see Chapter 1 of Forrester [32]), there have
been many studies identifying the emergence of such statistics for general β > 0, often where
repulsive dynamics are natural: among parked cars [1, 30, 58, 60], pedestrians [40], perched birds
[61], and even the New York City subway system [39] (such statistics have also appeared in a
geographical study [47] of France, in genetics [51], and notably among gaps between zeros of the
Riemann zeta function [57], which has already generated much research in number theory).

There have been some direct attempts to help explain such observational studies through rigorous
mathematics, such as Baik–Borodin–Deift–Suidan [6] and Baik [5], but a common theme among
these real-world systems has largely been ignored: they are all decentralized. Indeed, a striking
aspect of the NYC subway study [39] is that the MTA imposes a schedule on subway cars, quite
in contrast to the Mexican bus system, and yet Jagannath-Trogdon [39] observe that even modest
elements of individual control can still produce RMT statistics. The numerical physics paper [66]
of Warcho l appears to be the only study of an agent-based model prior to our work here.

Motivated to prove rigorous theorems on this implicit link, we introduce a dynamic N player
game whose closed and open loop models are explicitly solvable with Nash–optimal trajectories
given by Dyson Brownian motion (3.5), first introduced in [29] by Freeman Dyson; we accordingly
call it the Dyson game. More precisely, players in this prototype game aim to minimize a long time
average (“ergodic”) cost based on their distance from the origin and on the reciprocal squared dis-
tance between one another (similar to Calogero–Moser–Sutherland models; see Remark 3.1 below).
Essentially the same construction for logarithmic interactions holds in two (and higher) dimensions,
but there is an additional cost term incentivizing collinearity based on the reciprocal squared di-
ameter of the circumcircle of the triangle formed with any two other players. We refer to this two
dimensional extension as the Coulomb game since the Nash optimal trajectories are given by planar
Coulomb dynamics, studied recently by Bolley-Chafäı-Fontbona [16] and Lu-Mattingly [50].

Merely constructing an agent–based model or a genuine player–based game yielding Coulomb
interactions is not difficult, but it is significant for us to be able to identify how the solution
depends on player information and how the freedom to act individually can achieve “game theoretic
symmetry” despite the natural non-exhangeability in equilibrium. This latter feature is qualitatively
consistent with the motivating example of the buses of Cuernavaca as well as the other observational
studies above. It turns out such game theoretic symmetry fails in the open loop model but is present
in the closed loop model of “full information” (see the end of Section 5), allowing us to pursue strong
“localized” convergence of equations (see the main theorems stated in Section 3).

Open loop models are often easier to analyze because opponent reactions may not be considered
by players in their search for a Nash equilibrium. The open loop model for the Dyson and Coulomb
games is further simplified by a potential structure (Lemmas 4.5 and 9.6), which reduces the search
to a single auxiliary global problem: a “central planner” can tell every player what to do and
they end up not acting selfishly (though a priori they could). This puts us in the realm of classical
statistical physics, but to continue the game theoretic interpretation, the open loop Nash equilibrium
prescribes higher repulsion to accommodate players densely packed near the origin. In contrast,
the closed loop model realizes the option to behave selfishly through consideration of opponent
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reactions, leading to a less repulsive equilibrium that benefits players near the edge. Thus, the
closed loop equilibrium is more “fair” in that all players incur the same cost, but this cost is higher
than the average open loop cost; see Figure 2 for an illustration in the one dimensional case.

Further, both folklore and rigorous results of game theory suggest that the difference between
these two models should disappear as N →∞ given mean field interactions; see Remark 2.27 and
pgs.122, 212 in Carmona–Delarue [20] for discussion of explicit solutions, as well as the recent work
of Lacker [43] for a theoretical approach. The intuition is that a single player cannot dramatically
influence another through the empirical distribution if N is large. Corollary 3.8 below confirms
(approximate) equilibria of the models “converge together” for the Coulomb game; however, in the
Dyson game, the highly singular dependence on the population allows nearby neighbors to have a
large impact on a given player’s cost, and so the difference between the closed and open loop Nash
equilibriums does not disappear in the limit (cf. Figure 2). Consequently, in one dimension, the
universal local limit of the equilibrium depends on player information, not just on the form of cost
they face. We believe this result offers a new perspective on Problem 9 of Deift’s list [28] (though we
do not construct a specific model for the parking problem); see the end of Section 5 for discussion.

There has been a growing interest in explicit solutions to N player games, in the mean field
convergence problem, and in rank–based systems. As Lacker–Zariphopoulou [44] recently point
out, explicit solutions for N player games are scarce, especially for the setting of full information. A
solvable prototype for this setting is the class of Linear–Quadratic (LQ) models, examples of which
are reviewed in Section 2.4 of [20]; see [44] and references therein for some non–LQ but explicitly
solvable models. The work of Bardi [7] is an informative explicit case–study in the Gaussian ergodic
setting, but it is rarely remarked that the model works with “narrow strategies” (see Fischer [31]).
For the convergence problem, the early works [7, 31, 42] consider open loop and narrow strategies,
but much research on convergence for closed loop models with full information has been generated by
the systematic approach of Cardaliaguet–Delarue–Lasry–Lions [18]; see the recent work of Lacker
[43] and references therein. Finally, there are many models in the literature that include costs
depending on rank, e.g. [9, 10, 21, 56], but the player states are still designed to be exchangeable.

The Dyson and Coulomb games exhibit many interesting properties that are atypical, if not
new, for the literature on many player games. First, they furnish non–LQ but explicitly solvable N
player models that involve singular convolution transforms of the empirical distribution. Second,
the Dyson game naturally features a nonlocal–to–local transition in the population argument of the
N–Nash system as N →∞ (see Cardaliaguet [17] for more general discussion of such transitions).
Third, the difference between the closed and open loop models of the Dyson game does not vanish
in the limit and thus the models exhibit different universal local limits. Fourth and finally, we
believe this paper is the first to work directly with the naturally ordered players in equilibrium and
to establish convergence of equations in such a strong localized sense.

We remark that consideration of the Dyson game seems to have been anticipated somewhat
in the bibliographical notes of Chapter 23 of Villani [63]. Indeed, pgs. 691-692 review Nelson’s
approach to the foundations of quantum mechanics and give as an example the Euler equation with
negative cubic pressure (cf. the mean field equation (6.1) below). Matytsin [52] was the first to
observe this equation arise in the qualitative description of some random matrix models, and his
results were later made rigorous by Guionnet–Zeitouni [37], [38] using large deviation techniques;
see Menon [55] for more discussion on this thread of literature. These bibliographical notes of
Villani conclude by broadly observing how this same class of such variational problems had recently
arisen (unexpectedly at the time) in the initial work of Lasry-Lions [46] on mean field games, who
also in fact reference this connection at the end of their Section 2.5. Thus, we believe the direction
we pursue here is quite natural given the subsequent developments of many player game theory.
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Outline

After introducing frequently used notation in Section 2, we review our main results in Section 3,
stating completely those we consider most significant. We then articulate the closed and open loop
models for the Dyson game in Section 4 and use the solutions (3.3), (4.14) of the ergodic PDEs
(3.2), (4.13) to prove Verification Theorems 5.1, 5.2 in Section 5. In Section 6, we use the mean
field analogs (3.6),(6.2) of these solutions to guess the limiting equations (3.7),(6.1) on Wasserstein
space; most notably, the master equation (3.7) features a local coupling. Then, using the theory
of gradient flows on Wasserstein space [2], Section 7 proves a Verification Theorem 7.3 for the
associated mean field game formulation. Finally, Section 8 recovers the master equation (3.7) from
the N Nash system (3.2) by integrating sequences of equations against locally optimal ensembles;
Section 9 pursues the same for the two dimensional Coulomb game.

2 Notation

Fix N ≥ 2. We often make use of the abbreviation “
∑

k:k 6=i” for “
∑N

k=1,k 6=i”. We write P(R) for the

set of probability measures µ on R, P2(R) for the subset with finite second moment,
∫
R |x|

2µ(dx) <
∞, and Pp(R) for the subset with densities m(x) in Lp(R), p > 0. We also write Pp2 (R) :=
P2(R) ∩ Pp(R). If T : R → R is Borel measurable, we denote the push forward of µ ∈ P(R) by
T#µ := µ ◦ T−1. We always assume P(R) to be topologized by weak convergence of probability
measures and P2(R) to be endowed with the r–Wasserstein distance with r = 2, defined by

dr(µ, ν) := min
γ∈Γ(µ,ν)

{(∫
R×R
|x− y|r γ(dx, dy)

)1/r
}
, r ≥ 1,

where Γ(µ, ν) is the set of couplings γ for µ, ν ∈ P2(R). For any µ ∈ P(R) and f ∈ L1(µ), we write
µ[f ] :=

∫
R f(x)µ(dx) (and the same for higher dimensions).

To emphasize the nonlocal–to–local transition when passing to the limit in equations, we use
Greek letters “µ(dx), ν(dx), . . .” for probability measures and use Latin letters “m(x), n(x), . . .”
for their densities. We also use bold symbols “x,X” to indicate vectors in RN and use “z,Z” for
vectors in (R2)N ; whether the symbols φ,α are vectors in RN or (R2)N will be clear from context.
Accordingly, for any x = (x1, . . . , xN) ∈ RN , we write

µNx :=
1

N

N∑
k=1

δxk , µN,ix :=
1

N − 1

∑
k:k 6=i

δxk

for the ordinary and ith empirical distribution of x, 1 ≤ i ≤ N , respectively. We use similar
notation for z = (z1, . . . , zN), zi ∈ R2, 1 ≤ i ≤ N . For norms, we write “|z|” for z ∈ R2 and “‖x‖,
‖z‖” for x ∈ RN and z ∈ (R2)N .

For partial derivatives, we often use the abbreviations such as ∂i := ∂
∂xi

. A functional U :
P2(Rd)→ (−∞,+∞] is said to have a linear functional derivative if there exists a function (µ, x) 7→
δU
δµ

(µ)(x) continuous on P2(Rd)× Rd such that for all µ, ν ∈ P2(Rd),

U(µ)− U(ν) =

∫ 1

0

∫
Rd

δU
δµ

((1− t)ν + tµ)(x)(µ− ν)(dx)dt.

Chapter 10 of Ambrosio-Gigli-Savaré [2] puts forth a theory of subdifferential calculus for functionals
on the Wasserstein space P2(Rd), and one can often interpret their intrinsic notion of minimal
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selection “∂oU(µ)(x)” of subdifferential as

∂µU(µ)(x) := ∇x
δU
δµ

(µ)(x). (2.1)

From this point of view, one can refer to “∂µ” as the Wasserstein gradient. The same object was
independently arrived at by Lions [48] using an extrinsic approach and thus is also referred to as
the L-derivative; see Chapter 5 of Carmona-Delarue [20] or Gangbo-Tudorascu [34] for a deeper
discussion and comparison.

For any µ ∈ P(R), consider a function h : R → R such that, for almost every x ∈ R, the
integral

∫
R h(x− y)µ(dy) exists or its principal value exists. Denote this quantity “(h ∗ µ)(x)”, the

convolution of h with µ. We will find it convenient to set for z ∈ R2 \ {(0, 0)}

h0(z) := log |z|, h1(z) :=
z

|z|2
, h2(z) :=

1

|z|2
. (2.2)

We retain the same definitions when evaluated at x ∈ R \ {0}, viewed as embedded in R2 \ {(0, 0)}.
Hence, we may write the Hilbert Transform as

Hµ(x) := p.v.

∫
R

µ(dy)

x− y
= lim

ε↓0

∫
|x−y|>ε

µ(dy)

x− y
= (h1 ∗ µ)(x). (2.3)

Recall there exists Ap > 0 such that ‖Hµ‖p ≤ Ap‖m‖p for all µ ∈ Pp(R), 1 < p <∞, with density
m(x) (see, e.g., Theorem 1.8.8 of Blower [15]). Define also the transform1

Hµ(z) :=

∫
R2

z − w
|z − w|2

µ(dw), z ∈ R2. (2.4)

and write

H[µHµ](z) :=

∫
R2

〈
z − w
|z − w|2

,Hµ(w)

〉
µ(dw), (2.5)

where 〈ξ, η〉 stands for ordinary dot product of ξ, η ∈ R2. Also we let D(ξ, η) denote the diameter
of the circumcircle of the triangle determined by ξ, η, and (0, 0) in R2.

For any β > 0, let µβ ∈ P(R) denote the Wigner semicircle law with density

mβ(x) :=
1

πβ

√
2β − x2 · 1[−

√
2β,
√

2β](x). (2.6)

Throughout the paper, (Ω,F ,F = (Ft)t≥0,P) will denote a complete filtered probability space
supporting an N -dimensional Wiener process (Wt)t≥0 and supporting a 2N -dimensional Brownian
motion (Bt)t≥0 in (R2)N whose two dimensional components we denote by Bi

t ∈ R2. We often write
X ∼ µ to mean the random variable X has distribution µ ∈ P(R).

Define the open Weyl chamber

WN := {x ∈ RN : x1 < · · · < xN}

and write WN for its closure. Similarly, we write

DN := {z ∈ (R2)N : zi 6= zj, for all 1 ≤ i < j ≤ N}.

We let B(r) := {z ∈ R2 : |z| < r} denote the open ball of radius r ≥ 0. Finally, we will need some
linear ordering ≺ on R2 ≈ C. Given such an ordering, restrict the domain DN by defining

DNordered := {z ∈ (R2)N : z1 ≺ · · · ≺ zN , zk 6= z`, 1 ≤ k < ` ≤ N}.

For a concrete example of such a linear ordering ≺ and an application, see Example 3.10 below.

1There is no need for a principal value integral since z/|z|2 is integrable near z = (0, 0) in R2.
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3 Statement and review of main results

The Dyson Game

Fix σ > 0 and C2 ∈ R. For 1 ≤ i ≤ N , let

FN,i(x) :=
(xi)2

8
+ C2

(h2 ∗ µN,ix )(xi)

N − 1
=

(xi)2

8
+

C2

(N − 1)2

∑
k:k 6=i

1

(xi − xk)2
, x ∈ WN . (3.1)

and consider the ergodic N -Nash system

− σ2

2(N − 1)
∆xv

N,i(x)+
∑
k:k 6=i

∂kv
N,k(x)∂kv

N,i(x)+
1

2
(∂iv

N,i)2(x) = FN,i(x)−λN,i, x ∈ WN , 1 ≤ i ≤ N.

(3.2)
The game theoretic counterpart of these equations is the closed loop model of the Dyson game,
detailed in Section 4, where Lemma 4.3 shows that if we can write C2 = β(3

2
β − 2σ2)/4 for some

β ∈ R, then the ergodic value pairs{
vN,iβ (x) := (xi)2

4
− β

2
(log | · | ∗ µN,ix )(xi), x ∈ WN

λN,iβ := β
4

+ σ2

4(N−1)

, 1 ≤ i ≤ N, (3.3)

form a classical solution to the N–Nash system (3.2) on WN . Lemma 4.7 similarly solves the open
loop model of the Dyson game given the relationship C2 = β(β − 2σ2)/4. Now define

βclosed(C2) :=
2

3

(
σ2 +

√
σ4 + 6C2

)
, βopen(C2) := σ2 +

√
σ4 + 4C2. (3.4)

Then Theorems 5.1, 5.2 verify that β/σ2-Dyson Brownian motion (X∗t )t≥0, with components

dX∗it = −∂ivN,iβ (X∗t )dt+
σ√
N − 1

dW i
t =

[
β

2
(h1 ∗ µN,iX∗

t
)(X∗it )− X∗it

2

]
dt+

σ√
N − 1

dW i
t , (3.5)

serves as a closed loop Nash equilibrium if β = βclosed(C2) and as an open loop Nash equilibrium
if β = βopen(C2). These optimality concepts are reviewed in Section 4. In particular, βclosed(C2) 6=
βopen(C2) for any C2 ≥ −σ4/6, and they do not converge together as N →∞; see the end of Section
5 for more discussion.

Remark 3.1. Lemma 4.3 showing (3.3) solves (3.2) was the real starting point of this paper: it
indicates that the most basic element of exact solvability of Calogero-Moser-Sutherland models
(cf. Proposition 11.3.1 of Forrester [32], especially the algebraic identities (4.15), (4.16) below) is
compatible with Nash optimality as expressed through the N Nash system (3.2). We note that
the form “β(β − 2σ2)/4” is characteristic of the classical Calogero–Moser–Sutherland models (up
to a constant factor), but the new relationship “β(3

2
β − 2σ2)/4” has the interpretation of yielding

a smaller repulsion for a given such coefficient value C2, which benefits players at the “edge” who
have more space. Letting σ = 1, we recall the significance of β = 2 as corresponding to the free
fermion regime (see Section 11.6 of Forrester [32]). Our calculations suggest β = 4/3 might admit
an analogous interpretation and significance, which we plan to pursue in future work.
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Now observe we may write the solution (3.3) to the N–Nash system (3.2) in the form vN,iβ (x) =

Uβ(xi, µN,ix ), where

Uβ(x, µ) :=
x2

4
− β

2
(log | · | ∗ µ)(x), (x, µ) ∈ R× Pp2 (R), 1 < p <∞. (3.6)

Using equation (71) of Cardaliaguet–Porretta [19] to guess the mean field analog of the N–Nash
system (3.2), Lemma 6.2 shows that the pair (Uβ(x, µ), β

4
) forms a solution to a mean field equation

we refer to as the Voiculescu–Wigner master equation on R× Pp2 (R), 2 ≤ p <∞:∫
R
∂µU(x, µ)(z)∂xU(z, µ)µ(dz) +

1

2
|∂xU(x, µ)|2 =

x2

8
+
π2β2

8
m(x)2 − λ, (3.7)

where we recall the definition (2.1) for the Wasserstein gradient “∂µ”. Relying on this result,
Theorem 7.3 identifies the limiting flow µ∗ = (µ∗t )t≥0 of the empirical measures (µNX∗

t
)t≥0 of (3.5) as

an equilibrium of the mean field game formulation, according to Definition 7.2.
Since the results we just reviewed above are standard principles (albeit in a nonstandard and

singular setting requiring somewhat special formalism and arguments), we have left their full state-
ments to the body of the paper. We turn now to stating completely the most significant theorems.

If the reader compares the ergodic N–Nash system (3.2) with the master equation (3.7), they
might be puzzled how to go from one to the other; in particular, it is unclear what should account
for the change in the form of the cost (not only the nonlocal–to–local transition, but also the coeffi-
cients). To the point, we saw the diffusion parameter σ2 is linked to the state cost FN,i(x) of (3.1)
through its relationship to the singular cost coefficient, C2 = β(3

2
β − 2σ2)/4, but only the coupling

parameter β appears (explicitly) in the master equation (3.7). The astute reader may object that
(3.7) was merely a guess, so it might not be the right mean field analog of (3.2). It turns out that,
despite vanishing, the diffusion term does contribute in the limit but its contribution cancels with
the local contributions from the drift–interaction terms, leaving only a local contribution from the
control cost that accounts for the apparent discrepancy above.

To recover the master equation (3.7) from the N -Nash system (3.2) rigorously, we generalize
in two ways the program outlined in Remark (x) after Theorem 2.3 of Lasry–Lions [46]: first, to
serve as test functions, we work with a natural class of player ensembles that are locally optimal for
the Dyson game, and second we consider localized convergence. By “locally optimal,” we mean we
can recover the master equation (3.7) by integrating the N–Nash system (3.2) against ensembles
sharing the same (universal) local limit as the Nash–optimal ensemble; by “localized,” we mean
instead of working with an exchangeable system, we classify the ranked players by their mean field
location.

More precisely, fix β > σ2 > 0 and let V (x) be twice continuously differentiable with V ′′(x) ≥ cV
for all x ∈ R and some constant cV > 0. Let X ∈ WN be distributed according to a generalized
β/σ2–ensemble:

µNβ,V (dx) = mN
β,V (x)dx =

N !

ZN
β,V

·
∏

1≤k<`≤N

(x` − xk)β/σ2 · exp

{
−N − 1

σ2

N∑
i=1

V (xi)

}
1WN (x)dx, (3.8)

where ZN
β,V < ∞ is a normalization constant. We also write µNβ ,m

N
β for µNβ,V ,m

N
β,V when V (x) =

x2/2. Recall that the local behavior of the player ensembles µNβ,V is dominated by the effective
repulsion parameter β/σ2 and thus µNβ,V shares the same local limit as the Nash–optimal Gaussian
ensemble µNβ . Note that µNβ,V is the invariant distribution of the diffusion

dX i
t =

[
β

2
(h1 ∗ µN,iXt

)(X i
t)−

V ′(X i
t)

2

]
dt+

σ√
N − 1

dW i
t , 1 ≤ i ≤ N. (3.9)
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By Theorems 4.4.1, 4.4.3.(i), and 5.4.3 of Blower [15], there exists a unique measure µβ,V ∈
P2(R), compactly supported on a single interval with density mβ,V (x) ∈ L2(R), that satisfies the

1–Wasserstein convergence d1(µNX, µβ,V )
N→∞→ 0 almost surely for X ∼ µNβ,V , and that satisfies the

Euler–Lagrange (or Schwinger–Dyson) equation:

βHµβ,V (x)− V ′(x) = 0, for all x ∈ supp(µβ,V ). (3.10)

As above, we write µβ,mβ for µβ,V ,mβ,V when V (x) = x2/2. Finally, we write

γq = γqβ,V := inf{x ∈ R : µβ,V ((−∞, x]) ≥ q}, q ∈ [0, 1].

Proposition 3.1. Assume β > σ2 > 0. Consider a sequence i = i(N) of player(s) such that
limN→∞ i/N = q ∈ [0, 1]. Then we have

lim
N→∞

E(h2 ∗ µN,iX )(X i)

N − 1
= lim

N→∞

1

(N − 1)2
E
∑
k:k 6=i

1

(X i −Xk)2
=

π2β

3(β − σ2)
mβ,V (γq)2. (3.11)

Remark 3.2. Proposition 3.1 is an extension of the guess in Remark 3.9 of Gorin–Shkolnikov [35]
to the case of a uniformly convex potential V (x) and to any convergent sequence of indices, i.e.,
both at the edge (q = 0, 1) and in the bulk (q ∈ (0, 1)). Indeed, our result implies their guess
upon taking V (x) = x2/2, σ = 1, q = 1, limN→∞X

N = γ1 =
√

2β. Moreover, this result has other
related applications; for example, it immediately implies Lemma 3.3 of Gorin–Shkolnikov [35], an
innocuous statement which nevertheless can take some effort to prove. We have not yet found the
calculation of the limit (3.11) explicitly in the RMT literature, so Proposition 3.1 illustrates how
the N Nash System (3.2) can readily lead to a basic application in random matrix theory that is
interesting in its own right. But experts of Calogero-Moser-Sutherland models likely know how to
compute the mean of the “1/r2-statistic”, perhaps in the manner we suggest in Remark 5.3 below.
Proposition 3.1 is difficult because one cannot exploit the algebraic identities (4.15), (4.16) that
occur upon averaging.

Remark 3.3. For some choices of parameters, one can compute expressions like (3.11) directly.
To sketch this for the archetype choice V (x) = x2/2, β = 2, σ = 1 corresponding to the mean field
scaled GUE ensemble (1.1), we can use the asymptotic formula for the sine kernel (see, e.g., Section
3.5 of Anderson-Guionnet-Zeitouni [3]) to get

E(h2 ∗ µN,iX )(X i)

N − 1
≈ m2(γq)2 ·

∫
R

1

y2

(
1−

(
sin(πy)

πy

)2
)
dy = 2

π2

3
m2(γq)2.

This observation emphasizes that some microscopic input is relevant to the limit (3.11) (and thus
also to our main theorems below), but an interesting aspect of the proof of Proposition 3.1 is that
we do not need to rely on such detailed local limit behavior in the bulk, q ∈ (0, 1).

Theorem 3.4. Fix β > σ2 > 0 and let V : R → R be twice continuously differentiable of at most
polynomial growth and satisfying V ′′(x) ≥ cV > 0 for all x ∈ R for some constant cV . Recall the
definition (3.8) of µNβ,V and characterization (3.10) of µβ,V . Then for any (deterministic) sequence
i = i(N) of indices with limN→∞ i/N = q ∈ [0, 1], we have the following asymptotic contributions:

1. The self–interaction term contributes

lim
N→∞

µNβ,V

[
(∂iv

N,i
β )2

]
=

π2β2σ2

12(β − σ2)
mβ,V (γq)2 + |∂xUβ(γq, µβ,V )|2. (3.12)
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2. The drift–interaction term contributes

lim
N→∞

µNβ,V

[∑
k:k 6=i

∂kv
N,k
β ∂kv

N,i
β

]
=

π2β2σ2

12(β − σ2)
mβ,V (γq)2+

∫
R
∂µUβ(γq, µβ,V )(z)∂xUβ(z, µβ,V )µβ,V (dz).

3. The diffusion term contributes

lim
N→∞

µNβ,V

[
− σ2

2(N − 1)
∆xv

N,i
β

]
= − π2β2σ2

6(β − σ2)
mβ,V (γq)2.

Thus, the local contributions cancel and so, integrated against µNβ,V , the sequence of ith equations

from the N–Nash system (3.2) with C2 = β(3
2
β− 2σ2)/4 in the definition (3.1) of FN,i(x) and with

solution (vN,kβ (x), λN,kβ )Nk=1 converges to the Voiculescu-Wigner master equation (3.7) with solution

(Uβ(x, µ), β
4
) at (γq, µβ,V ) ∈ R× P2

2 (R).

The Coulomb Game

By a slight abuse in this section, we use the same symbols for the analogous objects defined on R2.
Fix constants C1, C2 > 0 and for 1 ≤ i ≤ N let

FN,i(z) :=
|zi|2

8
+ C1

∫ ∫
w,u∈R2

w 6=u

2

D2(zi − w, zi − u)
µN,iz (dw)µN,iz (du) + C2

(h2 ∗ µN,iz )(zi)

N − 1
, z ∈ DN ,

(3.13)
where we recall D(ξ, η) is the diameter of the circumcircle of the triangle determined by ξ, η, and
(0, 0) in R2. Consider the ergodic N -Nash system on DN :

− σ2

2(N − 1)
∆zv

N,i(z) +
∑
k:k 6=i

〈∇zkv
N,k(z),∇zkv

N,i(z)〉+ 1

2
|∇ziv

N,i(z)|2 = FN,i(z)−λN,i, 1 ≤ i ≤ N,

(3.14)
The game theoretic counterpart of these equations is the closed loop model of the Coulomb game,
detailed in Section 9. Lemma 9.8 shows that if we can write C1 = β2/8 and C2 = 3β2/8 for some
β ∈ R, then the ergodic value pairs{

vN,iβ (z) := |zi|2
4
− β

2
(h0 ∗ µN,iz )(zi), z ∈ DN

λN,iβ := β
4

+ σ2

2(N−1)

(3.15)

form a classical solution to the N–Nash system (3.14) on DN . Lemmas 9.6, 9.9 similarly solve the
open loop model of the Coulomb game given the relationships C1 = β2/8 and C2 = β2/4.

Just as before, we can write vN,i(z) = U(zi, µN,iz ), where

Uβ(z, µ) :=
|z|2

4
− β

2

∫
R2

log |z − w|µ(dw), (z, µ) ∈ R2 × P2(R2). (3.16)

Lemma 9.11 shows that the pair (Uβ(z, µ), β
4
) solves the Coulomb master equation∫

R2

〈∂µU(z, µ)(w), (∇zU)(w, µ)〉µ(dw) +
1

2
|(∇zU)(z, µ)|2

=
|z|2

8
+
β2

8

∫ ∫
w,u∈R2

w 6=u

2

D2(z − w, z − u)
µ(dw)µ(du)− λ.

(3.17)

9



Figure 1: A simulation of planar Coulomb dynamics with the circumcircles from the cost function
(3.13) for a given player (in blue). The first plot shows players in an arbitrary configuration, and
the next two plots show the evolution towards equilibrium. Note in particular the formation of the
triangular/Abrikisov lattice; see Serfaty [62].

Despite the limitations of the existing literature on planar Coulomb dynamics as compared to
the one dimensional case, we are nevertheless able to obtain results concerning “convergence of
equations” as generally as for the Dyson game. Fix β, σ > 0 and let V : R2 → R be a twice
continuously differentiable and cV -uniformly convex function for some constant cV > 0. Let Z ∈
DNordered be distributed according to the generalized β/σ2-ensemble on DNordered:

µNβ,V (dz) = mβ,V (z)dz :=
N !

ZN
β,V

·
∏

1≤k<`≤N

|z`−zk|β/σ2 ·exp

{
−N − 1

σ2

N∑
i=1

V (zi)

}
·1DNordered(z)dz (3.18)

where ZN
β,V < ∞ is a normalization constant. We note that at least formally µNβ,V is the invariant

distribution of the β/σ2-planar Coulomb dynamics

dZi
t =

[
β

2
(h1 ∗ µN,iZt

)(Zi
t)−

∇zV (Zi
t)

2

]
dt+

σ√
N − 1

dBi
t, 1 ≤ i ≤ N. (3.19)

For existence and uniqueness of (3.19), see Section 1.4.4 of Bolley-Chafäı-Fontbona [16], Theorem
2.1 of Liu-Yang [49], and the discussion around equations (1.5) and (1.6) of Lu-Mattingly [50].

Remark 3.5. We do not expect the dynamics (3.19) to respect a given linear ordering ≺ of R2,
e.g., the case N = 2 rules this out for the spiral ordering introduced in Example 3.10 below.

Now we know (see, e.g., Section 2.6 of Serfaty’s lectures [62] and Corollary 1.7 of Chafäı-Hardy-
Mäıda [26]) that there exists a compactly supported measure µβ,V ∈ P(R2) with density mβ,V (z) =

∆V (z)/(πβ) on its support such that d1(µN,iZ , µβ,V )
N→∞→ 0 almost surely. Moreover, µβ,V satisfies

the Euler-Lagrange equation

β

∫
R2

z − w
|z − w|2

mβ,V (w)dw −∇zV (z) = 0, z ∈ suppµβ,V . (3.20)

Example 3.6. The prototypical case occurs when taking V (z) = |z|2/2. The density of the equi-
librium measure is then a constant mβ,V (z) = 2/πβ supported on the ball B(

√
β/2). If further we

set σ = 1 and β = 2, then µNβ,V (z) coincides with the density of the eigenvalues of a N ×N random
matrix belonging to the complex Ginibre ensemble, which is known to be determinantal and exactly
solvable (see, e.g., Meckes-Meckes [53] and references therein).
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Theorem 3.7. Fix β, σ > 0. Let V : R2 → R be twice continuously differentiable, of at most
polynomial growth, and cV -uniformly convex for some cV > 0. Let Z = (Z1 ≺ · · · ≺ ZN) be
distributed according to the ensemble µNβ,V of (3.18). Let i = i(N) be a (deterministic) sequence of
indices such that Zi converges to the macroscopic location γ ∈ suppµβ,V in Lp for all p ≥ 1. Recall
D(ξ, η) is the diameter of the circumcircle of the triangle formed by ξ, η, and (0, 0) in R2. Then we
have

lim
N→∞

E
∫ ∫

w,u∈R2

w 6=u

µN,iZ (dw)µN,iZ (du)

D2(Zi − w,Zi − u)
=

∫ ∫
w,u∈R2

w 6=u

µβ,V (dw)µβ,V (du)

D2(γ − w, γ − u)
. (3.21)

lim
N→∞

E(h2 ∗ µN,iZ )(Zi)

N − 1
= lim

N→∞

1

(N − 1)2
E
∑
k:k 6=i

1

|Zi − Zk|2
= 0. (3.22)

Hence, integrated against µNβ,V , the sequence of ith equations from the N-Nash system (3.14) with

C1 = β2/8, any C2 > 0 in the definition (3.13) of FN,i(z), and with solution (vN,kβ (z), λN,kβ )Nk=1 con-

verges to the Coulomb master equation (3.17) with the solution (Uβ(z, µ), β
4
) at the point (γ, µβ,V ) ∈

R2 × P2
2 (R2).

Corollary 3.8. Let C1 = β2/8 for some β > 0 and C2 ≥ 3β2/8 in the definition (3.13) of FN,i(z).
Then the planar Coulomb dynamics (3.19) with V (z) = |z|2/2 form both open and closed loop
εN -Nash equilibria for the Coulomb game, for some εN → 0 as N →∞.

Remark 3.9. Given the lengthscale 1/
√
N of the expected gap size between bulk players in two

dimensions, one expects εN . 1/N ; however, we do not yet have a rigorous proof of this rate.

Example 3.10. Although we are not able to be as explicit as in the one dimensional case on
the specific conditions of the sequence of indices i = i(N) in the general setting of Theorem 3.7,
conditions can still be articulated explicitly if we let ≺ denote the spiral ordering of C ≈ R2,
introduced by Meckes-Meckes [53], which is defined as follows. Let 0 ∈ C be the smallest element
and for nonzero w, z ∈ C, write w ≺ z if either

1. b
√
N |w|c < b

√
N |z|c

2. b
√
N |w|c = b

√
N |z|c and argw < arg z

3. b
√
N |w|c = b

√
N |z|c, argw = arg z, and |w| ≥ |z|.

Here, we take arg z ∈ (0, 2π], adopting the same convention as [53], and also bxc denotes the floor
function giving the largest integer less than or equal to x ∈ R.

For the archetype case of the complex Ginibre ensemble given by the choices V (z) = |z|2/2,
σ = 1, and β = 2, Meckes-Meckes [53] articulate concentration results using predicted locations for
most of the players, i.e., for all but M := N − b

√
Nc2 players. Letting 1 ≤ k ≤ N −M = b

√
Nc2,

the predicted location for Zk is given by

λ̃k :=
d
√
ke − 1√
N

exp

{
2πi · k − (d

√
ke − 1)2

(2d
√
ke − 1)

}
(3.23)

where i :=
√
−1. In words, the sequence {λ̃k}N−Mk=1 , which is naturally ordered according to the spiral

ordering ≺, starts at 0, then runs through 1/
√
N times the third roots of unity, then 2/

√
N times

the fifth roots of unity, then 3/
√
N times the seventh roots of unity, and so on. Notice that this

does not determine any predicted locations in the outermost annulus {z ∈ R2 :
√

1− M
N
≤ |z| ≤ 1}.
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We can now recite the concentration results: if k satisfies d
√
ke ≤

√
N −

√
logN , then we have

for the ordered ensemble Z the moment estimate

E|Zk − λ̃k|p ≤
pCpΓ(p+1

2
)

Np/2
(3.24)

for some universal constant C > 0 and for all p ≥ 1 (see the first estimate in the proof of Theorem
1 in Meckes-Meckes [53]).

Hence we finally arrive at the point of this example. Consider a sequence of indices i = i(N)
such that 1 ≤ i(N) ≤ b

√
Nc2, d

√
i(N)e ≤

√
N −

√
logN , and finally

lim
N→∞

i(N)/N = q, lim
N→∞

(
d
√
i(N)e −

√
i(N)

)
= θ, (3.25)

for some q, θ ∈ [0, 1) (notice 1 is omitted). Write γq,θ := q · exp{2πiθ}. Then we have that
limN→∞ λ̃

i(N) = γq,θ and so by the moment estimate (3.24) we have that Zi converges to γq,θ ∈ B(1).

Higher dimensional games with logarithmic interactions

Although logarithmic interactions are regarded as “Coulomb” only in dimensions d = 1, 2 (see, e.g.,
Section 1.4 and Chapter 15 of Forrester [32]), our main construction and calculations continue to
hold in dimension d ≥ 3. Indeed, we could have pursued a more unified treatment of many results
for general d ≥ 1, at the cost of losing some emphasis on some key distinctions between the d = 1
and d ≥ 2 cases. The corresponding results for d ≥ 3 are most similar to the d = 2 case: if we let
(for this short section only) z = (z1, . . . , zN) be a vector of components zi ∈ Rd, 1 ≤ i ≤ N , we may
define FN,i(z) and vN,iβ (z) exactly as in (3.13) and (3.15), respectively. Then we can calculate just

as for Lemma 9.8 that if we can write C1 = β2/8 and C2 = β(3
2
β + (d − 2)σ2)/4 for some β ∈ R,

then the ergodic value pairs (vN,iβ (z), λN,iβ )Ni=1 with λN,iβ := β/4 + d σ2

4(N−1)
will solve the associated N

Nash system of the form (3.14). The open loop case can similarly be solved explicitly as in Section
9 given the choices C1 = β2/8 and C2 = β(β + 2(d − 2)σ2)/4. Notice for either model of player
information, the formulas for C1 are the same for any d ≥ 2. Finally, one can endeavor to formulate
analogs of Theorem 3.7 and Corollary 3.8 for d ≥ 3, confirming the open and closed loop models
still converge together.

4 N player formulation of the Dyson Game

Closed loop model

Definition 4.1. A function φ :WN → RN is admissible if for every x0 ∈ WN , there exists a unique
strong solution (Xt)t≥0 = (Xφ

t )t≥0 to the stochastic differential equation

dXt = φ(Xt)dt+
σ√
N − 1

dWt, X0 = x0, σ ≥ 0 (4.1)

that remains in WN and satisfies the integrability condition

E
∫ T

0

[
‖φ(Xt)‖2 + ‖Xt‖2 +

∑
1≤k<`≤N

1

(X`
t −Xk

t )2

]
dt <∞, for all T > 0. (4.2)

We denote the class of such feedbacks by A(N).
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The class A(N) is fairly rich; indeed, Theorem 2.2 of Cépa–Lépingle [25] offers general solvability
of (4.1) under the state constraint, while the stronger condition (4.2) will need to be checked (see
the proof of Theorem 5.1). Also, the constraint “Xt ∈ WN for all t > 0” is consistent with the
framework suggested by the early work [45] of Lasry–Lions for state–constrained problems and is
necessary if C2 ≤ 0, but this condition will be forced by the form of singular cost if C2 > 0.

The closed loop model for the N player Dyson game can be formulated as follows. Fix any
feedback profile φ ∈ A(N) and C2 ∈ R. Interpreting the components (X i

t)t≥0 of (4.1) as players, we
accordingly define for every 1 ≤ i ≤ N the ith player’s admissible class Ai(φ−i) to be the collection
of ψ : RN → R such that (ψ,φ−i) := (φ1, . . . , φi−1, ψ, φi+1, . . . , φN) ∈ A(N). Recall the definition
(3.1) of the state–cost FN,i(x). Then the search for Nash equilibria in the closed loop model requires
each player i, 1 ≤ i ≤ N , to minimize the ergodic cost

JN,i(ψ|x0,φ
−i) := lim sup

T→∞

1

T
E
∫ T

0

[
1

2
ψ(Xt)

2 + FN,i(Xt)

]
dt

over deviations ψ ∈ Ai(φ−i), subject to (Xt)t≥0 = (X
(ψ,φ−i)
t )t≥0 satisfying (4.1) with X0 = x0 ∈ WN .

Definition 4.2. A feedback profile φ∗ = (φ∗1, . . . , φ∗N) ∈ A(N) is a closed loop Nash equilibrium
over classes Ai ⊂ Ai(φ∗−i), 1 ≤ i ≤ N , if for all 1 ≤ i ≤ N , φ∗i ∈ Ai and for every x0 ∈ WN , we
have

inf
ψ∈Ai

JN,i(ψ|x0,φ
∗−i) = JN,i(φ∗i|x0,φ

∗−i).

We now solve explicitly theN–Nash system (3.2) for the closed loop Dyson game, the system ofN
ergodic Hamilton–Jacobi–Bellman (HJB) equations associated to the search for a Nash equilibrium
(compare with equation (1) of [18] and see Section 2.5.3 of [20] for some intuition).

Lemma 4.3. Assume σ ≥ 0 and that the coefficient C2 of (3.1) satisfies C2 ≥ −σ4/6, so we may
write C2 = β(3

2
β − 2σ2)/4 for some β ∈ R. Then the pairs (vN,iβ (x), λN,iβ )Ni=1 defined in (3.3) form

a classical solution to the N–Nash system (3.2) on WN .

Proof. The proof follows by direct calculation. First we collect some facts:

∂iv
N,i
β (x) =

xi

2
− β

2
(h1 ∗ µN,ix )(xi), ∂2

i v
N,i
β (x) =

1

2
+
β

2
(h2 ∗ µN,ix )(xi) (4.3)

and similarly if k 6= i

∂kv
N,i
β (x) =

β

2(N − 1)

1

xi − xk
, ∂2

kv
N,i
β (x) =

β

2(N − 1)

1

(xi − xk)2
.

Then we can compute

− σ2

2(N − 1)
∆xv

N,i
β (x) = − σ2

2(N − 1)

N∑
k=1

∂2
kv

N,i
β (x) = − σ2

4(N − 1)
− σ2β

2

(h2 ∗ µN,ix )(xi)

N − 1

and

1

2
(∂iv

N,i
β )2(x) =

1

2

(
xi

2
− β

2
(h1 ∗ µN,ix )(xi)

)2

=
(xi)2

8
+
β2

8

(h2 ∗ µN,ix )(xi)

N − 1
− β

4
xi · (h1 ∗ µN,ix )(xi) +

β2

8(N − 1)2

∑
k:k 6=i

∑
`:`6=i,k

1

xi − xk
1

xi − x`
.

(4.4)
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Similarly, we have∑
k:k 6=i

∂kv
N,k
β (x)∂kv

N,i
β (x) =

β

2(N − 1)

∑
k:k 6=i

(
xk

2
− β

2
(h1 ∗ µN,kx )(xk)

)
1

xi − xk

=
β2

4

(h2 ∗ µN,ix )(xi)

N − 1
+

β

4(N − 1)

∑
k:k 6=i

xk

xi − xk
− β2

4(N − 1)2

∑
k:k 6=i

∑
`:`6=k,i

1

xk − x`
1

xi − xk
.

(4.5)

The two final terms of (4.4), (4.5) cancel by the algebra

2
∑
k:k 6=i

∑
`:`6=k,i

1

xk − x`
1

xi − xk
=
∑
k:k 6=i

∑
`:`6=k,i

1

xk − x`

[
1

xi − xk
− 1

xi − x`

]
=
∑
k:k 6=i

∑
`:`6=i,k

1

xi − xk
1

xi − x`
,

(4.6)
while the two second–to–last terms of (4.4), (4.5) combine to yield the constant −β

4
. Putting

everything together completes the proof.

Open loop model

To formulate the open loop model for the N player Dyson game, we proceed as above.

Definition 4.4. A profile (αt)t≥0 = ((α1
t , . . . , α

N
t ))t≥0 of R–valued processes is admissible if it is

F–progressively measurable and for every x0 ∈ WN , the process (Xt)t≥0 = (Xα
t )t≥0 defined by

dXt = αtdt+
σ√
N − 1

dWt, X0 = x0, σ ≥ 0 (4.7)

remains in WN and satisfies the integrability condition

E
∫ T

0

[
‖αt‖2 + ‖Xt‖2 +

∑
1≤k<`≤N

1

(X`
t −Xk

t )2

]
dt <∞, for all T > 0. (4.8)

We denote the class of such admissible strategies by A(N).

Fix a strategy profile (αt)t≥0 ∈ A(N) and C2 ∈ R. Define for every 1 ≤ i ≤ N the ith player’s
admissible class Ai(α−i) to be the collection of R–valued processes (ηt)t≥0 such that

((ηt,α
−i
t ))t≥0 := ((α1

t , . . . , α
i−1
t , ηt, α

i+1
t , . . . , αNt ))t≥0 ∈ A(N),

henceforth abbreviated “(η,α−i)”. Then the search for Nash equilibria in the open loop model
requires each player i, 1 ≤ i ≤ N , to minimize the ergodic cost (recall the definition FN,i of the
state cost (3.1))

JN,i(η |x0,α
−i) := lim sup

T→∞

1

T
E
∫ T

0

[
1

2
η2
t + FN,i(Xt)

]
dt. (4.9)

over deviations η ∈ Ai(α−i), subject to (Xt)t≥0 = (X
(η,α−i)
t )t≥0 satisfying (4.7) with X0 = x0 ∈ WN .

Note by a slight abuse, we maintain the same notation despite now working with control processes
instead of feedbacks. We omit an explicit definition of open loop Nash equilibrium since it is already
indicated by Definition 4.2.
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Lemma 4.5. Fix C ∈ R and define a global cost function by

FN(x) :=
‖x‖2

8
+ C

N∑
i=1

(h2 ∗ µN,ix )(xi)

N − 1
, x ∈ WN , (4.10)

and corresponding global cost functional

JN(α|x0) := lim sup
T→∞

1

T
E
∫ T

0

[
1

2
‖αt‖2 + FN(Xt)

]
dt (4.11)

over (αt)t≥0 ∈ A(N), subject to (Xt)t≥0 = (Xα
t )t≥0 satisfying (4.7) with X0 = x0 ∈ WN . Suppose

that in definitions (3.1), (4.10) of FN,i(z), FN(z) we take C = C2/2. Then the open loop model
for the Dyson game is a potential game in the following sense: For any profile (αt)t≥0 ∈ A(N) such
that the limit in (4.11) exists, and for any deviation (ηt)t≥0 ∈ Ai(α−i), 1 ≤ i ≤ N , such that the
limit in (4.9) exists, we have

JN((η,α−i)|x0)− JN(α|x0) = JN,i(η |x0,α
−i)− JN,i(αi |x0,α

−i). (4.12)

Proof. First we calculate

N∑
`=1

∑
k:k 6=`

1

(x` − xk)2
= 2

∑
k:k 6=i

1

(xi − xk)2
+
∑
`:`6=i

∑
k:k 6=`,i

1

(x` − xk)2
.

Then under the assumptions of the statement, a straightforward check confirms that condition
(4.12) holds, which exactly meets Definition 2.23 in [20] for potential game.

As indicated by the characterizing condition (4.12), the potential game structure of Lemma
4.5 allows us to reduce the search for an open loop Nash equilibrium to a single auxiliary global
problem. Given this setting of classical optimal control, the minimizer of (4.11) can be achieved by
strategies in closed loop feedback form and any such candidate is characterized by a solution to the
ergodic HJB equation

− σ2

2(N − 1)
· 1

N
∆xW (x) +

1

2N
‖∇xW (x)‖2 =

1

N
FN(x)− λ, x ∈ WN , (4.13)

(the factor of “ 1
N

” will give the correct scale for the comparison at the end of Section 5 and
anticipates taking limits).

Remark 4.6. If C2 > 0, then the existence and uniqueness for bounded below, unbounded above
solutions to (4.13) follows from Theorem 3.1 of Barles–Meireles [8].

Compare the next statement with Lemma 4.3.

Lemma 4.7. Assume σ2 ≥ 0 and that the coefficient C2 satisfies C2 ≥ −σ4/4, so we may write
C2 = β(β − 2σ2)/4 for some β ∈ R. Then the ergodic value pair{

Wβ(x) := ‖x‖2
4
− β

2(N−1)

∑
1≤k<`≤N log(x` − xk), x ∈ WN

λNβ := β
8

+ σ2

4(N−1)
otherwise

(4.14)

forms a classical solution to the HJB equation (4.13) on WN .

15



Proof. The proof is exactly given by Propositions 11.3.1 of Forrester [32], which we repeat for the
convenience of the reader. Recall the algebraic identities (see pg.252 of [3])

N∑
i=1

xi · (h1 ∗ µN,ix )(xi) =
N

2
. (4.15)

and
N∑
i=1

(h2 ∗ µN,ix )(xi)

N − 1
=

N∑
i=1

[(h1 ∗ µN,ix )(xi)]2. (4.16)

Since ∂iWβ(x) = ∂iv
N,i
β (x), we have by (4.3), (4.15), and (4.16)

− σ2

2N(N − 1)
∆xWβ(x) = − σ2

4(N − 1)
− βσ2

4

1

N

N∑
i=1

(h2 ∗ µN,ix )(xi)

N − 1

and
1

2N
‖∇xWβ(x)‖2 =

β2

8
· 1

N

N∑
i=1

(h2 ∗ µN,ix )(xi)

N − 1
+

1

N

N∑
i=1

(xi)2

8
− β

8
.

5 Verification theorems

Closed loop model

Assume that the coefficient C2 from (3.1) can be written C2 = β(3
2
β − 2σ2)/4 > −σ4/8 for some

β > σ2 > 0. Then, by Lemma 4.3, the set of solution pairs (3.3) to the N–Nash system (3.2)
furnishes a feedback profile φ∗β(x) := (−∂ivN,iβ (x))Ni=1 with trajectories (X∗t )t≥0 given by β/σ2-Dyson

Brownian motion (3.5). Since β > σ2, (X∗t )t≥0 remains in the interior WN for all t > 0, even if
X∗0 = x0 ∈ WN (see [24, 59]), but we still need to check that φ∗β satisfies the integrability condition
(4.2).

For (x, αi) ∈ WN × R, write the cost as

fN,iβ (x, αi) :=
(αi)2

2
+

(xi)2

8
+
β

4

(
3

2
β − 2σ2

)
· (h2 ∗ µN,ix )(xi)

N − 1
(5.1)

Note the (control) Hamiltonian of player i, 1 ≤ i ≤ N , is given for (x,yi,α) ∈ WN × RN × RN by

H i
β(x,yi,α) :=

N∑
k=1

yikαk + fN,iβ (x, αi). (5.2)

The following Verification Theorem is proven in detail because, somewhat surprisingly, its content
supports our proof of Proposition 3.1 in Section 8.

Theorem 5.1. Fix β > σ2 > 0 in (5.1) and recall from (3.3) the solution pairs (vN,iβ (x), λN,iβ ),

1 ≤ i ≤ N , to the N–Nash system (3.2). Fix an interior initial condition x0 ∈ WN . Then
φ∗β(x) := (−∂ivN,iβ (x))Ni=1 is a closed loop Nash equilibrium over the classes Ai ⊂ Ai(φ∗−iβ ) of
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deviations ψi(x), 1 ≤ i ≤ N , such that (Xt)t≥0 = (X
(ψi,φ∗−i

β )

t )t≥0 of (4.1) satisfies the stability
conditions

lim sup
T→∞

1

T
E
∫ T

0

fN,iβ (Xt, ψ
i(Xt))dt <∞, lim sup

T→∞

1

T
E[vN,iβ (XT )− vN,iβ (x0)] = 0. (5.3)

Further, the cost to each player i under the equilibrium dynamics (X∗t )t≥0 = (X
φ∗
β

t )t≥0 satisfies

inf
ψ∈Ai

JN,i(ψ|x0,φ
∗−i
β ) = JN,i(φ∗iβ |x0,φ

∗−i
β ) = λN,iβ =

σ2

4(N − 1)
+
β

4
.

Proof. We check the candidate Nash equilibrium φ∗β satisfies the integrability condition (4.2) and
that the corresponding dynamics (X∗t )t≥0 satisfy the stability conditions in (5.3). First, we review
some facts. Observe Wβ(x) of (4.14) is uniformly convex: for any vector v ∈ RN and x ∈ WN

v†∇∇Wβ(x)v =
1

2

N∑
k=1

v2
i +

β

2(N − 1)

∑
1≤k<`≤N

(v` − vk)2

(x` − xk)2
≥ 1

2

N∑
k=1

v2
i .

Notice we may write the global dynamics of the system (3.5) as the gradient flow

dX∗t = −∇xWβ(X∗t )dt+
σ√
N − 1

dWt, X∗0 = x0,

with (unique) globally invariant log–concave probability measure given by the β/σ2–ensemble:

µNβ (dx) = mN
β (x)dx :=

N !

ZN
β

· exp

{
−2(N − 1)

σ2
Wβ(x)

}
1WN (x)dx, (5.4)

where ZN
β <∞ is the normalization constant (compare these expressions with (13), (14), and (16)

of Dyson [29]). Write Ptf(x) := Exf(X∗t ) for the semigroup and the generator as

L :=
σ2

2(N − 1)
∆x −∇xWβ(x) · ∇x.

Recall that invariance means µNβ (Lf) = 0 for suitable f . More precisely, we say f is in the domain of

L to mean there exists a function g such that for every x ∈ WN ,
∫ T

0
|g(X∗t )|dt <∞ and the process

MT := f(X∗T )− f(x)−
∫ T

0
g(X∗t )dt is an F–martingale; one then writes Lf = g. The dynamics are

reversible with respect to µNβ and for any f ∈ L1(µNβ ), we have (by “asymptotic flatness,” following
from the monotonicity of the drift; see Section 7.3 of Arapostathis-Borkar-Ghosh [4])

1

T

∫ T

0

Ptf(x0)dt
T→∞→ µNβ [f ] =

∫
f(x)µNβ (dx). (5.5)

Now we check the integrability condition (4.2) using ideas from the proof of Lemma 4.3.3 of
Anderson–Guionnet–Zeitouni [3]. Since x2−2β log(1+ |x|) is uniformly bounded below and log |x−
y| ≤ log(1 + |x|) + log(1 + |y|) for x, y ∈ R, we can estimate for any 1 ≤ k 6= ` ≤ N

Wβ(x) +
β

4(N − 1)
log |xk − x`| ≥ 1

4

N∑
i=1

[
(xi)2 − 2β log(1 + |xi|)

]
≥ −M ′, (5.6)
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for some constant M ′ = M ′(N) ∈ R independent of k, `; indeed, we also have Wβ(x) ≥ −M ′.
Defining TM := inf{t ≥ 0 : Wβ(X∗t ) ≥ M}, the estimate (5.6) implies that on the event TM > T ,

each gap can be controlled: |Xk
t −X`

t | ≥ exp
[
−4(N−1)

β
(M +M ′)

]
for all t ≤ T and k 6= `. Hence, we

can use Ito’s formula along with Lemma 4.7 to compute up until the time TM (recall the definition
(4.10) of FN(x))

dWβ(X∗t ) =

(
−FN(X∗t ) +NλNβ −

1

2
‖∇xWβ(X∗t )‖2

)
dt+

σ√
N − 1

∇xWβ(X∗t ) · dWt.

=

(
−‖X

∗
t‖2

4
+
N

4

(
β +

σ2

N − 1

)
− β

4
(β − σ2)

N∑
i=1

(h2 ∗ µN,iX∗
t
)(X∗it )

N − 1

)
dt+

σ√
N − 1

∇xWβ(X∗t ) · dWt.

(5.7)
where the local martingale in (5.7) stopped at time TM is a true martingale. Putting everything
together and recalling β > σ2, we have

E
N∑
i=1

∫ T∧TM

0

(h2 ∗ µN,iX∗
t
)(X∗it )dt ≤ 4(N − 1)

β(β − σ2)
·
[
N

4

(
β +

σ2

N − 1

)
T +Wβ(x0) +M ′

]
<∞. (5.8)

The proof of Lemma 4.3.3 of [3] shows limM→∞ TM = +∞ almost surely, so an application of
Fatou’s lemma implies the expectation of the time integral of the reciprocal gaps squared is finite
for every T > 0. In addition, since µNβ is the global invariant measure, our work also implies that if

X∗ ∼ µNβ , we have E
∑N

i=1(h2 ∗ µN,iX∗ )(X∗i) <∞. (Notice this argument fails for β = σ2 and in fact
these expectations can be shown to diverge by comparison with a 2–dimensional Bessel process.)

Hence, it is now easy to see that the conditions of (4.2), (5.3) hold for the candidate Nash
equilibrium φ∗β when β > σ2 > 0. For example, we now know that vN,iβ is in the domain of L, so

by the fundamental theorem of calculus, the fact that LvN,iβ ∈ L1(µNβ ), ergodicity (5.5), and then

invariance of µNβ , the second condition of (5.3) follows from

lim
T→∞

1

T
E[vN,iβ (X∗T )− vN,iβ (x0)] = lim

T→∞

1

T

∫ T

0

Pt(LvN,iβ )(x0)dt = µNβ [LvN,iβ ] = 0. (5.9)

Now fix 1 ≤ i ≤ N and ψ ∈ Ai. Let (Xt)t≥0 = (X
(ψi,φ∗−i

β )

t )t≥0 satisfy (4.1). Using the fact that
(vN,iβ (x), λN,iβ ), 1 ≤ i ≤ N , solves the N–Nash system (3.2) and that Ito’s formula holds for all time
as long as no collisions occur, we can compute (as in Proposition 2.11 of Carmona–Delarue [20])

dvN,iβ (Xt) + [fN,iβ (Xt, ψ(Xt))− λN,iβ ]dt =
σ√
N − 1

N∑
k=1

∂kv
N,i
β (Xt)dW

k
t

+ [H i
β(Xt,∇xv

N,i
β (Xt), (ψ(Xt),φ

∗
β(Xt)

−i))−H i
β(Xt,∇xv

N,i
β (Xt),φ

∗
β(Xt))]dt

(5.10)

First, the local martingale on the right of (5.10) is a true martingale by the integrability condition
(4.2). Second, the Hamiltonian (5.2) satisfies a strict Isaacs’ condition (see Definition 2.9 of [20]),
so the difference of Hamiltonian values is nonnegative. Third, we can use the two conditions of
(5.3) to take expectations and limits to conclude

JN,i(ψ|x0,φ
∗−i) = lim sup

T→∞

1

T
E
∫ T

0

fN,iβ (Xt, ψ(Xt))dt ≥ λN,iβ .

with equality if and only if ψ ≡ φ∗iβ = −∂ivN,iβ . This confirms that the ergodic constant coincides
with the associated minimal cost and concludes the proof.
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Open loop model

To express the cost of the global functional JN from (4.11), we write (compare with (5.1) above)

fNβ (x,α) :=
1

2
‖α‖2 +

‖x‖2

8
+
β

8
(β − 2σ2)

N∑
i=1

(h2 ∗ µN,ix )(xi)

N − 1
. (5.11)

Theorem 5.2. Fix β > σ2 > 0 in (5.11) and recall from (4.14) the solution pair (Wβ(x), λNβ )
to the ergodic HJB equation (4.13). Fix an interior initial condition x0 ∈ WN . Let (X∗t )t≥0 be
given by β/σ2–Dyson Brownian motion (3.5). Then the profile (α∗t )t≥0 := (−∇xWβ(X∗t ))t≥0 is a
global minimizer over the class A ⊂ A(N) of strategies (αt)t≥0 such that (Xt)t≥0 = (Xα

t )t≥0 of (4.7)
satisfies the stability conditions

lim sup
T→∞

1

T
E
∫ T

0

fNβ (Xt,αt)dt <∞, lim sup
T→∞

1

T
E[Wβ(XT )−Wβ(x0)] = 0. (5.12)

The global cost under the equilibrium dynamics (X∗t )t≥0 = (Xα∗
t )t≥0 then satisfies

inf
α∈A

JN(α|x0) = JN(α∗|x0) = N · λNβ = N ·
(

σ2

4(N − 1)
+
β

8

)
.

Further, for the Dyson game, the strategy (α∗t )t≥0 ∈ A(N) is also an open loop Nash equilibrium over
classes Ai ⊂ Ai(α∗−i), 1 ≤ i ≤ N , of deviations (ηt)t≥0 such that the limits in (5.12) exist, i.e.,

inf
η∈Ai

JN,i(η|x0,α
∗−i) = JN,i(α∗i|x0,α

∗−i), 1 ≤ i ≤ N.

Finally, when β = σ2 in the cost (5.11) of JN , the global minimization problem admits a minimizing
sequence with value N · λNσ2.

Proof. The proof follows essentially verbatim that of the closed loop Verification Theorem (5.1),
except for the last two statements. The first one follows because we have identified in Proposition
4.5 that the potential game structure holds over stable deviations where the limit of the time average
cost (4.9) exists. To sketch the last claim, for β > σ2, 1 ≤ i ≤ N , and with X ∼ µNβ of (5.4), we
have

E[fNβ (X,−∇xWβ(X))]− E[fNσ2(X,−∇xWβ(X))] =

[
β

8
(β − 2σ2)−

(
−σ

4

8

)] N∑
i=1

E(h2 ∗ µN,iX )(X i)

(N − 1)

=

[
β

4
− (β + σ2)

8

]
(β − σ2)

N∑
i=1

E(h2 ∗ µN,iX )(X i)

(N − 1)

β↓σ2

→ 0,
(5.13)

where we rely on (5.8) to know that the factor right of the square brackets is bounded as β ↓ σ2.

Remark 5.3. It is now straightforward to conclude an integrated version of the limit (3.11). Indeed,
either make use of Theorem 5.2 directly or average the optimal cost calculation of Theorem 5.1 over
all indices combined with the algebraic identities (4.15), (4.16) to compute

lim
N→∞

1

N
·
N∑
i=1

E(h2 ∗ µN,iX )(X i)

N − 1
=

1

2(β − σ2)
=

π2β

3(β − σ2)
E[mβ(X)2], (5.14)

where X ∼ µNβ and X ∼ µβ. Thus, Proposition 3.1 is difficult because one cannot exploit the
algebraic identities (4.15), (4.16) that occur upon averaging.
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Comparison of closed and open loop models

Keeping σ > 0 fixed, we know by Theorems 5.1, 5.2 that the Nash–optimal repulsion parameters
are given by the larger roots in the variable “β” of the quadratic relationships C2 = β

2

(
3
4
β − σ2

)
from Lemma 4.3 for C2 > −σ4/8 and C2 = β

4
(β − 2σ2) from Lemma 4.7 for C2 ≥ −σ4/4; these

roots are respectively given by βclosed(C2), βopen(C2) of (3.4), which are graphed in top left plot of
Figure 2. For the open loop model, we can approximate individual player costs using the mean
field equation (6.1) below (see top right plot of Figure 2). We can also approximate the average
cost under the open loop equilibrium, which we denote by λN

open(C2); namely, averaging (4.9) over
1 ≤ i ≤ N and using the limit calculation (5.14) of Remark 5.3, we have for N large

λN
open(C2) := λN

βopen(C2)
+

C2

2
· 1

N

N∑
i=1

E(h2 ∗ μN,i
X )(X i)

N − 1
≈ βopen(C2)

8
+

C2

4(βopen(C2)− σ2)
,

where X ∼ μN
βopen(C2)

(recall definition (5.4) of μN
β ).

Figure 2: The top left plot compares the Nash–optimal βclosed(C2), βopen(C2) and global average
minimizing βopen(2C2) parameters. The bottom left compares the average cost λN

open(C2) under the
open loop Nash equilibrium with the optimal global average cost λN

βopen(2C2)
, which only coincide at

C2 = 0; in particular, except at this coincidence, the Nash equilibriums are never global average
minimizers. Fixing C2 = 0, the top right compares the (approximate) optimal costs by location for
individual players of each model. The bottom right compares the equilibrium player densities.

Notice the open loop strategy prescribes a higher repulsion to accommodate the players densely
packed around the origin, i.e., βopen(C2) > βclosed(C2), and in doing so achieves a lower average cost,
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i.e., λNopen(C2) < 1
N

∑N
i=1 λ

N,i
βclosed(C2) ≈

βclosed(C2)
4

. However, the closed loop Nash equilibrium is fair

to all (no matter their rank) while the open loop Nash equilibrium has greater cost for players away
from the origin. Lastly, recall λNβopen(C2) is an auxiliary cost; indeed, βopen(2C2) minimizes the actual

global average cost with minimum λNβopen(2C2), for given C2 > −σ4/8 (see red curves in Figure 2).
For either model of player information, we may write the equilibrium profile in feedback form

using the function

φ∗β(x) = −∇xWβ(x) = (−∂ivN,iβ (x))Ni=1 =

(
β

2
(h1 ∗ µN,ix )(xi)− xi

2

)N
i=1

.

Our discussion above implies a surprising consequence: the strategies φ∗βclosed(C2)(x), φ∗βopen(C2)(x) do
not converge together as N →∞ (unless C2 = 0 and we remove the state–constraint and reciprocal
gap integrability conditions from our Definition 4.1 of admissibility). Indeed, the closed and open
loop Nash equilibriums always yield different mean field behavior. This discrepancy appears in the
radius of the limiting semicircle law µβ (see the bottom right plot of Figure 2), but the repulsion
parameter β/σ2 also distinguishes the local limit behavior. We thus believe this result offers a new
perspective on Problem 9 of Deift’s list [28], which asks to construct a model to explain Šeba’s
findings [60] that gaps between parked cars can exhibit GUE statistics (β = 2σ2) on a two–way
street but GOE statistics (β = σ2) on a one–way street. Although we do not construct a specific
model for this observational study, we have shown rigorously that the local limit can vary depending
only on the chosen model of player information and not just on the optimization problem players
face. For example, if C2 = 0, σ = 1, then βclosed(0) = 4/3 and βopen(0) = 2 (see the right two plots
in Figure 2; note the latter corresponds to GUE (1.1) under mean field scaling).

6 Mean field equations

Recall the definition (3.6) of Uβ(x, µ), which is readily observed to be the mean field analog of the

solution vN,iβ (x) of (3.3). Contrastingly, the state cost FN,i(x) of (3.1) cannot naively be written
as a function with a probability measure argument because the singular cost term “(h2 ∗ µ)(x)” is
not well defined for x ∈ supp(µ). Instead, we will find that this ill–behaved transform should be
replaced by a local term proportional to the squared density “m(x)2”.

To serve as the mean field analog of the ergodic HJB equation (4.13) for the global minimization
problem auxiliary to the open loop model, we introduce the following ergodic Hamilton–Jacobi
equation on the Wasserstein space P3

2 (R):

1

2

∫
R
|∂µU(µ)(x)|2µ(dx) =

∫
R

x2

8
µ(dx) +

π2β2

24

∫
R
m(x)3dx− λ (6.1)

(such an ergodic Hamilton-Jacobi equation appears in (1.4) of Gangbo–Świȩch [33]). Given the
form of the function Wβ(x) of (4.14), we are motivated to consider the functional

Uβ(µ) :=
1

4

(∫
R
x2µ(dx)− β

∫
R

∫
R

log |x− y|µ(dy)µ(dx)

)
, µ ∈ Pp2 (R), 1 < p <∞. (6.2)

Lemma 6.1. The formal calculations

∂µUβ(µ)(x) = ∂xUβ(x, µ) =
x

2
− β

2
Hµ(x), ∂µUβ(x, µ)(z) =

β

2

1

x− z
, (6.3)
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obtained from the computational expression (2.1) can be understood rigorously as follows:
For every µ ∈ P3

2 (R), the subdifferential of minimum norm is the unique element ∂µUβ(µ)(x) ∈
L2(µ) satisfying, for every φ ∈ C1

0(R),∫
R
∂µUβ(µ)(z)φ(z)µ(dz) =

∫
R

z

2
φ(z)µ(dz)− β

4

∫
R

∫
R

φ(z)− φ(y)

z − y
µ(dz)µ(dy). (6.4)

For every µ ∈ Pp2 (R), 2 ≤ p <∞, with density m(x) and for every φ(x) ∈ L2(µ), we define∫
R
∂µUβ(x, µ)(z)φ(z)µ(dz) := lim

δ↓0

Uβ(x, (Tδ)#µ)− Uβ(x, µ)

δ
=
β

2
H[φ ·m](x), (6.5)

where Tδ(z) := z + δφ(z).

Proof. Either Lemma 3.7 of Carrillo–Ferreira–Precioso [22] or Lemma 5.3 of Berman–Önnheim [12]
establishes the existence of a minimal selection ∂µUβ(µ)(x) ∈ L2(µ) for every µ ∈ P3

2 (R), and the
weak expression (6.4) appears as (3.12) of the first source or as (5.3) of the second. Turning to

Uβ(x, µ), the expression on the righthand-side of (6.5) makes sense since φ(x)m(x) ∈ L
2p
p+1 (R):∫

R
(φ(x)2m(x))

p
p+1 ·m(x)

p
p+1dx ≤

(∫
R
φ(x)2m(x)dx

)p/(p+1)(∫
R
m(x)pdx

)1/(p+1)

<∞, (6.6)

by Hölder’s inequality. Then we can compute the derivative in a transport direction directly:

lim
δ↓0

Uβ(x, (Tδ)#µ)− Uβ(x, µ)

δ
= lim

δ↓0

−β
2

∫
R

[
log(|z + δφ(z)− x| − log(|z − x|)

]
µ(dz)

δ
=
β

2
H[φ ·m](x),

(6.7)
where the last equality follows by the monotone convergence theorem (see also the proof of Lemma
2.45 of Deift–Kriecherbauer–McLaughlin [27]).

Lemma 6.2. Fix β ∈ R. For every µ ∈ Pp2 (R), 2 ≤ p <∞, the pair (Uβ(x, µ), β
4
) forms a solution

of the Voiculescu–Wigner master equation (3.7). For every µ ∈ P3
2 (R), the pair (Uβ(µ), β

8
) forms a

solution to the ergodic Hamilton–Jacobi equation (6.1).

Proof. For the first statement, note by item (2) of Theorem 2.2 in Carton–Lebrun [23] that for any
m ∈ Lp(R) with 2 ≤ p <∞, we have the Hilbert transform product rule

π2m2(x) = (Hm)2(x)− 2H[mHm](x), (6.8)

for almost every x ∈ R. Moreover, since µ ∈ Pp2 (R), we have xm(x) ∈ L
2p
p+1 (R) by (6.6). Since

2p
p+1
≥ 4

3
, the two expressions of (6.3) from Lemma 6.1 can now be combined rigorously to compute∫

∂µUβ(x, µ)(z)∂xUβ(z, µ)µ(dz) =
β

4
H[zm(z)](x)− β2

4
H[mHm](x), (6.9)

Next, we have
1

2

(
x

2
− β

2
Hµ(x)

)2

=
x2

8
+
β2

8
(Hµ)2(x)− β

4
xHµ(x),

and these last two equations lead us to compute for almost every x ∈ R

β

4
(H[zm(z)](x)− xHm(x)) = −β

4
.
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The statement then follows by combining terms and using the product rule (6.8).
For the second claim, Lemma 6.5.4 of Blower [15] or Lemma 3.3 of Voiculescu [64] establishes

the identity ∫
R
(Hµ)2(x)µ(dx) =

π2

3

∫
R
m3(x)dx (6.10)

for µ ∈ P3(R). Further, for µ ∈ P3
2 (R) we can integrate the identity

x(Hµ)(x) = 1− p.v.

∫
R

y

y − x
µ(dy)

against µ to compute
∫
R x(Hµ)(x)µ(dx) = 1

2
. The proof then follows by direct computation.

Remark 6.3. The notion of free information, defined on L3(R) by
∫
m3(x)dx, was introduced by

Voiculescu in [64] and the identity (6.10) indicates the role of “Hµ(x)” as score function. The
Hamilton–Jacobi equation (6.1) essentially appears as the heuristic limit (1.4.4) of Biane–Speicher
[13]; indeed, when λ = β

8
, the righthandside of (6.1) can be written as the relative free Fisher

information, defined on P3
2 (R) by (cf. Section 6.1 of [13])

1

2

∫ (
β

2
Hµ(x)− x

2

)2

µ(dx). (6.11)

Further, taking the Fréchet derivative of (6.11) formally yields the righthandside of (3.7) with λ = β
4
.

Therefore, finding a measure µ such that Uβ(x, µ) is constant corresponds to a first order condition
on the relative free Fisher information (6.11), which is consistent with Voiculescu’s information–
minimizing characterization of Wigner’s semicircle law, Proposition 5.2 of [64]. These considerations
motivate why we refer to (3.7) as the Voiculescu–Wigner master equation (although Lions [48] is
responsible for the lefthandside). The idea that RMT-type statistics occur when some metric of
information is minimized appears repeatedly in the literature; see Chapter 3.6 of Mehta [54] for the
origins of this idea for a fixed “symmetry class,” but the attempt to identify a critical point of the
repulsion parameter β/σ2 using mutual information seems to be more recent, e.g., [65, 66].

7 Mean field game formulation of the Dyson Game

Fix a curve µ = (µt)t≥0 ∈ C([0,∞),P2(R)) of probability measures with densities (mt(x))t≥0. Since
we lose the diffusion in the limit, we adopt a weak formulation of the associated mean field game,
where one controls the law of the state.

Definition 7.1. A feedback functional φ : R × P(R) → R is admissible for µ = (µt)t≥0 if there
exists a unique flow νφ = (νt)t≥0 ∈ C([0,∞),P2(R)) with densities (nt(x))t≥0 solving the transport
equation (in the distributional sense)

∂tνt(dx) +∇x ◦ (φ(x, µt)νt(dx)) = 0, ν0 = µ0, (7.1)

and satisfying the integrability condition∫ T

0

∫
R
[φ(x, µt)

2 +m2
t (x)]nt(x)dxdt <∞, for all T > 0. (7.2)

We denote the class of such feedbacks by A(µ).
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For any initial law ν ∈ P2(R), consider the optimization problem of minimizing the ergodic cost

J(φ|ν,µ) := lim sup
T→∞

1

T

∫ T

0

∫
R

[
1

2
φ(x, µt)

2 +
x2

8
+
π2β2

8
·mt(x)2

]
nt(x)dxdt (7.3)

over φ ∈ A(µ), subject to controlled flows νφ = (νt)t≥0 ∈ C([0,∞),P2(R)) satisfying (7.1).

Definition 7.2. A pair (φ,µ) with µ = (µt)t≥0 ∈ C([0,∞),P2(R)) and φ(x, µ) ∈ A(µ) is an
ergodic strong mean field equilibrium (MFE) over the class A ⊂ A(µ) if the flow νφ = (νt)t≥0 of
(7.1) satisfies the fixed point condition νφ = µ and the optimality condition

inf
ψ∈A

J(ψ|µ0,µ) = J(φ|µ0,µ). (7.4)

Recall β/σ2–Dyson Brownian motion (X∗t )t≥0 of (3.5). Theorem 1 of Rogers–Shi [59] (see also
Section 4.3.2 of [3]) provides natural conditions under which, for any T > 0, (µNX∗

t
)0≤t≤T converges

a.s. on C([0, T ];P(R)) as N →∞ to the unique solution (µ∗t )0≤t≤T of the McKean–Vlasov equation∫
R
f(x)µT (dx) =

∫
R
f(x)µ0(dx) +

1

2

∫ T

0

(
β

2

∫
R

∫
R

f ′(x)− f ′(y)

x− y
µt(dx)µt(dy)−

∫
R
xf ′(x)µt(dx)

)
dt

(7.5)
for any twice continuously differentiable test function f with f, xf ′(x), f ′′(x) bounded. The flow
µ∗ = (µ∗t )t≥0 is thus the natural candidate for a strong MFE in the sense of Definition 7.2. Before
stating the next theorem that verifies this candidate, we define for (x, µ, y, α) ∈ R×P3

2 (R)×R×R
the running cost

f(x, µ, α) :=
α2

2
+
x2

8
+
π2β2

8
m(x)2 (7.6)

and the (control) Hamiltonian

H(x, µ, y, α) := y · α + f(x, µ, α). (7.7)

Recall the definitions (3.6), (6.2) of Uβ(x, µ), Uβ(µ), respectively.

Theorem 7.3. Fix β > 0 and an initial condition µ∗0 ∈ P3
2 (R). Assume µ∗ = (µ∗t )t≥0 satisfies

(7.5). Consider the feedback

φ∗β(x, µ) := −∂µUβ(µ)(x) = −∂xUβ(x, µ) =
β

2
Hµ(x)− x

2
. (7.8)

Then µ∗ = (µ∗t )t≥0 ∈ C([0,∞),P3
2 (R)) and the pair (φ∗β,µ

∗) forms an ergodic strong MFE over the

class A ⊂ A(µ∗) of deviations ψ(x, µ) such that νψ = (νt)t≥0 satisfies (7.1) with ν0 = µ∗0 and the
stability conditions

lim sup
T→∞

1

T

∫ T

0

∫
R
f(x, µ∗t , ψ(x, µ∗t ))νt(dx)dt <∞,

lim sup
T→∞

1

T

[∫
R
Uβ(x, µ∗T )νT (dx)−

∫
R
Uβ(x, µ∗0)ν0(dx)

]
= 0.

(7.9)

Further, the cost achieved by the optimal feedback φ∗β(x, µ) satisfies

inf
ψ∈A

J(ψ|µ∗0,µ∗) = J(φ∗β|µ∗0,µ∗) = λβ =
β

4
.
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Proof. We first note that the curve µ = (µ∗t )t≥0 is in C([0,∞),P3
2 (R)) by known regularity results:

first, µ∗t remains in P2(R) for all t > 0 being a gradient flow of the “free energy” functional Uβ(µ)
by Theorem 3.2.(1) of Carrillo–Ferreira–Precioso [22] 2; second, µ∗t remains in P3(R) for all t > 0
by Corollary 5.3 of Biane–Speicher [13] or Remark 7.7 of Biler–Karch–Monneau [14] after rescaling
variables as in Section 2.1 of [22] (see also Proposition 4.7 of Voiculescu [64]). Now Theorem 3.8
of [22] implies the densities (m∗t (x))t≥0 of (µ∗t )t≥0 satisfy the following nonlinear transport equation
(in the distributional sense; cf. (8.1.3) of [2]):

∂tm
∗
t (x) +∇x ◦

(
m∗t (x)φ∗β(x, µ∗t )

)
= 0. (7.10)

With the regularity of µ∗ in hand, the integrability condition (7.2) from our notion of admissibil-
ity follows from Hölder’s inequality and from the free energy identity (see Theorem 11.2.1 of [2],
Proposition 6.1 of [13], or Theorem 3.2.(4) of [22]):∫ T

0

∫
R
φ∗β(x, µ∗t )

2µ∗t (dx)dt = Uβ(µ∗0)− Uβ(µ∗T ) <∞.

Hence, we have completely checked the Definition 7.1 of admissibility for the feedback (7.8), i.e.,
φ∗β(x, µ) ∈ A(µ∗).

Now it suffices to check the optimality condition (7.4) and the stability conditions (7.9) µ =
(µ∗t )t≥0. Toward this end, consider an admissible and stable ψ(x, µ) ∈ A, and let νψ = (νt)t≥0 solve
(7.1) with ν0 = µ∗0. Then by Lemma 6.1 and the chain rule of Lemma 7.4 below, we have (compare
with (5.10))∫

R
Uβ(x, µ∗T )νT (dx)−

∫
R
Uβ(x, µ∗0)ν0(dx)

=

∫ T

0

∫
R

(
∂xUβ(x, µ∗t ) · ψ(x, µ∗t ) +

∫
R
∂µUβ(x, µ∗t )(z)φ∗β(z, µ∗t )m

∗
t (z)dz

)
νt(dx)dt

=

∫ T

0

∫
R

[λβ − f(x, µ∗t , ψ(x, µ∗t ))] νt(dx)dt

+

∫ T

0

∫
R

[H(x, µ∗t , ∂xUβ(x, µ∗t ), ψ(x, µ∗t ))−H(x, µ∗t , ∂xUβ(x, µ∗t ),−∂xUβ(x, µ∗t ))] νt(dx)dt,

(7.11)

where the second equality uses that Uβ(x, µ) solves the master equation (3.7) for µ ∈ P3
2 (R) by

Lemma 6.2. Since the difference of the Hamiltonian values in (7.11) is nonnegative, we have for
ψ ∈ A

J(ψ|µ∗0,µ∗) = lim sup
T→∞

1

T

∫ T

0

∫
R
f(x, µ∗t , ψ(x, µ∗t ))νt(dx)dt ≥ λβ =

β

4
.

To establish equality here under the feedback φ∗β(x, µ) of (7.8), note for this choice the difference
of the Hamiltonians in (7.11) vanishes, so we just need to establish the second condition in (7.9).
But from Theorem 3.2.(3) of [22], we have the second moment convergence of µ∗T to the semicircle
law µβ of (2.6) (recall it is the minimum of Uβ by Theorem 3 of Ben Arous–Guionnet [11]) as well
as the relative entropy type estimate

0 ≤ Uβ(µ∗T )− Uβ(µβ) ≤ e−c(T−s)[Uβ(µ∗s)− Uβ(µβ)]

2As pointed out in Remark 5.9 of Berman–Önnheim [12], there is apparently an error here regarding the domain
of Uβ , but the positive initial density in L3(R) ensures sufficient regularity of the flow (µ∗t )t≥0 for our purposes.
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for every 0 ≤ s ≤ T and some constant c > 0. Combining these two facts, we readily have

1

T

∫
R
Uβ(x, µ∗T )µ∗T (dx) =

1

T

[
2 · Uβ(µ∗T )− 1

4

∫
R
x2µ∗T (dx)

]
T→∞→ 0,

as required. This completes the proof after checking the application of the chain rule for (7.11).

Since by Lemma 6.1 we interpret “∂µUβ(x, µ)(z)” through the derivative (6.5) rather than as
a subdifferential of minimum norm (the latter characterization does not seem straightforward to
realize), we prove the following chain rule to complement Lemma 6.1 and justify (7.11) above.

Lemma 7.4. Assume the same setting as for Theorem 7.3. Let ψ(x, µ) ∈ A(µ∗· ) so that the laws
νψ = (νt)t≥0 ∈ C([0,∞),P3

2 (R)) have densities nt(x) satisfying (in the distributional sense) the
transport equation (7.1). Then we have for any T ≥ 0 the following chain rule:∫

R
Uβ(x, µ∗T )νT (dx)−

∫
R
Uβ(x, µ∗0)ν0(dx) =∫ T

0

∫
R

(
∂xUβ(x, µ∗t )ψ(x, µ∗t ) +

∫
R
∂µUβ(x, µ∗t )(z)φ∗β(z, µ∗t )µt(dz)

)
νt(dx)dt.

Proof. For any ν ∈ Pp2 (R), 1 < p <∞, with density n(x), we have by Minkowski’s inequality∣∣∣∣∫
R

log(|z − x|)ν(dx)

∣∣∣∣ ≤∫
|z−x|≤1

| log(|z − x|)|ν(dx) +

∫
|z−x|>1

| log(|z − x|)|ν(dx)

≤2
(∫ 1

0

| log(x)|
p
p−1dx

) p−1
p ‖n‖Lp(R) +

∫
R
|z − x|ν(dx)

≤Cp
(
‖n‖Lp(R) + z2 +

∫
R
x2ν(dx)

)
.

(7.12)

for some constant Cp > 0. Hence, the mapping µ 7→
∫
R Uβ(x, µ)ν(dx) is continuous on P2(R) with

respect to the 2–Wasserstein distance d2. Now fix t ≥ 0 and let p = 3. Define Tδ(x) := x+δψ(x, µ∗t ),
δ > 0. We know by Proposition 8.4.6 of Ambrosio-Gigli-Savaré [2] that d2(µ∗t+δ, (Tδ)#µ

∗
t ) = o(δ).

Hence, by Lemma 6.1 and the continuity of µ 7→
∫
R Uβ(x, µ)ν(dx), we have for almost every t ≥ 0∫

R
Uβ(x, µ∗t+δ)ν(dx)−

∫
R
Uβ(x, µ∗t )ν(dx) =

∫
R

[Uβ(x, (Tδ)#µ
∗
t )− Uβ(x, µ∗t )] ν(dx)

+

∫
R
Uβ(x, µ∗t+δ)ν(dx)−

∫
R
Uβ(x, (Tδ)#µ

∗
t )ν(dx)

= δ

∫
R

∫
R
∂µUβ(x, µ∗t )(z)φ∗β(z, µ∗t )µ

∗
t (dz)ν(dx) + o(δ).

By (6.6) and (6.9), the integrand x 7→
∫
R ∂µUβ(x, µ∗t )(z)∂xUβ(z, µ∗t )µ

∗
t (dz) is in L3/2(R), and so its

integral with respect to ν ∈ P3
2 (R) is finite by Hölder’s inequality. The statement then follows

from the product rule and the distributional equation for (νt)t≥0 (along with a density argument
relying on the integrability condition (7.2) to allow for test functions in L3/2(R); cf. Remark 8.1.1
of [2]).
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8 Recovering the master equation from the N-Nash system

Proof of Proposition 3.1. First, as N → ∞ we have E(X i − γq)2 → 0. To see this, we know by
Corollary 6.3.5 of Blower [15] that µNβ,V satisfies a logarithmic Sobolev inequality with constant
(N − 1)/σ2 and thus by Proposition 6.7.3 of the same reference satisfies a Poincaré inequality with
the same constant, implying Var(X i)→ 0 as N →∞. The fact that EX i → γq as N →∞ follows
from the results of Section 2.6 of [3], which yields the desired L2 convergence.

Next, by Section 2.6.2 of Anderson-Guionnet-Zeitouni [3], we know that max1≤i≤N |X i| =
max{−X1, XN} is exponentially tight at speed N . This allows one to restrict some limit results
involving the empirical measure to compact sets; more specifically, for any p ≥ 1, we have the p–

Wasserstein convergence dp(µ
N
X, µβ,V )

N→∞→ 0 almost surely (see the discussion after Theorem 1.12
of Chafäı-Hardy-Mäıda [26]). By the Euler-Lagrange identity (3.10), we have that

V ′(γ)2 = β2(Hmβ,V )2(γ),

∫
R

V ′(γ)− V ′(z)

γ − z
mβ,V (z)dz = β

[
(Hmβ,V )2(γ)−H[mβ,VHmβ,V ](γ)

]
.

For fixed N , we can compute

∑
k:k 6=i

1

xi − xk
·
∏

1≤k<`≤N

(x` − xk)β/σ2

=
σ2

β
∂i

[ ∏
1≤k<`≤N

(x` − xk)β/σ2

]

and(∑
k:k 6=i

1

xi − xk

)2

− σ2

β

∑
k:k 6=i

1

(xi − xk)2

· ∏
1≤k<`≤N

(x`−xk)β/σ2

=

(
σ2

β

)2

∂2
i

[ ∏
1≤k<`≤N

(x` − xk)β/σ2

]
.

Hence, we have by integration by parts (see the proof of Lemma 4.3.17 of [3] and Section 3 of [35])

E
[
V ′(X i) · (h1 ∗ µN,iX )(X i)

]
=

EV ′(X i)2

β
− σ2EV ′′(X i)

β(N − 1)

N→∞→ V ′(γq)2

β
= β(Hmβ,V )2(γq), (8.1)

and similarly

E

[
[(h1 ∗ µN,iX )(X i)]2 − σ2

β

(h2 ∗ µN,iX )(X i)

N − 1

]
N→∞→ V ′(γq)2

β2
= (Hmβ,V )2(γq), (8.2)

where the limits hold by the p-Wasserstein convergence and the polynomial growth of V .

Now let Lβ,V be the generator of (3.9) and take vN,iβ,V (x) := V (xi)
2
− β

2
(h0 ∗ µN,ix )(xi), x ∈ WN , in

the invariance identity µNβ,V [Lβ,V (vN,iβ,V )] = 0 (this further application of integration by parts along
with Lemma 4.3 is behind the optimal cost calculation of Theorem 5.1 for the Gaussian case; see
(5.9), (5.10). Indeed, to see that vN,iβ,V is in the domain of the generator Lβ,V , note that the dynamics
(3.9) are nonexplosive by Corollary 6.9 of Graczyk–Ma lecki [36], and a calculation similar to (5.7)
and (5.8) confirms admissibility of (3.9) for the Dyson game, and thus the required integrability,
when β > σ2.) Calculating as in the proof of Lemma 4.3 and letting N → ∞ in this invariance
identity, we have

β2

4
[(Hmβ,V )2(γq)−H[mβ,VHmβ,V ](γq)] =

β

4

∫
R

V ′(γq)− V ′(z)

γq − z
mβ,V (z)dz
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= lim
N→∞

β2

8
E

[
[(h1 ∗ µN,iX )(X i)]2 − σ2

β

(h2 ∗ µN,iX )(X i)

N − 1

]

+ lim
N→∞

E

[
V ′(X i)2

4
− β

4
V ′(X i) · (h1 ∗ µN,iX )(X i) +

3β

8
(β − σ2)

(h2 ∗ µN,iX )(X i)

N − 1

]

=
β2

8
· V
′(γq)2

β2
+
V ′(γq)2

4
− β

4
· V
′(γq)2

β
+

3β

8
(β − σ2) lim

N→∞

E(h2 ∗ µN,iX )(X i)

N − 1

=
β2

8
(Hmβ,V )2(γq) +

3β

8
(β − σ2) lim

N→∞

E(h2 ∗ µN,iX )(X i)

N − 1
.

Subtracting the term “β
2

8
(Hmβ,V )2(γq)” from both sides of this last expression, we arrive at

lim
N→∞

E(h2 ∗ µN,iX )(X i)

N − 1
=

8

3β(β − σ2)
·β

2

8

[
(Hmβ,V )2(γq)− 2H[mβ,VHmβ,V ](γq)

]
=

π2β

3(β − σ2)
mβ,V (γq)2,

(8.3)
where the last equality follows by an application the Hilbert transform product rule (6.8) since
mβ,V (x) ∈ L2(R) (item (2) of Theorem 2.2 in Carton–Lebrun [23]). This completes the proof.

Observe the control term has vanishing expectation in optimal equilibrium, i.e., µNβ

[
∂iv

N,i
β

]
= 0,

and by Euler–Lagrange (3.10), the analogous mean field identity holds exactly for the semicircle law
µβ, i.e., ∂xUβ(x, µβ) = 0 for x ∈ supp(µβ). Nevertheless, the next theorem shows that as N → ∞
the control cost term “µNβ

[
1
2
(∂iv

N,i
β )2

]
” still contributes a local term in the bulk, i.e., at a location

γq with q ∈ (0, 1). We will now see that the calculation of this contribution will establish Theorem
3.4, one of the main results of this paper.

Proof of Theorem 3.4. First note by the Euler–Lagrange equation (3.10), we have

|∂xUβ(x, µβ,V )|2 =

(
β

2
Hµβ,V (x)− x

2

)2

=

(
V ′(x)

2
− x

2

)2

=
V ′(x)2

4
+
x2

4
− xV ′(x)

2
, x ∈ supp(µβ,V ),

Let X ∼ µNβ,V . Then we can compute

µNβ,V

[
(∂iv

N,i
β )2

]
=
β2

4
E

[
[(h1 ∗ µN,iX )(X i)]2 − σ2

β

(h2 ∗ µN,iX )(X i)

N − 1

]

+ E

[
(X i)2

4
− β

2
X i · (h1 ∗ µN,iX )(X i) +

βσ2

4

(h2 ∗ µN,iX )(X i)

N − 1

]
N→∞→ β2

4
· V
′(γq)2

β2
+

(γq)2

4
− β

2
· γ

qV ′(γq)

β
+

π2β2σ2

12(β − σ2)
mβ(γq)2

= |∂xUβ(γq, µβ,V )|2 +
π2β2σ2

12(β − σ2)
mβ(γq)2,

where we have used (3.11), (8.2) and the analog of the calculation for (8.1). The limiting expression
for the diffusion term is immediate by (3.11). Finally, using these two limit calculations and the
N–Nash system (3.2) itself, we have
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µNβ,V

[∑
k:k 6=i

∂kv
N,k
β ∂kv

N,i
β

]

= µNβ,V

[
σ2

2(N − 1)
∆xv

N,i
β −

1

2
(∂iv

N,i
β )2 +

(xi)2

8
+
β

2

(
3

4
β − σ2

)
(h2 ∗ µN,iX )(xi)

N − 1

]
− λN,iβ

N→∞→ π2β2σ2

8(β − σ2)
mβ,V (γq)2 − 1

2
|∂xUβ(γq, µβ,V )|2 +

(γq)2

8
+
β

2

(
3

4
β − σ2

)
· π2β

3(β − σ2)
mβ,V (γq)2 − β

4

=
π2β2σ2

12(β − σ2)
mβ,V (γq)2 +

(
(γq)2

8
+
π2β2

8
mβ,V (γq)2 − 1

2
|∂xUβ(γq, µβ,V )|2 − β

4

)
.

Since compactness of support implies µβ,V has finite second moment, we can use Lemma 6.2, which
confirms the pair (Uβ(x, µ), β

4
) satisfies the master equation (3.7) on R× P2

2 (R). Hence, the terms
in the parentheses become the desired expression, completing the proof.

We view the convergence in (3.12) as a localized version of the heuristic limit (1.4.4) of Biane–
Speicher [13] for relative free Fisher information (6.11) (cf. Remark 6.3). Their limit (1.4.4) under
the (Nash–optimal) Gaussian ensemble µNβ of (5.4) is actually not difficult to compute directly
using the argument of Remark 5.3, but we provide a more general computation as the first item of
the following corollary of our work, which confirms the analogous convergence of equations for the
auxiliary global problem associated to the open loop model.

Corollary 8.1. Assume β > σ2 > 0 and recall the definitions (3.8) of µNβ,V and (3.10) of µβ,V . Let

X ∼ µβ,V . Then we have the following asymptotic contributions:

1. The drift term contributes

lim
N→∞

µNβ,V

[
1

N
‖∇xWβ‖2

]
=

π2β2σ2

12(β − σ2)
Emβ,V (X)2 +

1

2

∫
R
|∂µUβ(µβ,V )(x)|2µβ,V (dx)

2. The diffusion term contributes

lim
N→∞

µNβ,V

[
− σ2

2(N − 1)
· 1

N
∆xWβ

]
= − π2β2σ2

12(β − σ2)
Emβ,V (X)2.

Consequently, the ergodic HJB equation (4.13) with (Wβ(x), λNβ ) associated to the open loop game

converges against (µNβ,V )N≥2 to the Hamilton–Jacobi equation (6.1) with (Uβ(µ), β
8
) at µβ,V ∈ P3

2 (R).

9 The Coulomb Game

In this section, we do not pursue the details of verification theorems for the implicit N player or
mean field game formulations of the Coulomb game. Such results were already exemplified in detail
for the one dimensional case and it is clear how such statements would generalize. Our first lemma
explains how the middle term of a player’s cost (3.13), which incentivizes collinearity, arises. Recall
the definitions (2.4), (2.5) of Hµ(z) and H[µHµ](z), respectively.

Lemma 9.1. For any z, w, u ∈ R2, we have the identity〈
z − w
|z − w|2

,
z − u
|z − u|2

〉
−
〈

z − w
|z − w|2

,
w − u
|w − u|2

〉
−
〈

z − u
|z − u|2

,
u− w
|u− w|2

〉
=

2

D2(z − w, z − u)
. (9.1)
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In particular, for any µ ∈ Pp2 (R2), p > 2,

|Hµ(z)|2 − 2H[µHµ](z) =

∫ ∫
w,u∈R2

w 6=u

2µ(dw)µ(du)

D2(z − w, z − u)
.

Proof. The left hand side of (9.1) can be written

1

|z − w|2|z − u|2|w − u|2
·
[
|w − u|2〈z − w, z − u〉 − |z − u|2〈z − w,w − u〉 − |z − w|2〈z − u, u− w〉

]
.

Expanding the factor |w − u|2 = |(w − z) + (z − u)|2 in the first term inside the square brackets
gives

2 [|z − w|2|z − u|2 − 〈z − w, z − u〉2]

|z − w|2|z − u|2|w − u|2
=

2 sin2 θz−w,z−u
|w − u|2

=
2

D2(z − w, z − u)
,

where θz−w,z−u is the angle between the vectors z − w and z − u. For the last claim, note that for
µ ∈ Pp2 (R2), p > 2, we have that Hµ is uniformly bounded:

|Hµ(z)| ≤
(∫

R2:|w|<1

|w|
−p
p−1dw

) p−1
p

‖m‖Lp(R2) +
∣∣∣ ∫

R2:|z|≥1

µ(dy)
∣∣∣.

This completes the proof.

Closed loop model

Definition 9.2. A feedback profile φ : (R2)N → (R2)N is admissible if for every z0 ∈ DN , there
exists a unique strong solution (Zt)t≥0 = (Zφ

t )t≥0 to the stochastic differential equation

dZt = φ(Zt)dt+
σ√
N − 1

dBt, Z0 = z0, σ ≥ 0 (9.2)

satisfying the integrability condition

E
∫ T

0

[
‖αt‖2 + ‖Zt‖2 +

∑
1≤k<`≤N

1

|Z`
t − Zk

t |2

]
dt <∞, for all T > 0. (9.3)

We denote the class of such admissible strategies by A(N).

Definition 9.3. The N player dynamic game associated with the player state costs (3.13) in the
ergodic regime as in Section 4 is called the Coulomb game. If in addition we impose the notion of
admissibility Definition 9.2, we call it the closed loop (or Markovian) model for the Coulomb game.

Open loop model

Definition 9.4. A profile (αt)t≥0 = ((α1
t , . . . , α

N
t ))t≥0 of R2–valued processes is admissible if it is

F–progressively measurable and for every z0 ∈ DN , the process (Zt)t≥0 = (Zα
t )t≥0 defined by

dZt = αtdt+
σ√
N − 1

dBt, Z0 = z0, σ ≥ 0 (9.4)

satisfies the integrability condition

E
∫ T

0

[
‖αt‖2 + ‖Zt‖2 +

∑
1≤k<`≤N

1

|Z`
t − Zk

t |2

]
dt <∞, for all T > 0. (9.5)

We denote the class of such admissible strategies by A(N).
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Definition 9.5. The N player game dynamic game associated with the player state costs (3.13) in
the ergodic regime as in Section 4 and with the notion of admissibility Definition 9.4 is called the
open loop model for the Coulomb game.

Potential structure

By a slight abuse, we continue to write the player cost as JN,i(ψ|z0,φ
−i) for the closed loop model

or as JN,i(α|z0,α
−i) for the open loop model, where we use the state cost FN,i(z) of (3.13).

Lemma 9.6. Fix C > 0 and define the global state cost

FN(z) :=
‖z‖2

8
+C

N∑
i=1

∣∣(h1 ∗ µN,iz )(zi)
∣∣2 =

‖z‖2

8
+

C

(N − 1)2

N∑
i=1

∣∣∣∣∣∑
k:k 6=i

zi − zk

|zi − zk|2

∣∣∣∣∣
2

, z ∈ DN . (9.6)

Consider the optimization problem of minimizing

JN(α|z0) := lim sup
T→∞

1

T
E
∫ T

0

[
1

2
‖αt‖2 + FN(Zt)

]
dt, (9.7)

over α ∈ AN , subject to (Zt)t≥0 = (Zα
t )t≥0, Z0 = z0, of (9.4). Suppose that in definitions (3.13),

(9.6) of FN,i(z), FN(z) we take C = C1 = C2/2. Then the open loop model for the Coulomb game
is a potential game in the following sense: For any profile (αt)t≥0 ∈ A(N) such that the limit in
(9.7) exists, and for any deviation (ηt)t≥0 ∈ Ai(α−i), 1 ≤ i ≤ N , such that the limit in (9.7) exists,
we have

JN((η,α−i)|z0)− JN(α|z0) = JN,i(η |z0,α
−i)− JN,i(αi |z0,α

−i). (9.8)

Proof. The proof is the same as for Lemma 4.5 except we must also make use of Lemma 9.1. We
thus rewrite the interaction term of the global state cost as

N∑
i=1

∑
j:j 6=i

∑
k:k 6=i

〈
zi − zj

|zi − zj|2
,
zi − zk

|zi − zk|2

〉
=

N∑
i=1

∑
j:j 6=i

∑
k:k 6=i,j

〈
zi − zj

|zi − zj|2
,
zi − zk

|zi − zk|2

〉
+

N∑
i=1

∑
j:j 6=i

1

|zi − zj|2

=
1

3

N∑
i=1

∑
j:j 6=i

∑
k:k 6=i,j

2

D2(zi − zj, zi − zk)
+

N∑
i=1

∑
j:j 6=i

1

|zi − zj|2
,

where for the last equality we have used Lemma 9.1 along with cyclically permuting the i, j, k
indices. We then see that the factor of 1

3
corrects the triple counting of the reciprocal squared

diameters of FN,i(z), so that condition (9.8) holds provided C = C1 = C2/2. As before in Section
4, this exactly meets Definition 2.23 in [20] for potential game.

Remark 9.7. The proof shows that instead of (9.6), we might as well be working with

FN(z) :=
‖z‖2

8
+
C1

3

N∑
i=1

∫ ∫
w,u∈R2

w 6=u

2

D2(zi − w, zi − u)
µN,iz (dw)µN,iz (du) +

C2

2

N∑
i=1

(h2 ∗ µN,iz )(zi)

N − 1
.

(9.9)
This more general form is in fact required to solve the HJB (9.10) in general dimension d ≥ 1.

As in Section 4, a minimizer of (9.7) can be achieved by a strategy in closed loop feedback form
based on a solution to the ergodic HJB equation

− σ2

2(N − 1)
· 1

N
∆zW (z) +

1

2N
‖∇zW (z)‖2 =

1

N
FN(z)− λ, z ∈ DN . (9.10)
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Solving the N Nash system and ergodic HJB equation

Compare the next result with Lemma 4.3 for the one dimensional case.

Lemma 9.8. Let β ∈ R, C1 = β2/8, and C2 = 3β2/8. Then the ergodic value pairs (vN,iβ (z), λN,iβ )Ni=1

of (3.15) form a classical solution to the N–Nash system (3.14) on DN .

Proof. Just as in the one dimensional case, we can compute directly

∇ziv
N,i(z) =

zi

2
− β

2
(h1 ∗ µN,iz )(zi), ∇zkv

N,i(z) =
β

2(N − 1)

zi − zk

|zi − zk|2
, k 6= i.

However, quite differently from the one dimensional case, the function h0(z) = log |z| satisfies
∆zh0(z) = 2πδ(z). Hence, the Laplacian has the rather easy form

− σ2

2(N − 1)
∆zv

N,i(z) = − σ2

2(N − 1)
,

as long as zi 6= zj for all i 6= j, i.e., z ∈ DN . Write z̃ik := zi−zk
|zi−zk|2 . Then we have

1

2
|∇ziv

N,i(z)|2 =
|zi|2

8
+
β2

8

(h2 ∗ µN,iz )(zi)

N − 1
+

β2

8(N − 1)2
·
∑
k 6=i

∑
`6=i,k

〈z̃ik, z̃i`〉 − β

4(N − 1)

∑
k:k 6=i

〈zi, z̃ik〉,

and the interaction term becomes∑
k:k 6=i

〈∇zkv
N,k(z),∇zkv

N,i(z)〉 =
β2

4

(h2 ∗ µN,iz )(zi)

N − 1
− β2

4(N − 1)2
·
∑
k 6=i

∑
`6=i,k

〈z̃ik, z̃k`〉+ β

4(N − 1)

∑
k:k 6=i

〈zk, z̃ik〉.

The final terms of the previous two equations come together to give the constant −β/4. Combining
all remaining terms along with Lemma 9.1 then completes the proof.

Compare the next result with Lemma 4.7 for the one dimensional case.

Lemma 9.9. Fix β ∈ R and let C = C1 = β2/8 and C2 = β2/4 in the global cost (9.6) or (9.9).
Then the pair {

Wβ(z) := ‖z‖2
4
− β

2(N−1)

∑
1≤k<`≤N log |z` − zk|, z ∈ DN

λNβ := β
8

+ σ2

2(N−1)

forms a classical solution to the ergodic HJB (9.10) on z ∈ DN .

Proof. Similarly as above, we can compute directly

∇ziWβ(z) =
zi

2
− β

2(N − 1)

∑
k:k 6=i

zi − zk

|zi − zk|2
, ∆zWβ(z) = N,

as well as

1

2
‖∇zWβ(z)‖2 =

N∑
i=1

|zi|2

8
+
β2

8

N∑
i=1

∣∣∣∣∣ 1

N − 1

∑
k:k 6=i

zi − zk

|zi − zk|2

∣∣∣∣∣
2

− β

8
·N.

Putting everything together completes the proof.

Remark 9.10. Considering Lemmas 9.6, 9.8, and 9.9, we notice the choice of C1 is the same for
either model, but the choice C2 = β2/4 in the open loop case disagrees with the larger choice
C2 = 3β2/8 in the closed loop case. In particular, unlike in one dimension, the closed and open loop
models are not simultaneously explicitly solvable in higher dimensions. But we saw that players in
the closed loop game on the line will use a lower repulsion in equilibrium, and there is a similar
interpretation in the plane: players of the closed loop game will adopt the repulsion β despite facing
the higher singular cost coefficient C2 = 3β2/8.
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Mean field equations

In contrast to the one dimensional case, the two dimensional state costs FN(z) and FN,i(z) can
safely be replaced with their naive mean field analogs upon dropping the reciprocal squared gaps
cost term.

Lemma 9.11. Fix β > 0. Define

Uβ(µ) :=

∫
R2

|z|2

4
µ(dz)− β

4

∫
R2

∫
R2

log |z − w|µ(dz)µ(dw), µ ∈ P2(R2). (9.11)

Then for µ ∈ Pp2 (R2), p > 2, the pair (Uβ(µ), β
8
) satisfies the ergodic Hamilton–Jacobi equation

1

2

∫
R
|∂µU(µ)(z)|2µ(dz) =

∫
R2

(
|z|2

8
+
β2

8

∣∣∣∣∫
R2

z − w
|z − w|2

µ(dw)

∣∣∣∣2
)
µ(dz)− λ

=

∫
R2

|z|2

8
µ(dz) +

β2

24

∫
R2

∫ ∫
w,u∈R2

w 6=u

2

D2(z − w, z − u)
µ(dw)µ(du)

µ(dz)− λ,

(9.12)
where we recall D(ξ, η) is the diameter of the circumcircle of the triangle determined by ξ, η, and
(0, 0) in R2. Similarly, recall the definition (3.16) of Uβ(z, µ). Then for µ ∈ Pp2 (R2), p > 2, the
pair (Uβ(z, µ), β

4
) forms a solution to the Coulomb master equation (3.17).

Proof. The first equality in (9.12) is straightforward; for the second equality, we have∫
R2

|Hµ(z)|2µ(dz) =

∫
R2

∫
R2

∫
R2

〈
z − w
|z − w|2

,
z − u
|z − u|2

〉
µ(dw)µ(du)µ(dz)

=
1

3

∫
R2

∫
R2

∫
R2

[〈
z − w
|z − w|2

,
z − u
|z − u|2

〉
− 2

〈
z − w
|z − w|2

,
w − u
|w − u|2

〉]
µ(dw)µ(du)µ(dz)

=
1

3

∫
R2

[
|Hµ(z)|2 − 2H[µHµ](z)

]
µ(dz).

Hence, we arrive at

1

2

∫
R
|∂µU(µ)(z)|2µ(dz) =

∫
R2

|z|2

8
µ(dz) +

β2

24

∫
R2

[
|Hµ(z)|2 − 2H[µHµ](z)

]
µ(dz)− λ.

But by Lemma 9.1 we know that

|Hµ(z)|2 − 2H[µHµ](z) =

∫ ∫
w,u∈R2

w 6=u

2

D2(z − w, z − u)
µ(dw)µ(du),

which completes the proof of (9.12). The proof of (3.17) is similar.

Recovering the master equation from the N Nash system

Proof of Theorem 3.7. As in the one dimensional case, we know that max1≤i≤N |Zi| is exponentially
tight at speed N by Theorem 1.12 of Chafäı-Hardy-Mäıda [26]. This again implies the p–Wasserstein

convergence dp(µ
N
Z , µβ,V )

N→∞→ 0 almost surely. Note that the Euler-Lagrange identity (3.20) and
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∆z log |z| = 2πδ0(z) together imply that the density mβ,V (z) is proportional to ∆zV (z) on the
support of µβ,V ; hence, mβ,V (z) is bounded with compact support. Again by the Euler-Lagrange
identity (3.20), we have that

|∇V (γ)|2 = β2|Hmβ,V (γ)|2∫
R2

〈
∇V (γ)−∇V (w),

γ − w
|γ − w|2

〉
mβ,V (w)dw = β

[
|Hmβ,V (γ)|2 −H[mβ,VHmβ,V ](γ)

]
.

Then we calculate

∑
k:k 6=i

zi − zk

|zi − zk|2
∏

1≤k<`≤N

|z` − zk|β/σ2

=
σ2

β
∇zi

[ ∏
1≤k<`≤N

|z` − zk|β/σ2

]

(
σ2

β

)2

∆zi

[ ∏
1≤k<`≤N

|z` − zk|β/σ2

]
=

∣∣∣∣∣∑
k:k 6=i

zi − zk

|zi − zk|2

∣∣∣∣∣
2 ∏

1≤k<`≤N

|z` − zk|β/σ2

.

Using these, we can compute the limits

E〈∇V (Zi), (h1 ∗ µN,iZ )(Zi)〉 =
E |∇V (Zi)|2

β
− 1

N − 1

σ2

β
E∆ziV (Zi)→ |∇V (γ)|2

β
= β|Hmβ,V (γ)|2

lim
N→∞

E
∣∣∣(h1 ∗ µN,iZ )(Zi)

∣∣∣2 = lim
N→∞

E|∇V (Zi)|2

β2
=
|∇V (γ)|2

β2
= |Hmβ,V (γ)|2,

(9.13)
where the convergences again are assured by polynomial growth of V . Now, we note that the
collection of functions

vN,iβ,V (z) :=
V (zi)

2
− β

2
(h0 ∗ µN,iz )(zi), 1 ≤ i ≤ N,

satisfies the system of equations

− σ2

2(N − 1)
∆zv

N,i +
∑
k:k 6=i

〈∇zkv
N,k,∇zkv

N,i〉+
1

2
|∇ziv

N,i(z)|2

=
|∇ziV (zi)|2

8
+
β2

4

∫ ∫
w,u∈R2

w 6=u

µN,iz (dw)µN,iz (du)

D2(zi − w, zi − u)
+

3β2

8

(h2 ∗ µN,iz )(zi)

N − 1

− β

4

∫
R2

〈
∇V (zi)−∇V (w),

zi − w
|zi − w|2

〉
µN,iz (dw)− σ2

4(N − 1)
∆ziV (zi).

(9.14)

If we further write

Lβ,V f :=
σ2

2(N − 1)
∆zf −

N∑
k=1

〈∇zkv
N,k
β,V ,∇zkf〉,

then just as in the one dimensional case we have the invariance identity µNβ,V

[
Lβ,V (vN,iβ,V )

]
= 0.

Now, letting N →∞ in this invariance identity and using the computations (9.13), (9.14), we have

β2

4

[
|Hmβ,V (γ)|2 −H[mβ,VHmβ,V ](γ)

]
=
β

4

∫
R2

〈
∇V (γ)−∇V (w),

γ − w
|γ − w|2

〉
mβ,V (dw)

34



= lim
N→∞

E
[
|∇ziV (Zi)|2

4
+
β2

8
|(h1 ∗ µN,iZ )(Zi)|2 − β

4
〈∇V (Zi), (h1 ∗ µN,iZ )(Zi)〉

]

+ lim
N→∞

E

3β2

8

(h2 ∗ µN,iZ )(Zi)

N − 1
+
β2

4

∫ ∫
w,u∈R2

w 6=u

µN,iZ (dw)µN,iZ (du)

D2(Zi − w,Zi − u)


=
|∇V (γ)|2

4
+
β2

8
· |∇V (γ)|2

β2
− β

4
· |∇V (γ)|2

β

+ lim
N→∞

E

3β2

8

(h2 ∗ µN,iZ )(Zi)

N − 1
+
β2

4

∫ ∫
w,u∈R2

w 6=u

µN,iZ (dw)µN,iZ (du)

D2(Zi − w,Zi − u)


=
β2

8
|Hmβ,V (γ)|2 + lim

N→∞

β2

4
E

3

2

(h2 ∗ µN,iZ )(Zi)

N − 1
+

∫ ∫
w,u∈R2

w 6=u

µN,iZ (dw)µN,iZ (du)

D2(Zi − w,Zi − u)

 . (9.15)

Up to this point, the proof parallels the one dimensional case closely, but now we need a
new ingredient to complete the proof in the two dimensional case. Subtracting the first term
“β

2

8
|Hmβ,V (γ)|2” of (9.15) from both sides and recalling Lemma 9.1, the lefthandside of (9.15)

becomes
β2

4

∫ ∫
w,u∈R2

w 6=u

µβ,V (dw)µβ,V (du)

D2(γ − w, γ − u)
.

But this implies the estimate

lim sup
N→∞

E
∫ ∫

w,u∈R2

w 6=u

µN,iZ (dw)µN,iZ (du)

D2(Zi − w,Zi − u)

≤ lim sup
N→∞

E

3

2

(h2 ∗ µN,iZ )(Zi)

N − 1
+

∫ ∫
w,u∈R2

w 6=u

µN,iZ (dw)µN,iZ (du)

D2(Zi − w,Zi − u)


=

∫ ∫
w,u∈R2

w 6=u

µβ,V (dw)µβ,V (du)

D2(γ − w, γ − u)
,

By Lemma 5.1.7 of Ambrosio-Gigli-Savaré [2], we have shown that the function

f(z, w, u) := 1/D2(z − w, z − u)

is uniformly integrable with respect to the sequence of measures

νN(dz, dw, du) := E[δZi ⊗ µN,iZ ⊗ µ
N,i
Z ](dz, dw, du).

Proposition 5.1.10 of the same reference [2] addresses how to circumvent the lone singularity of
1/D2(ξ, η) at (ξ, η) = ((0, 0), (0, 0)), hence giving us the convergence

lim
N→∞

E
∫ ∫

w,u∈R2

w 6=u

µN,iZ (dw)µN,iZ (du)

D2(Zi − w,Zi − u)
=

∫ ∫
w,u∈R2

w 6=u

µβ,V (dw)µβ,V (du)

D2(γ − w, γ − u)
.

This in turn implies

lim
N→∞

3

2

E(h2 ∗ µN,iZ )(Zi)

N − 1
=

∫ ∫
w,u∈R2

w 6=u

µβ,V (dw)µβ,V (du)

D2(γ − w, γ − u)
− lim
N→∞

E
∫ ∫

w,u∈R2

w 6=u

µN,iZ (dw)µN,iZ (du)

D2(Zi − w,Zi − u)
= 0,
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which completes the proof.

Proof of Corollary 3.8. For each 1 ≤ i ≤ N , let JN,iC1,C2
(ψ|x,φ−i) denote the cost functional associ-

ated with the state cost FN,i(z) of (3.13) with coefficients C1, C2 > 0. Now one can follow a similar
line of argument as for Theorem 5.1 to verify that φβ(z) := (−∇zkv

N,k
β (z))Nk=1 is a closed loop Nash

equilibrium in the sense that for all 1 ≤ i ≤ N

JN,i
β2

8
, 3β

2

8

(φiβ|x,φ−iβ ) = inf
ψ∈Ai

JN,i
β2

8
, 3β

2

8

(ψ|x,φ−iβ ) =
β

4
+

σ2

2(N − 1)
, (9.16)

where the classes Ai ⊂ Ai(φ−iβ ), 1 ≤ i ≤ N , of feedback controls are defined just as in Theorem
5.1. To sketch a proof of this required verification theorem in two dimensions, one can establish the
analog of (5.7), (5.8) by using Lemma 9.9 to compute (recall the definition (9.9) of FN(z))

dWβ(Z∗t ) =

(
−FN(Z∗t ) +NλNβ −

1

2
‖∇zWβ(Z∗t )‖2

)
dt+

σ√
N − 1

∇zWβ(Z∗t ) · dBt

=

−‖Z∗t‖2

4
− β2

6

N∑
i=1

∫ ∫
w,u∈R2

w 6=u

µN,iZ∗
t

(dw)µN,iZ∗
t

(du)

D2(Z∗it − w,Z∗it − u)
− β2

4

N∑
i=1

(h2 ∗ µN,iZ∗
t

)(Zi
t)

N − 1

 dt

+N

(
β

8
+

σ2

2(N − 1)

)
dt+

σ√
N − 1

∇zWβ(Z∗t ) · dBt

(9.17)

which gives

E
N∑
i=1

∫ T∧TM

0

(h2 ∗µN,iZ∗
t

)(Z∗it )dt ≤ 4(N − 1)

β2
·
[
N

(
β

8
+

σ2

2(N − 1)

)
T +Wβ(z0) +M ′

]
<∞. (9.18)

where TM , M ′ are defined as in the proof of Theorem 5.1. Notice here we no longer require β > σ2,
merely β > 0. The ergodicity statement requires a little more effort because one cannot simply
exploit convexity, which is special to the one dimensional case; instead, one can proceed in a similar
manner as Bolley-Chafäı-Fontbona [16] or Lu-Mattingly [50] by relying on Lyapunov techniques.

Returning to the proof, to confirm that φβ is an approximate closed loop Nash equilibrium, fix
an arbitrary C2 > 0 and ψ ∈ Ai for some 1 ≤ i ≤ N . Let

εN :=

(
C2 −

3β2

8

)
E(h2 ∗ µN,iZ )(Zi)

N − 1
≥ 0.

Then we have that
JN,i
β2

8
,C2

(φiβ|x,φ−iβ ) = JN,i
β2

8
, 3β

2

8

(φiβ|x,φ−iβ ) + εN

≤ JN,i
β2

8
, 3β

2

8

(ψ|x,φ−iβ ) + εN

≤ JN,i
β2

8
,C2

(ψ|x,φ−iβ ) + εN ,

where the first inequality uses (9.16) and the second inequality follows simply by the fact C2 ≥ 3β2/8.
Hence, φ−iβ is a εN -closed loop Nash equilibrium with cost functional JN,i

β2

8
,C2

. But by Theorem 3.7,

εN goes to 0 as N →∞, so φ−iβ is in fact an approximate closed loop Nash equilibrium with limiting
optimal cost β/4, as required.

This completes the proof for the closed loop case; the open loop case is similar, but relies
instead on the weaker assumption C2 ≥ β/8 and requires exploiting the potential structure to
reduce consideration to optimality in the auxiliary global problem.
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[12] Robert J Berman and Magnus Önnheim. Propagation of chaos for a class of first order models
with singular mean field interactions. arXiv:1610.04327, 2016.

[13] Philippe Biane and Roland Speicher. Free diffusions, free entropy and free Fisher information.
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[47] Gérard Le Caër and Renaud Delannay. The administrative divisions of mainland France as
2D random cellular structures. Journal de Physique I, 3(8):1777–1800, 1993.

39



[48] Pierre-Louis Lions. Cours au collège de france.

[49] Jian-Guo Liu and Rong Yang. Propagation of chaos for large brownian particle system with
coulomb interaction. Research in the Mathematical Sciences, 3(1):40, 2016.

[50] Yulong Lu and Jonathan C Mattingly. Geometric ergodicity of langevin dynamics with coulomb
interactions. arXiv preprint arXiv:1902.00602, 2019.

[51] Feng Luo, Jianxin Zhong, Yunfeng Yang, and Jizhong Zhou. Application of random matrix
theory to microarray data for discovering functional gene modules. Phys. Rev. E, 73:031924,
Mar 2006.

[52] A Matytsin. On the large-n limit of the itzykson-zuber integral. Nuclear Physics B, 411(2-
3):805–820, 1994.

[53] Elizabeth S Meckes and Mark W Meckes. A rate of convergence for the circular law for the
complex ginibre ensemble. In Annales de la Faculté des sciences de Toulouse: Mathématiques,
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